
Jordan Journal of Mechanical and Industrial Engineering (JJMIE) 

JJMIE is a high-quality scientific journal devoted to fields of Mechanical and Industrial Engineering. It is published 
by The Hashemite University in corporation with the Jordanian Scientific Research Support Fund. 

EDITORIAL BOARD 
  
 

Editor-in-Chief 

Prof. Nabil Anagreh 

Editorial board 

Prof.  Mohammad Ahmad Hamdan 

 

Prof. Mohammad Al-Tahat 
 

 

Prof. Amin Al Robaidi  
Al Balqa Applied University 

Prof. Naser Al-Huniti 
 The University of Jordan 

 

Prof.  Suhil Kiwan 
 The Jordan University of Science and Technology 

 

Prof. Mahmoud Abu-Zaid 
Mutah University  

 

Assistant Editor 

Dr. Khalid Al-Widyan 
Hashemite University 

 

THE INTERNATIONAL ADVISORY BOARD 
  

Abu-Qudais, Mohammad 
Jordan University of Science & Technology, Jordan 

Abu-Mulaweh, Hosni 
Purdue University at Fort Wayne, USA 

Afaneh Abdul-Hafiz 
Robert Bosch Corporation, USA 

Afonso, Maria Dina 
Institute Superior Tecnico, Portugal 

Badiru, Adedji B. 
The University of Tennessee, USA 

Bejan, Adrian 
Duke University, USA 

Chalhoub, Nabil G. 
Wayne State University, USA 

Cho, Kyu–Kab 
Pusan National University, South Korea 

Dincer, Ibrahim 
University of Ontario Institute of Technology, 
Canada 

Douglas, Roy 
Queen’s University, U. K 

El Bassam, Nasir 
International Research Center for Renewable 
Energy, Germany 

Haik, Yousef 
United Arab Emirates University, UAE 

Jaber, Jamal 
Al- Balqa Applied University, Jordan 

Jubran, Bassam 
Ryerson University, Canada 

Kakac, Sadik 
University of Miami, USA 

Khalil, Essam-Eddin 
Cairo University, Egypt 

Mutoh, Yoshiharu 
Nagaoka University of Technology, Japan 

Pant, Durbin 
Iowa State University, USA 

Riffat, Saffa 
The University of Nottingham, U. K 

Saghir, Ziad 
Ryerson University, Canada 

Sarkar, MD. Abdur Rashid 
Bangladesh University of Engineering & 
Technology, Bangladesh 

Siginer, Dennis 
Wichita State University, USA 

Sopian, Kamaruzzaman 
University Kebangsaan Malaysia, Malaysia 

Tzou, Gow-Yi 
Yung-Ta Institute of Technology and Commerce, 
Taiwan 

 

 

EDITORIAL BOARD SUPPORT TEAM 
  

Language Editor 

Dr. Qusai Al-Debyan

Publishing Layout 

Eng. Ali Abu Salimeh

 

 

SUBMISSION ADDRESS: 
  

Prof. Nabil Anagreh , Editor-in-Chief 
Jordan Journal of Mechanical & Industrial Engineering, 
Hashemite University,  
PO Box 330127, Zarqa, 13133 , Jordan 
E-mail: jjmie@hu.edu.jo 

 The University of Jordan

The University of Jordan
 



 

Financed by Scientific Research Support Fund 

eXtreme
Typewritten Text



Jordan Journal of Mechanical and Industrial Engineering (JJMIE) 
JJMIE is a high-quality scientific journal devoted to fields of Mechanical and Industrial Engineering. It is 
published by The Jordanian Ministry of Higher Education and Scientific Research in corporation with the 
Hashemite University. 
 
Introduction: The Editorial Board is very committed to build the Journal as one of the leading international journals in mechanical and 
industrial engineering sciences in the next few years. With the support of the Ministry of Higher Education and Scientific Research and 
Jordanian Universities, it is expected that a heavy resource to be channeled into the Journal to establish its international reputation. The 
Journal's reputation will be enhanced from arrangements with several organizers of international conferences in publishing selected best 
papers of the conference proceedings. 
 
Aims and Scope: Jordan Journal of Mechanical and Industrial Engineering (JJMIE) is a refereed international journal to be of interest 
and use to all those concerned with research in various fields of, or closely related to, mechanical and industrial engineering disciplines. 
Jordan Journal of Mechanical and Industrial Engineering aims to provide a highly readable and valuable addition to the literature 
which will serve as an indispensable reference tool for years to come.  The coverage of the journal includes all new theoretical and 
experimental findings in the fields of mechanical and industrial engineering or any closely related fields (Materials, Manufacturing, 
Management, Design, Thermal and Fluid, Energy, Control, Mechatronics, and Biomedical).  The journal also encourages the submission 
of critical review articles covering advances in recent research of such fields as well as technical notes. 
 
Guide for Authors 
 
Manuscript Submission:  
High-quality submissions to this new journal are welcome now and manuscripts may be either submitted online or email. 
 

Online: For online and email submission upload one copy of the full paper including graphics and all figures at the online 
submission site, accessed via http://jjmie.hu.edu.jo. The manuscript must be written in MS Word 2010 Format. All correspondence, 
including notification of the Editor's decision and requests for revision, takes place by e-mail and via the Author's homepage, removing 
the need for a hard-copy paper trail.  
 
Submission address and contact: 
Prof. Nabil Anagreh  
Editor-in-Chief 
Jordan Journal of Mechanical & Industrial Engineering, 
Hashemite University,  
PO Box 330127, Zarqa, 13115, Jordan 
E-mail: jjmie@hu.edu.jo 
 

Types of contributions: Original research papers and Technical reports 
 
Corresponding author: Clearly indicate who is responsible for correspondence at all stages of refereeing and publication, including 
post-publication. Ensure that telephone and fax numbers (with country and area code) are provided in addition to the e-mail address and 
the complete postal address. Full postal addresses must be given for all co-authors.  
 
Original material: Submission of an article implies that the work described has not been published previously (except in the form of an 
abstract or as part of a published lecture or academic thesis), that it is not under consideration for publication elsewhere, that its 
publication is approved by all authors and that, if accepted, it will not be published elsewhere in the same form, in English or in any 
other language, without the written consent of the Publisher. Authors found to be deliberately contravening the submission guidelines on 
originality and exclusivity shall not be considered for future publication in this journal.  
 
Withdrawing: If the author chooses to withdraw his article after it has been assessed, he shall reimburse JJMIE with the cost of 
reviewing the paper. 
 
Manuscript Preparation:  
 
General: Editors reserve the right to adjust style to certain standards of uniformity. Original manuscripts are discarded after publication 
unless the Publisher is asked to return original material after use. Please use MS Word 2010 for the text of your manuscript. 
 
Structure: Follow this order when typing manuscripts: Title, Authors, Authors title, Affiliations, Abstract, Keywords, Introduction, 
Main text, Conclusions, Acknowledgements, Appendix, References, Figure Captions, Figures and then Tables. Please supply figures 
imported into the text AND also separately as original graphics files. Collate acknowledgements in a separate section at the end of the 
article and do not include them on the title page, as a footnote to the title or otherwise. 
 
Text Layout: Use 1.5 line spacing and wide (3 cm) margins. Ensure that each new paragraph is clearly indicated. Present tables and 
figure legends on separate pages at the end of the manuscript. If possible, consult a recent issue of the journal to become familiar with 
layout and conventions. All footnotes (except for table and corresponding author footnotes) should be identified with superscript Arabic 
numbers. To conserve space, authors are requested to mark the less important parts of the paper (such as records of experimental results) 
for printing in smaller type. For long papers (more than 4000 words) sections which could be deleted without destroying either the sense 
or the continuity of the paper should be indicated as a guide for the editor. Nomenclature should conform to that most frequently used in 
the scientific field concerned. Number all pages consecutively; use 12 or 10 pt font size and standard fonts.  



 
Corresponding author: Clearly indicate who is responsible for correspondence at all stages of refereeing and publication, including 
post-publication. The corresponding author should be identified with an asterisk and footnote. Ensure that telephone and fax numbers 
(with country and area code) are provided in addition to the e-mail address and the complete postal address. Full postal addresses must 
be given for all co-authors. Please consult a recent journal paper for style if possible.  
 
Abstract: A self-contained abstract outlining in a single paragraph the aims, scope and conclusions of the paper must be supplied.  
 
Keywords: Immediately after the abstract, provide a maximum of six keywords (avoid, for example, 'and', 'of'). Be sparing with 
abbreviations: only abbreviations firmly established in the field may be eligible. 
 
Symbols: All Greek letters and unusual symbols should be identified by name in the margin, the first time they are used.  
 
Units: Follow internationally accepted rules and conventions: use the international system of units (SI). If other quantities are 
mentioned, give their equivalent in SI. 
 
Maths: Number consecutively any equations that have to be displayed separately from the text (if referred to explicitly in the text).  
 
References: All publications cited in the text should be presented in a list of references following the text of the manuscript.  
 
Text: Indicate references by number(s) in square brackets in line with the text. The actual authors can be referred to, but the reference 
number(s) must always be given.  
 
List: Number the references (numbers in square brackets) in the list in the order in which they appear in the text. 
 
Examples:  
Reference to a journal publication: 
[1] M.S. Mohsen, B.A. Akash, “Evaluation of domestic solar water heating system in Jordan using analytic hierarchy process”.  Energy 

Conversion & Management, Vol. 38 (1997) No. 9, 1815-1822. 
 
Reference to a book: 
[2] Strunk Jr W, White EB. The elements of style. 3rd ed. New York: Macmillan; 1979. 
 
Reference to a conference proceeding: 
[3] B. Akash, S. Odeh, S. Nijmeh, “Modeling of solar-assisted double-tube evaporator heat pump system under local climate 

conditions”. 5th Jordanian International Mechanical Engineering Conference, Amman, Jordan, 2004. 
 
Reference to a chapter in an edited book: 
[4] Mettam GR, Adams LB. How to prepare an electronic version of your article. In: Jones BS, Smith RZ, editors. Introduction to the 

electronic age, New York: E-Publishing Inc; 1999, p. 281-304 
 
Free Online Color : If, together with your accepted article, you submit usable color and black/white figures then the journal will ensure 
that these figures will appear in color on the journal website electronic version.  
 
Tables: Tables should be numbered consecutively and given suitable captions and each table should begin on a new page. No vertical 
rules should be used. Tables should not unnecessarily duplicate results presented elsewhere in the manuscript (for example, in graphs). 
Footnotes to tables should be typed below the table and should be referred to by superscript lowercase letters. 
 
Notification: Authors will be notified of the acceptance of their paper by the editor. The Publisher will also send a notification of receipt 
of the paper in production. 
 
Copyright: All authors must sign the Transfer of Copyright agreement before the article can be published. This transfer agreement 
enables Jordan Journal of Mechanical and Industrial Engineering to protect the copyrighted material for the authors, but does not 
relinquish the authors' proprietary rights. The copyright transfer covers the exclusive rights to reproduce and distribute the article, 
including reprints, photographic reproductions, microfilm or any other reproductions of similar nature and translations.  
 
Proof Reading: One set of page proofs in MS Word 2010 format will be sent by e-mail to the corresponding author, to be checked for 
typesetting/editing. The corrections should be returned within 48 hours. No changes in, or additions to, the accepted (and subsequently 
edited) manuscript will be allowed at this stage. Proofreading is solely the author's responsibility. Any queries should be answered in 
full. Please correct factual errors only, or errors introduced by typesetting. Please note that once your paper has been proofed we publish 
the identical paper online as in print. 
 
Author Benefits:   
 
No page charges: Publication in this journal is free of charge. 
 
Free offprints: One journal issues of which the article appears will be supplied free of charge to the corresponding author and additional 
offprint for each co-author. Corresponding authors will be given the choice to buy extra offprints before printing of the article.  
 
  





JJMIE 
Volume 9 Number 2, April.2015 

ISSN 1995-6665 

Jordan Journal of Mechanical and Industrial Engineering                                                                                           

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

PAGES  PAPERS 

75 - 84  Controlling of Chaos Synchronization. 

Mohammad Ababneh. 

85 - 102  Hybrid DEBBO Algorithm for Tuning the Parameters of PID Controller Applied to 

Vehicle Active Suspension System . 

Kalaivani Rajagopal, Lakshmi Ponnusamy   

103– 111  Simplified Mathematical Modeling of Temperature Rise in Turning Operation Using 

MATLAB. 

Ajay Goyal, Rajesh Kumar Sharma 

113– 120 

 

 Estimation of Defect Severity in Rolling Element Bearings using Vibration Signals with 

Artificial Neural Network. 

Vana Vital Rao,   Chanamala Ratnam  

121– 128 

 

 

 Corrosion Characteristics of Basalt Short Fiber Reinforced with Al-7075 Metal Matrix 

Composites.  

Ezhil Vannan , Paul Vizhian  

129– 137 

 

 Sustainable Energy for Water Desalination System Relative to Basra Climate. 

Amani J. Majeed , Ghadeer J. Mohammed, Ala’a Abdulrazaq. 

139– 147 

 

 Computational Modeling of Temperature Field and Heat Transfer Analysis for the Piston 

of Diesel Engine with and without Air Cavity. 
Subodh Kumar Sharma, Parveen Kumar Saini, Narendra Kumar Samria 

149– 157  Heatline Visualization of Buoyancy-Driven Flow inside a Nanofluid-Saturated Porous 

Enclosure. 
Iman Zahmatkesh   

   





JJMIE 
Volume 9 Number 2, April.2015 

ISSN 1995-6665 
Pages  75 - 84 

Jordan Journal of Mechanical and Industrial Engineering  

Controlling of Chaos Synchronization 

Mohammad Ababneh *  
 

Mechatronics Engineering Department, the Hashemite University, 13115 Zarqa, Jordan 
 

Received 15 Feb 2015    Accepted 29 March 2015 

Abstract 

In the present paper, Linear Quadratic Regulator (LQR) and dual properties are employed to solve the observer-based 
synchronization problem. The synchronization is designed for nominal chaotic system, then it is applied to systems with 
uncertain parameters and systems with time-delays to investigate its tolerance to such systems. Moreover, to solve the 
nonlinear problem, which exist in chaotic systems, the optimal linearization technique is adopted to transform the nonlinear 
system into equivalent linear models. By linearizing the chaotic system and constructing linear models at every operating 
point, and then applying algebraic Riccati equation, the observer design problem is solved and chaotic synchronization is 
established. Numerical Simulations are used to demonstrate the effectiveness and feasibility of this design. 
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1. Introduction  

The investigation of chaos synchronization has been an 
active research topic in recent years [1-3]. Its applications 
are found in many engineering systems, such as 
mechanical systems, electromechanical systems, and 
industrial systems. For example, the Horizontal Platform 
System (HPS) is a mechanical system that exhibits rich 
chaotic dynamics and its synchronization was investigated 
in [4]. The drive and response systems were assumed to be 
disturbed by model uncertainties and external 
disturbances, the system parameters were assumed to be 
well-known. Using the update laws and the finite-time 
control theory, a robust adaptive controller was derived to 
synchronize the two uncertain systems in a finite time.  

Furthermore, an adaptive synchronization method for a 
chaotic Permanent Magnet Synchronous Motor (PMSM) 
was developed in [5]. An adaptive synchronization method 
for a chaotic permanent magnet synchronous motor under 
model parameter variations was presented. Convergence of 
the closed-loop system responses was achieved by using a 
Lyapunov function.  

Moreover, the synchronization and control of a chaotic 
supply chain management system was presented in [6]. 
The synchronization was performed using Lyapunov 
stability theory. And synchronization and control of 
chaotic supply chain management system were realized 
numerically.  

Synchronization of chaos occurs when two systems 
adjust their motion to each other due to a coupling between 
them. It is important to highlight the relevance of chaos 

synchronization, especially in mechanical systems, optics 
and fluid dynamics. Furthermore, handling the parameter 
uncertainties and time delays is key element in the line of 
research. For example, in [7], Fourier series expansion and 
adaptive bounding technique were used to deal with 
periodical uncertainty. Using Lyapunov stability theory, 
the adaptive controller accomplished a hybrid function 
projective synchronization of a class of chaotic system 
with unknown time-varying parameters. Then using 
parameter updating laws, the nominal values of the 
unknown time-varying parameters were estimated. 

However, in [8], only an adaptive bounding technique 
was used to handle such systems, where the master-slave 
synchronization problem of chaotic Lur’e systems was 
investigated.  Only quantized sampled measurements were 
available for the controller. Using Lyapunov functional, an 
exponential asymptotical synchronization of master and 
slave system was achieved.  

Moreover, in [9], the synchronization of chaos systems 
using fuzzy logic was addressed, where synchronization 
was achieved for uncertain nonlinear system with 
parameter uncertainties. The fuzzy modeling of chaotic 
systems using the Takagi-Sugeno (TS) model was used to 
provide many linearized systems for the nonlinear system 
under consideration. Then, the uncertainty decomposition 
was worked out by incorporating the uncertainties of the 
chaotic system in the fuzzy linear model. Where the 
uncertain chaotic system was expressed as set of linear 
models. Afterwards, an observer-based synchronization 
was performed for each linear model, and synchronization 
performed as the solution to a linear matrix inequality 
problem.  
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In all the studies mentioned above, complex 
mathematical models with computationally demanding 
approaches were required. Motivated by this reason, LQR 
method, which is a simpler and a more efficient method, 
was chosen for the present work [10, 11]. Therefore, the 
LQR and dual properties are employed to solve the 
observer-based synchronization problem from control 
point of view. And the chaos synchronization is applied to 
systems with uncertain parameters and systems with time-
delays to investigate its tolerance to such systems. In order 
to highlight the advantage of this method, a comparison of 
its performance and the one's in [9] is made at the end of 
section 5. 

The rest of the present paper is organized as follows. In 
section 2, the design of chaotic synchronized systems is 
presented. In section 3, the optimal linear method is 
discussed and the generation of linearized models around 
operating points is shown. In section 4, the linear quadratic 
control is discussed and the observer-based 
synchronization is derived.  In Section 5, the effectiveness 
of the optimal linear model is demonstrated as simulation 
results, and discussion of these results is conducted in the 
same section. Finally, conclusions are presented in section 
6. 

 

2. Design of Chaotic Synchronized Systems 

In the present paper, the observer approach is used to 
synchronize response system to drive system subjected to 
parameter uncertainties or time delays. Synchronization 
occurs when the states of the response system track the 
states of the drive system as time tends to infinity. Now, 
consider the following uncertain and time-delayed 
nonlinear drive system: 

0

0

( ) ( ( ), )

y ( ) ( ( ), )
c c

c c

x t f x t t
t C x t t

ρ
ρ

= −
= −


               (1) 

and a nominal nonlinear response system in the form: 
ˆˆ ˆ ˆ( ) ( ( )) (0)

ˆ ˆy ( ) ( ( ))
c c c o

c c

x t f x t x x
t C x t
= =
=



 

                  (2) 

where : n nf ℜ →ℜ  and ˆ : n nf ℜ →ℜ  are 

nonlinear functions, ( )c
nx t ∈ℜ  ˆ ( )c

nx t ∈ℜ  are the 

state vectors for the drive and response systems, 
pρ ∈ℜ represents the parameter uncertainty and 0t  

represents the delay time. Also, ( )c
ny t ∈ℜ and 

ˆ ( )c
ny t ∈ℜ  are the output vectors for the drive and 

response, respectively, and C is the constant output 
matrix. 

There are many definitions of synchronization available 
in the literature; a working definition is to consider that the 
response system is synchronized to the drive system if the 
following criterion is satisfied [12]: 

ˆlim ( ) ( ) 0
t

x t x t
→∞

− =                                                 (3) 

The synchronization phenomenon may be viewed as an 
observer-design problem, and depending on the structure 
of the system, different approaches may be possible. 

Therefore, it is essential to have an observer-design, such 
that the error signal converges to zero globally and 
asymptotically, in this way the response is synchronized to 
the drive in the sense of equation (3). Noting that the 
chaotic systems in equations (1) and (2) are highly 
nonlinear, we shall introduce a technique for the 
linearization in the following section.   

3. Optimal Linearization Method 

Our approach in the present paper starts with Optimal 
Linearization Method (OLM) [13], in which a local linear 
model around every operating point of the system 
trajectory is obtained. Therefore, we deal with many linear 
models instead of one nonlinear model. Furthermore, 
OLM minimizes the modeling error between the original 
nonlinear system and its local linear model around each 
operating point of the system trajectory.  

Now, consider a family of nonlinear systems of the 
form: 

( ) ( ( )) ( ( )) ( )x t f x t g x t u t= +
                                  (4) 

where : n nf ℜ →ℜ  and : n n mg ×ℜ →ℜ   are smooth 

nonlinear functions, ( ) nx t ∈ℜ  is the state vector,  and 

( ) mu t ∈ℜ  is the control input. 

 Suppose that it is desired to find a linear model 

( , )j jA B  around an operating point jx , in the form: 

 

( ) ( ) ( )j jx t A x t B u t= +                                                 (5) 

 
with jA  and jB  being constant matrices of appropriate 

dimensions. One way to do this is to use the truncated 
Taylor expansion; however, if the operating point is not 
the origin, this will result in affine rather than a linear 
model. And in general the model is not local in both the 
state and the control terms. 

 The basic idea is to construct a local linear 
model, in both x and u, that approximates the dynamical 
behavior of the original nonlinear system in the vicinity of 

the operating state jx ; therefore, it is necessary to find 

two constant matrices, jA  and jB , in the vicinity of 

operating point jx such that the following two condition 

are satisfied:  

( ( )) ( ( )) ( ) ( ) ( )j jf x t g x t u t A x t B u t+ ≈ +           ( 6) 

( ) ( ) ( ) ( )j j j j jf x g x u t A x B u t+ = +                       (7) 

Since the control input ( )u t  is arbitrary, one should 

choose: 

( )j jB g x=                                                                    (8) 

So that equations (6) and (7) become quite simple:  

( ( )) ( )jf x t A x t≈                                   (9) 

and: 

( )j j jf x A x= .                               (10) 

Let 
T
ia  denotes the ith row of matrix jA , then 

equations (9) and (10) can be rewritten as: 
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( ( )) T
i if x t a x≈

,   ni ,...,2,1=                           (11) 
and: 

( ) T
i j i jf x a x= ,   1, 2,...,i n= ,                         (12) 

where : n n
if ℜ →ℜ is the ith row of function f . 

Then, expanding the left-hand side of equation (11) about 

jx , and neglecting the second and higher order terms 

since they relatively small, we obtain: 

( ) [ ( )] ( ( ) ) ( )T T
i j i j j if x f x x t x a x t+ ∇ − ≈                  (13) 

where ( ) : n n
i jf x∇ ℜ →ℜ  is the gradient column-

vector of if  evaluated at jx . Using equation (12), one 

can rewrite equation (13) as:  

[ ( )] ( ( ) ) ( ( ) )T T
i j j i jf x x t x a x t x∇ − ≈ −                   (14) 

in which ( )x t is arbitrary state but should be close to 

jx  for a good approximation.  

To determine a constant vector 
T
ia such that it is close 

as much as possible to ( )
T

i jf x ∇  and also satisfies 

( )T
i j i ja x f x= , we may consider the following 

constrained minimization problem:  
2

2

1
min ( )

2 i j iE f x a= ∇ −   subject to 

 ( )T
i j i ja x f x=                                 (15)  

Notice that this is a convex constrained optimization 
problem. Therefore, the first order necessary condition for 
a minimization of E is also sufficient, which is:     

( ( )) 0
i i

T
a a i j i jE a x f xλ∇ + ∇ − =                            (16) 

where: 

( )T
i j i ja x f x=                                (17) 

in which λ is the Lagrange multiplier and the 

subscript ia in 
ia∇ indicates that the gradient is taken 

with respect to ia . This then results in: 

( ) 0i i j ja f x xλ−∇ + = ,          (18) 

 By solving equation (18) with 0jx ≠ , this results in: 

2

2

( ) ( )T
j i j i j

j

j

x f x f x
x

x
λ

∇ −
= ,                         (19) 

Substituting equation (19) into equation (18) for λ , 

for both 0jx ≠  and 0jx = , yields: 

2

2

( ) ( )
( ) , 0

( ) , 0

T
i j j i j

i j j j

i j

i j j

f x x f x
f x x x

a x

f x x

 − ∇
∇ + ≠ 

=  
 
∇ =  

                (20)  

Note that equation (20) is the linearized systems taken 
at the operating points of the system trajectory. To this 
end, the subject of the present paper and the optimal 
linearization method have been introduced. In the 
following section, the LQR and observer-based 
synchronization is discussed. 

4. Linear Quadratic Control 

An important case of optimal control is the Linear 
Quadratic Regulator (LQR), where a measure of the 
quadratic continuous time cost function: 

1
2 0

( ) ( ) ( ) ( ) ( ) ( )T TJ X t Q t X t u t R t u t dt
∞
  = +∫                (21) 

is minimized. Subject to linear dynamic constraints as 
given in the linearized models from the previous section, 
the Q and R matrices are positive definite matrices to 
ensure the cost measure remain positive. In addition, the 
negative feedback controller is in the form: 

( ) ( )u t Kx t= −                                                  (22) 

It has been shown in optimal control theory that the 
feedback controller K is given by 1 TB SK R −= where S is 
the solution of the well-known Algebraic Riccati 
equation[14]: 

 
1 0

T TS SA SBR B S QA −+ − + =                               (23)  

where S is symmetrical solution matrix. Note that the 
relationship between problem of state feedback controller 
and problem of observer design is duality relationship. In 
other words, both problems have similar solutions. 
Moreover, if we have a system of (A, B, C), then the 
system (AT, CT, BT) is known as the dual system [15]. 

In general, the closed-loop system is given by: 
( ) ( ) ( )x t A BK x t= −                   (24) 

and the observer design is given by:  

( )ˆ ˆ ˆ( ) ( ) ( ) ( ) ( )x t Ax t Bu t L y t y t= − + −                          (25) 

and:  

ˆ ˆ( ) ( )y t Cx t=                                                        (26) 

 
where the L is observer matrix, then the error dynamics 

is ˆ( ) ( ) ( )e t x t x t= −   and: 
( ) ( ) ( ).e t A LC e t= −                                          (27) 

We can clearly see that error dynamic of equation (27) 
is dual to closed loop system of:  

1 0
T T

e e e eCS S S C R S QA A −+ − + =            (28) 

where eS  is symmetrical solution matrix, and using 

duality property the observer matrix can be calculated as 
1T

eS CL R −= . 

5. Simulation Results and Discussions 

Observer-based synchronization is accomplished by 
forcing the error dynamics to zero as expressed in equation 
(3). This synchronization is performed for every linearized 
system Aj of equation (7) around every operating point 

jx  of the trajectory. In this section, simulation is 
implemented using two typical systems: Chua circuit and 
Chen system. The dimensionless form of Chua circuit is 
obtained as [16]: 

[ ]1 2 1 1

2 1 2 3

3 2

( ) ( ) ( ) ( ( ))

( ) ( ) ( ) ( )

( ) ( )

NLx t x t x t g x t
x t x t x t x t
x t x t

α

β

= − −

= − +
= −







         (29) 
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where 3
1 2 1 3 1( ( )) ( ) ( )NLg x t m x t m x t= + . The system 

has a complex attractor with nominal 
parameters 2

79, (14 ),α β= =
2 3

5 8,7 7m m− −= = . 

Referring back to section 3, the OLM for the Chua’s 
linearized system was calculated as: 

4 3 3
2 3 1 3 1 2 3 1 3

2 3 1 2 2 2

2 2 2
2

2

2
2 3 1

2

2

2 2 2
( 1) 3

1 1 1 0

0 0

( 1) 3 0

1 1 1 0

0 0

j j j

j

j

j

m x m x x m x xm m x
x x x

for x

A

m m x
for x

α α αα α α

β

α α α

β

 
− − + + 

 
 − ≠ 
 −   

 − −
  − = 
 − 

                                      (30) 

 

After finding the linearized model, the drive state 

vector [ ]1 2 3

Tx x x and its synchronized drive 

states vector [ ]1 2 3
ˆ ˆ ˆ

Tx x x  were found using 

equations (24) and (25), the synchronization was 
performed using Matlab ® with a Runge Kutta fourth-order 
algorithm, with a fixed integration step 0.005τ = seconds. 
At first, the synchronization was performed for nominal 
case without uncertainty and without time delay, and the 
simulation is shown in Figure 1, with excellent 
synchronization performance where response states follow 
drive states perfectly when time passes. Then time varying 
parameters uncertainties were introduced in the drive 
system as following: 

(9)(1 sin(10 )),tα α ζ+ ∆ = +   
2
7(14 )(1 sin(10 )),tβ β ζ+ ∆ = +  

and 
5

2 2 7( )(1 sin(10 )),m m tζ−+ ∆ = +
8

3 3 7( )(1 sin(10 )),m m tζ−+ ∆ = +  
where ζ is the percentage uncertainty. Then, nominal 

synchronization is applied to this uncertain drive and its 
performance is shown in Figure 2 with 10%ζ = ; the 

response shows some deterioration especially in X2 state. 
To better understand the effect of uncertainty, a measure of 
performance was introduces as follows: 

 
3

1 1

ˆ( ) ( )n
i i

j i j

x t x t
n= =

 − 
 
 

∑∑                            (31) 

 
where i represents the operating point and j represents 

the trajectory, the tracking error for all points at increasing 

uncertainties in all three trajectories were taken, and then 
summed, averaged by the total number of sampling points, 
and recorded in Table 1. Note the measure worsening with 
the increasing of parameter uncertainty, where, roughly, 
the measure doubled with a small increase of uncertainty. 
Normalizing the measure by dividing the measures by the 
maximum range of trajectories, gives a better understating 
of the changes subjected to increasing parameter 
uncertainty as shown in Table 1. Note that 'the maximum 
range of trajectories' is the difference between the 
maximum value and the minimum value of the drive 
trajectories' points 

A similar action was taken with time delay system, 
where the nominal synchronization was applied to the time 
delayed drive; the synchronization performance is shown 
in Figure 3 for 0.2 second delay. The delay of about 0.2 
seconds was obvious in all trajectories; however, if the 
effect of delay is neglected, it is noted that the response 
states follow the drive states closely. Table 2 records the 
measures and normalized measures that were explained 
above; these readings show that the measures worsen with 
the increase of the delay at a steady rate. 

The second typical chaotic system is Chen system 
which is expressed as [17]: 

 

1 2 1

2 1 1 3 2

3 1 2 3

( ) ( ( ) ( ))

( ) ( ) ( ) ( ) ( ) ( )

( ) ( ) ( ) ( )

x t a x t x t
x t c a x t x t x t c x t
x t x t x t b x t

−   
   = − − +   
   −   







 (32) 

 
The system has a complex attractor with nominal 

parameters 35, 3, 28a b c= = = . Referring back to 
section 3, the OLM for the Chen linearized system was 
calculated as: 
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Figure 1. Nominal Chua's circuit synchronization 
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Figure 2. Chua's circuit synchronization with 10%ζ =   

 

Table 1. Chua circuit synchronization subjected to increasing uncertainty 

Type Nominal 10% 20% 30% 40% 50% 60% 

Measure 0.0094 0.0132 0.0196 0.0311 0.0499 0.0796 0.1287 

Normalized 

Measure 
0.0021 0.0030 0.0044 0.0070 0.0112 0.0179 0.0289 

Type 70% 80% 90% 100% 110% 120% 200% 

Measure 0.2209 0.4738 1.9272 16.5683 203.7033 30181 3.2*1017 

Normalized 

Measure 
0.0496 0.1065 0.4331 3.7235 45.7801 6782.9 7.2*1017 

 

Table 2. Chua's circuit synchronization subjected to increasing time delay 

Delay Nominal 0.025 sec 0.050 sec 0.075 sec 0.1 sec 0.2 sec 0.3 sec 

Measure 0.0094 0.0668 0.0967 0.1266 0.1563 0.2764 0.3949 

Normalized 

Measure 
0.0021 0.0150 0.0217 0.0285 0.0351 0.0621 0.0887 

Delay 0.4 sec 0.5 sec 0.6 sec 0.7 sec 0.8 sec 0.9 sec 1.0 sec 

Measure 0.5065 1.8261 0.6993 0.7759 0.8376 0.8839 0.9145 

Normalized 

Measure 
0.1138 0.4104 0.1572 0.1744 0.1882 0.1986 0.2055 
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Figure 3.Chua's circuit synchronization subjected to a 0.2 second delay 

Now, the drive state vector [ ]1 2 3

Tx x x and its 

synchronized drive states vector [ ]1 2 3
ˆ ˆ ˆ

Tx x x  were 

found using equations (24) and (25), the synchronization 
was performed using Matlab ® with a Runge Kutta fourth-
order algorithm, with a fixed integration 
step 0.005τ = seconds. At first the synchronization was 
performed for nominal case without uncertainty neither 
time delay, and the simulation is shown in Figure 4, with 
excellent synchronization performance were response 
states follow drive states perfectly when time elapses. 
Then time varying parameters uncertainties were 
introduced in the drive system as following: 

  
(3)(1 sin(10 )),b b tζ+ ∆ = +
(35)(1 sin(10 ))a a tζ+ ∆ = +
(28)(1 sin(10 )),c c tζ+ ∆ = +   

 
where ζ is the percentage uncertainty. And nominal 

synchronization applied to this uncertain drive and its 
performance is shown in Figure 5 with 30%ζ = , the 

response shows some deterioration; however, it was noted 
that the Chen system performed much better than the Chua 
circuit at low parameter uncertainties. And this is clear 
when comparing Table 1 with Table 3. To better 
understand the effect of uncertainty, a measure of 
performance for increasing uncertainties was recorded in 
Table 3. Note the measure worsening with the increase of 
parameter uncertainty at a steady rate, then reach the 

instability at 170%ζ = . Normalizing the measure, as 

explained above, gives a better understating of the changes 
subjected to the increase of parameter uncertainty as 
shown in Table 3, where the normalized measure was 
relatively low for 100%.ζ ≤   

A similar action was taken with time delay system, 
where the nominal synchronization is applied to the time 
delayed drive; the synchronization performance is shown 
in Figure 6 for 0.2 second delay. The delay of about 0.2 
seconds was obvious in all trajectories; however, if the 
effect of the delay is neglected, the response states follow 
the drive states closely, and this is similar to the 
performance in Chua circuit. Table 4 records the measures 
and normalized measures that were explained above; the 
measures worsen with the increase of the delay. However, 
the measure after 0.5 seconds started to fluctuate by 
decreasing then increasing; this is due to the distortion in 
the response signal because of the significant delay;  it is 
also due to the fast dynamics of the Chen system. 

Comparing this method with other methods, as the one 
in [9], will highlight the advantage of this method. The 
Chua circuit with parameter uncertainties was chosen to 
perform the comparison. As recorded in Table 5 below, 
most of the cases of parameter uncertainties shown a better 
performance in this method than the one in [9]. Therefore, 
this indicates the efficiency of this method. 
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Figure 4. Nominal Chen circuit synchronization 

 
Figure 5. Chen system synchronization with 30%ζ =  
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Table 3. Chen system synchronization subjected to increasing parameter uncertainty 

Type Nominal 10% 20% 30% 40% 50% 60% 

Measure 0.2759 0.4717 0.7152 1.0069 1.3231 1.5804 1.7853 

Normalized 

Measure 
0.0044 0.0075 0.0113 0.0159 0.0209 0.0250 0.0282 

Type 70% 80% 90% 100% 120% 120% 170% 

Measure 2.2912 2.8243 3.1203 3.8673 6.9852 12.5255 unstable 

Normalized 

Measure 
0.0362 0.0447 0.0494 0.0612 0.1105 0.1982 unstable 

 

 
 

Figure 6. Chen system synchronization subjected to a 0.2 second state-delay 

Table 4. Chen system synchronization subjected to increasing time delay 

Delay Nominal 0.025 sec 0.050 sec 0.075 sec 0.1 sec 0.2 sec 0.3 sec 

Measure 0.2759 4.5415 7.5047 9.8771 11.6318 13.2562 13.8022 

Normalized 

Measure 
0.0044 0.0718 0.1187 0.1563 0.1840 0.2097 0.2184 

Delay 0.4 sec 0.5 sec 0.6 sec 0.7 sec 0.8 sec 0.9 sec 1.0 sec 

Measure 14.0187 12.7388 11.9915 11.1585 12.6575 14.3675 14.1958 

Normalized 

Measure 
0.2218 0.2015 0.1897 0.1765 0.2003 0.2273 0.2246 
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6. Conclusions 

 A design of observer-based synchronization of 
chaotic system was developed in the present paper. It is 
based on state feedback LQR and duality property to solve 
the observer design. This synchronization is simple to 
design and proved to withstand significant parameter 
uncertainties and a state delay. A performance measure 
was introduced to demonstrate system performance under 
increasing parameter uncertainties and state delays. The 
effectiveness and feasibility of such a design were 
simulated in Matlab ® and discussed for two benchmark 
systems, the Chua circuit and the Chen system. A large 
number of cases for both increasing parameter 
uncertainties cases and increasing time-delayed cases was 
conducted, then the performance of these cases is recorded 
in the tables above to demonstrate the performance trends 
for such systems.  
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Abstract 

This paper highlights the use of hybridizing Biogeography-Based Optimization (BBO) with Differential Evolution (DE) 

algorithm for parameter tuning of Proportional Integral Derivative (PID) controller applied to Vehicle Active Suspension 

System (VASS). Initially BBO, an escalating nature enthused global optimization procedure based on the study of the 

ecological distribution of biological organisms, and the hybridized DEBBO algorithm which inherits the behaviours of BBO 

and DE, were used to find the tuning parameters of the PID controller to improve the performance of VASS. Simulations of 

passive system, active system, having PID controller with and without optimizations, were performed by considering 

trapezoidal, step and a random kind of road disturbances in MATLAB/SIMULINK environment. The simulation results 

point out an improvement in the results with the DEBBO algorithm which converges faster than BBO.. 
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1. Introduction  

The vibration of the vehicle body can cause an 

unwanted noise in the vehicle, a damage to the fittings 

attached to the car and severe health problems, such as an 

increase in the heart rate, spinal problems, etc. to the 

passengers.  Research and the development sections of 

automobile industries hence promote research on vibration 

control. For vehicle handling and ride comfort, the 

suspension system of an automobile plays an essential 

role. Vehicle handling depends on the force acting 

between the road surface and the wheels. The ride comfort 

is related to vehicle motion sensed by the passenger. To 

improve vehicle handling and the ride comfort 

performance, in preference to conventional passive system, 

semi-active and active systems are being developed. The 

passive system uses a static spring and a damper where as 

a semi-active suspension involves the use of dampers with 

variable gain. On the other hand, an active suspension 

involves the passive components augmented by actuators 

that supply additional forces and possesses the ability to 

reduce the acceleration of sprung mass continuously as 

well as to minimize the suspension deflection which 

results in the improvement of the tyre grip with the road 

surface [1; 2].   

Research on the control strategies of Vehicle Active 

Suspension System (VASS) has been concentrated on by 

academicians as well since this problem is open to all. In 

the past, many researchers explored several control 

approaches hypothetically, simulated them with simulation 

software, confirmed practically and proposed for the 

control of active suspension system. The survey of optimal 

control technique applications to the design of active 

suspensions are listed in [3] and the emphasis is on Linear-

Quadratic (LQ) optimal control. A method for designing a 

controller with a model which includes the passenger 

dynamics is presented in [4]. The comparison of Linear 

Matrix Inequality (LMI) based controller and optimal 

Proportional Integral Derivative (PID) controller by 

Abdalla et al. [5] proved the sprung mass displacement 

response improvement by LMI controller with only the 

suspension stroke as the feedback.   

PID controller design is discussed in [5-7]. The design 

of robust PI controller which is used to obtain an optimal 

control is discussed in [8]. The conclusion, made by Dan 

Simon [9], stimulated the idea of using Biogeography-

Based Optimization (BBO) for the optimization of PID 

parameters.  

In [10] the classification of the satellite image of a 

particular land cover using the theory of BBO is 

highlighted, concluding that with this, highly accurate land 

cover features can be extracted effectively. To optimize the 

element length and spacing for Yagi-Uda antenna, BBO is 

used and the performance is evaluated with a method of 

moment’s code NEC2 [11].  BBO algorithm, to solve both 

convex and non-convex Economic Load Dispatch (ELD) 

problems of thermal plants, is proposed and suggested as a 
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promising alternative approach for solving the ELD 

problems in practical power system [12].  Markov theory 

for partial immigration based BBO [13] is used to derive a 

dynamic system model. A better insight into the dynamics 

of migration in actual biogeography systems is given [14]; 

it also helped in understanding the search mechanism of 

BBO on multimodal fitness landscapes. In [15], a multi-

objective BBO algorithm is proposed to design optimal 

placement of phasor measurement units, which makes the 

power system network completely observable and the 

simultaneous optimization of the two conflicting 

objectives, such as minimization and maximization of two 

different parameters, are performed. The effectiveness of 

BBO over Genetic Algorithm (GA) and Particle Swam 

Optimization (PSO) is highlighted [16] for an ELD 

problem. The performance of BBO is tested for real-world 

optimization problems with some benchmark functions 

[17]. An improved accuracy yielding algorithm is 

presented [18], in which the performance of BBO is 

accelerated with the help of a modified mutation and clear 

duplicate operators; the suitability of BBO for real time 

applications is also discussed. A combination of 

Differential Evolution (DE) and BBO is designed to 

accelerate the convergence speed of the algorithm and of 

improving the solution for the economic emission load 

dispatch problem [19].  

In the present paper, the preference is to optimize the 

PID controller tuning parameters with hybridized DEBBO 

to improve the rapidity of convergence. The likelihood of 

the proposed method was verified in terms of the 

computational efficiency and the outputs of the linear 

VASS models which are considered for the simulation 

study in comparison with BBO. 

The present study is organized as follows: Quarter Car 

(QC) model and Half Car (HC) model dynamics of an 

active suspension system are briefly explained in section 2. 

Discussion of the control scheme is presented in section 3. 

In section 4, the simulation results are presented and 

discussed. The final section presents the conclusion of the 

study. 

2. Active Suspension System 

The passive suspension system has the ability to only 

store and dissipate energy. Its parameters, such as spring 

stiffness and damping coefficients, are fixed in order to 

achieve a certain level of compromise between road 

holding, load carrying and comfort. The semi active 

suspension system involves a variable damper, while the 

active suspension system has the ability to store, dissipate 

and introduce energy to the system; it may vary its 

parameters depending on the working conditions.  

2.1. Quarter Car Model 

A two-Degree of Freedom (DOF) QC model of VASS 

is shown in Figure 1. It represents the automotive system 

at each wheel, i.e., the motion of the axle and the vehicle 

body at any one of the four wheels of the vehicle. The QC 

model, used in [20], is considered because it is simple and 

one can observe the basic features of the VASS such as 

sprung mass displacement, body acceleration, suspension 

deflection and tyre deflection. The suspension model 

consists of a spring ks , a damper cs  and an actuator of 

active force Fa . For a passive suspension, Fa  can be set 

to zero. The sprung mass ms represents the QC 

equivalent of the vehicle body mass. An unsprung mass 

mu  represents the equivalent mass due to axle and tyre. 

The vertical stiffness of the tyre is represented by the 

spring kt  . The variables ys , yu  and yt  represents 

the vertical displacements from static equilibrium of 

sprung mass, unsprung mass and the road, respectively. 

Equations of motion of the two DOF QC model of VASS 

are given in (1). It is assumed that the suspension spring 

stiffness and tyre stiffness are linear in their operating 

ranges and that the tyre does not leave the ground. The 

state space representation (2) of QC model is given below: 
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Figure 1. Quarter Car model 

 

m y  + c  (y  - y ) + k  (y  - y ) = Fu us s s s s s a  (1) 

2.2. Half Car Model 

An HC active suspension model with 4 DOF [21], 

which represents the combination of two QC models, i.e., 

one front wheel, one rear wheel and the associated axle 

parts of a car (Figure 2), was taken. It includes sprung 

mass ms , front unsprung mass muf , rear unsprung mass 

mur , front suspension damping coefficient csf , rear 

suspension damping coefficient csr , front suspension 

stiffness ksf , rear suspension stiffness ksr , front tyre 

damping coefficient ctf , rear  tyre damping coefficient 

ctr , front tyre stiffness ktf , rear tyre stiffness ktr , 

pitch moment of inertia I p , distance of front axle to 

sprung mass Center of Gravity (CG) Lf , distance of rear 

axle to sprung mass CG Lr , front actuator force Faf and 
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the rear actuator force Far . ,ys  are the vertical 

displacement and the pitch angle of the sprung mass at the 

CG, ,y ysrsf are the vertical displacement of front and 

rear suspensions, ,y yuruf  are the unsprung mass 

displacements and ,y ytrtf are the tyre displacements at 

the front and rear. It is assumed that the HC model system 

is linear, the tires always have contact with the road and 

the forces due to moment and backlash in various joints, 
linkages and gear are neglected. 

 

 
 

Figure 2. Half Car model 

m y  - c  (y  - y ) - k  (y  - y ) - k  (y  - y ) = - Fu u u u us s s s at t          (2)
 

[-k (y - y ) - c (y - y ) - k (y - y ) - c (y - y ) - F ]ur sr ur sr sr ur sr ur artr tr tr try =ur
mur

                           (3) 

[-k (y - y ) - c (y - y ) - k (y - y ) - c (y - y ) - F ]tf uf tf sf uf sf sf uf sf tf uf tf afy =uf muf            

                 (4) 

-[k (y - y ) + k (y - y ) + c (y - y ) + c (y - y ) - F - F ]sr sr ur sr sr ur arsf sf uf sf sf uf afy =s
ms          

         (5) 

-L [(c (y - y ) + k (y - y )] + L [k (y - y ) + c (y - y )] - L F + L Fr sr sr ur sr sr ur r arf sf sf uf sf sf uf f afθ =
Is

        (6) 

y = y - L θsr s r                                                                                                                                             (7) 

y = y + L θssf f                                                                                                                                       (8) 

 

For the passive suspension system, the control forces in 

the front and rear Faf and Far  are equal to 0. 

3. Controller Design 

3.1.  PID Controller 

Most of the automated industrial processes include a 

PID controller which is a combination of proportional, 

integral and derivative controller that can improve both the 

transient and the steady state performance of the system. 

The mathematical representation of the simple PID control 

scheme is given by:  


de

G  = k e(t) + k e(t)dt  + kc p i d dt
                  (9) 

where Gc  is the controller output 

k p     proportional gain  

ki     integral gain 

kd  differential gain 
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e(t)         input to the controller 

e(t)dt  time integral of the input signal 

de

dt
         time derivative of the input signal 

 

To reduce the effect of the road disturbance input 

(Figure 3), two suspension parameters, suspension 

deflection ( y - yus ) and velocity, are feedback to the 

controllers [20]. The feedback gains are Ge and Gv , 

respectively. The output control signals are amplified by a 

gainGu  and, then, given as the input to the actuator. In the 

present work, the nonlinear dynamics of actuator are not 

considered and the gain of the linear actuator is taken as 

Ga . The actuator force Fa , which is the additional input 

to the system, is proportional to the controller output to 

have better comfort. An autotuning for both PID1 and PID2 

was carried out using a robust response tuning metod with 

the MATLAB simulation software.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 3. The block diagram representation of control scheme of VASS using PID controller 

3.2. Optimization of PID Controller 

In the present work, BBO, DE and DEBBO techniques 

are used to find the PID tuning parameters, such as 

k p ,
ki  and kd , of both the controllers PID1 and PID2 

(Figure 3) to give an optimum [22] RMS value of body 

acceleration. To optimize the continuous time body 

acceleration signal (f(t)) energy, the cumulative RMS value 

is taken; it is given as follows: 


T1 2

J  = f(t) dt
T 0

                            (10) 

where T is the vibration period in seconds. 

3.2.1. Biogeography Based Optimization Based PID 

Controller  

A population based BBO technique was developed 

based on the theory of Biogeography [9] which describes 

how species voyage from one habitat to another, how new 

species come up and species become vanished. A habitat is 

a geographically isolated island from other habitats.  Each 

habitat has its individual features which are specified by 

the Habitat Suitability Index (HSI) variables. A habitat 

with high HSI is well suited for species living. The 

migration of a species among habitats takes place when the 

high HSI habitats have more species or when a habitat has 

low HSI. This process is known as emigration. Another 

process called immigration and takes place when the 

species move towards the habitat with high HSI having 

few species. The emigration and immigration of species 

from a habitat are called migration. The emigration rate (µ) 

and immigration rate (λ) vary with the number of species 

available in the habitat. With no species, the immigration 

rate touches the upper limit and with the maximum 

number of species, it is zero, whereas the emigration rate 

increases with the increase in the number of species. The 

change in HSI due to a natural disaster is taken into 

account with the mutation operation. 

The optimization steps of BBO algorithm [15] are 

described as follows: 

1. Initialize the optimization problem, the BBO 

parameters and the habitats. 

2. Perform BBO operations such as migration and 

mutation. 

3. Modify the habitats. 

4. Check the stopping criteria; if not achieved, repeat 

from step 2.  

Velocity 
 

Suspension deflection 
Ge 

 

Gv 
 

RMS value of body acceleration 

 aF   

 

QC 
Model 

 

Road disturbance input 

sz   

BBO/ 

DE/DEBBO 

PID1 
 

PID2 
 

Gu 
 

Ga 
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BBO does not involve the reproduction of a solution as 

in GA. In each generation, the fitness of every solution 

(habitat) is used to find the migration rates. 

For the BBO based PID (BBOPID) controller [23], the 

following parameters are initialized: population size, the 

maximum species count (Smax), maximum emigration rate 

(E), maximum immigration rate (I), maximum mutation 

rate (mmax), habitat modification probability (Pmod), number 

of decision variables, the number of habitats, maximum 

number of generations, mutation probability, and 

migration probability. 

1. The individual habitat variables are random initialized. 

2. Mapping of HSI to the number of species S, calculation 

of the emigration rate and immigration rate using 

equations 11 and 12 are performed. 

d
λ = I(1 - )

Smax
                                            (11) 

 

E × d
μ =

Smax
                                                        (12) 

where d is the number of species at the instant of time. 

 
3. The BBO operation migration is performed based on 

the definition 7 in [9] and the HSI is recomputed.  

4. Then the mutation operation is performed as in 

definition 8 in [9] and the HSI is recomputed. The 

emigration and immigration rates of each solution are 

useful in probabilistically sharing the information 

between the habitats. Each solution can be modified 

with the habitat modification probability Pmod to yield 

good solution. 

5. From step 2 the computation is repeated for the next 

iteration. The loop is terminated after predefined 

number of generations or after achievement of 

acceptable solution. 

 
Parameter Initialization for BBO 

Modification probability                = 1 

Mutation probability                = 0.05 

Selectiveness parameter           δ            = 2 

Max immigration rate                = 1 

Max emigration rate                = 1 

Step size used for numerical integration         = 1 

Lower bound and Upper bound for 

    immigration probability per gene               = [0.01, 1] 

3.2.2. Differential Evolution Based PID Controller 

Technically, a simple population-based Differential 

Evolution (DE) algorithm [24, 25] having a self-organizing 

ability, is suitable even for non-linear systems and can be 

used for a continuous function optimization for tuning of 

PID controller parameters. Basic steps involved in DE 

algorithm are:  

1. Initialization 

2. Evaluation 

3. Repeat 

{  Mutation 

     Recombination 

     Evaluation 

     Selection  } 

Until fitness function is minimized. 

Generate the mutant vector vi,G+1  (13) for each 

target vector xi,G , i=1,2,3…….N where N is the number of 

parameter vectors in the population. 

v = x + F.(x - x )i,G+1 r1,G r2,G r3,G

r ,r ,r 1,2,……N1 2 3
 

                          (13) 

The real and constant scaling factor for differential 

variation F [0,2]   

The trial vector for crossover operation is 

u = (u ,u ……u )i,G+1 1i,G+1 2i,G+1 Di,G+1      (14) 

 where 

u = v    if(randb(j) CR)orj = rnbr(i)ji,G+1 ji,G+1
 

x if(randb(j) > CR)andj rnbr(i)ji,G                    (15) 

1,2,j D                                                             

where
 

CR [0,1] is the crossover constant 

randb(j) [0,1]  is the jth evaluation of uniform 

random number 

rnbr(i) 1,2,……D randomly chosen index which 

ensures that ui,G+1
gets at least one parameter 

fromvi,G+1
. 

The fitness criterion is used to decide whether the trial 

vector is a member of next generation. If the fitness value 

of the trial vector ui,G+1 is better than that of target 

vector xi,G  , then, in next generation, the target vector  

xi,G+1 is assigned to be ui,G+1 . Otherwise first 

generation value  ,i Gx  is retained. 

    Parameter Initialization for DE 

Scaling factor             F = 0.5 

Crossover constant        CR = 0.5 

3.2.3. Hybridization 

The BBO algorithm, without hybridizing with any 

evolutionary algorithms, does not have much diversity in 

local or sub optimal solutions. In DEBBO, a hybrid 

migration operator of BBO is applied along with mutation, 

crossover and selection operators of DE which combines 

the searching of DE with the operation of BBO effectively 

to speed up the convergence property [26, 27] and to find 

better quality results. 

Parameters for DEBBO are initialized as in BBO and 

DE. 
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Figure 4. Statistics of search process 

The optimization results were computed by averaging 

20 minimization runs and the convergence characteristics 

of each technique are shown in Figure 4. As the 

convergence rate is fast in the case of DEBBO, the 

corrective actions can be taken quickly compared to the 

BBO without hybridization for a VASS. DEBBO yields sub 

linear convergence. Each run yielded the global minimum 

results. From the convergence plot, DEBBO is found to be 

superior to the BBO algorithm. 

4. Simulation 

The parameters of the QC model, taken from [20], are 

listed below: 

Sprung mass   ( ms )        : 290 kg 

Unsprung mass   ( mu ) : 59 kg 

Damper coefficient  ( cs ) : 1,000 Ns/m 

Suspension stiffness  ( ks ) : 16,812 N/m 

 Tyre stiffness  ( kt ) : 190,000 N/m 

The parameters of the HC model, taken from [21], are 

listed below: 

Sprung mass  (ms) : 430 kg   

Pitch moment of inertia  (Ip) : 600 kgm2  

Front unsprung mass  (muf) : 30 kg  

Rear unsprung mass  (mur) : 25 kg 

Front suspension damping 

               coefficient (csf)  : 500Ns/m 

Rear suspension damping 

               coefficient (csr)  : 400Ns/m 

Front tyre damping coefficient(ctf)  : 24Ns/m 

Rear tyre damping coefficient (ctr) : 24Ns/m 

Front suspension stiffness  (ksf)  : 6666.67N/m 

Rear suspension stiffness  (ksr)  : 10000N/m 

Front tyre stiffness  (ktf) : 152N/m 

Rear tyre stiffness  (ktr) : 152N/m 

 Distance of front axle to  

              sprung mass CG  (Lf) : 0.871m  

Distance of rear axle to  

              sprung mass CG    (Lr) : 1.469m 

International Organization for Standardization gives the 

classification of road roughness using Power Spectral 

Density (PSD) values. The present study considered, 

initially, a trapezoidal road disturbance which represents 

the reflector paved on the road, secondly, a step input 

which represents a vehicle coming out of a pothole and, 

thirdly, a random input. For the HC model, front road 

input ytf and a 0.84 sec time delayed rear road input ytr are 

considered and are shown in Figure 5. 

The mathematical model of the vehicle suspension 

systems QC and HC is detailed in section 2 with the 

controllers discussed in sections 3, in which all are 

simulated with three road input profiles discussed. 

The PID tuning parameters obtained with a robust 

response tuning, BBO, DE and DEBBO with trapezoidal 

input are listed in Table 1. For the suitability of the 

designed controller for other kinds of road disturbances, 

the simulation is carried out with step and random type of 

road inputs. 

 

Table 1. The Optimized PID tuning parameters with BBO, 

DE and DEBBO 
PID 

Para-

meter   

Controller 

PID BBOPID DEPID DEBBOPID 

kp1 0.0106 0.0432 0.3810 0.0350 

ki1 0.4159 0.1934 0.2863 0.4076 

kd1 0.0022 0.0050 0.1182 0.0122 

kp2 0.3801 0.8739 2.3007 1.7680 

ki2 0.5632 0.2846 0.5685 0.2289 

kd2 0.0044 0.0383 0.0242 0.0326 



 © 2015 Jordan Journal of Mechanical and Industrial Engineering. All rights reserved - Volume 9, Number 2  (ISSN 1995-6665) 91 

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
0

0.005

0.01

0.015

0.02

0.025

Time (sec)

R
oa

d
 I

n
p
ut

 A
m

pl
it

u
de

 (
m

)

 

 

Front Road Input Rear Road Input

 
(a) 

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
0

0.01

0.02

0.03

0.04

0.05

0.06

Time (sec)

R
o
a

d
 I

n
p

u
t 

A
m

p
li
tu

d
e

 (
m

)

 

 

Front Road Input Rear Road nput

 
(b) 

0 1 2 3 4 5 6 7 8 9 10

-0.02

-0.015

-0.01

-0.005

0

0.005

0.01

0.015

0.02

0.025

Time (sec)

R
o
a

d
 I

n
p

u
t 

A
m

p
li
tu

d
e

 (
m

)

 

 

Front Road Input Rear Road Input

 
(c ) 

Figure 5.  Road Input profile : (a) Trapezoidal Input (b) Step Input (c ) Random Input 
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(d) 

Figure 6. Time responses of quarter car model with trapezoidal input  : (a) Sprung Mass Displacement (b) Body Acceleration (c)Suspension 

Deflection (d) Tyre Deflection 
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(d)  

Figure 7. Time responses of quarter car model with step input : (a) Sprung Mass Displacement  (b) Body Acceleration (c) Suspension 
Deflection (d) Tyre Deflection 
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Figure 8. Time responses of quarter car model with random input : (a) Sprung Mass Displacement  (b) Body Acceleration (c ) Suspension 
Deflection (d) Tyre Deflection 
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The simulation results of QC passive system, system 

with PID, BBOPID, DEPID and DEBBOPID controllers 

are shown in Figures 6, 7 and 8. (a) - (d).          

It is clear from Figures 6, 7, 8. (a) and Figures 6, 7, 8. 

(b)  that the sprung mass displacement and vehicle body 

acceleration is considerably reduced by the proposed 

DEBBOPID controller. It guarantees the travelling comfort 

to the passengers. Also Figure 6, 7, 8. (c) shows that the 

suspension deflection with all the controllers are almost 

the same. Figures 6, 7, 8. (d) illustrate the road holding 

ability maintained by all the controllers. The tyre 

displacement of active systems is higher than that of the 

passive suspension system. 

The RMS values of the time responses of the four 

outputs with the three inputs are listed in Tables 2 to 4. It 

is clear that the VASS using DEBBOPID controller is 

useful for the betterment of the ride and travelling comfort 

with a reduced body acceleration over PID controller, with 

and without BBO or DE and the passive system.  

In the evaluation of the vehicle ride quality, the PSD 

for the body acceleration as a function of frequency is of a 

prime interest and is plotted for the passive system and that 

with PID, BBOPID, DEPID and DEBBOPID controller 

for the three different types of road inputs (Figure 9). It is 

clear from the PSD plot that in the human sensitive 

frequency range 4-8 Hz, compared to PID, BBOPID and 

DEPID, DEBBOPID, reduces the vertical vibrations to a 

great extent and improves the comfort of travelling when 

subjected to trapezoidal road input. 

 

 

Table 2. RMS values of the time responses of quarter car model with trapezoidal input 

System Sprung Mass Displacement        

(x10-3m) 

Body 

Acceleration 

(x10-3m/s2) 

Suspension 

Deflection 

(x10-3m) 

Tyre 

Deflection 

(x10-4m) 

Passive 10.61 336.6 4.81 6.168 

PID 6.375 157.2 4.654 5.551 

BBOPID 6.147 113.6 6.369 5.899 

DEPID 4.294 98.0 7.574 7.278 

DEBBOPID 5.575 82.3 7.741 6.563 

 

Table 3. RMS values of the time responses of quarter car model with step input 

System Sprung Mass Displacement        

(x10-3m) 

Body 

Acceleration 

(x10-3m/s2) 

Suspension 

Deflection 

(x10-3m) 

Tyre 

Deflection 

(x10-3m) 

Passive 47.91 655 6.605 2.693 

PID 40.36 531.9 9.842 2.903 

BBOPID 41.11 526.8 11.32 4.432 

DEPID 37.45 501.9 15.95 3.902 

DEBBOPID 44.68 260.4 13.31 4.56 

 

Table 4. RMS values of the time responses of quarter car model with random input 

System Sprung Mass Displacement        

(x10-3m) 

Body 

Acceleration 

(x10-3m/s2) 

Suspension 

Deflection 

(x10-3m) 

Tyre 

Deflection 

(x10-3m) 

Passive 28.43 2338.12 194.4 138.89 

PID 21.94 1947.34 199.22 179.32 

BBOPID 20.13 1802.53 201.5 193.04 

DEPID 22.24 1732.521 203.45 200.13 

DEBBOPID 21.35 1581.09 205.39 208.96 
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(c) 

Figure 9. PSD of Body acceleration comparison of Passive, PID, BBOPID, DEPID and DEBBOPID with (a) Trapezoidal (b) Step and( c) 

Random type road inputs in quarter car model 
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Figure 10. Body acceleration of half car model with (a) Trapezoidal input (b) Step input and 
(c ) Random input 
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Figure 11. PSD of Body acceleration comparison of Passive, PID, BBOPID, DEPID and DEBBOPID  with (a) Trapezoidal( b) Step 
and (c) Random type road inputs in half car model 
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Table 5. RMS values of the body acceleration of half car model  

System Body Acceleration 

(x10-6m/s2) 

Trapezoidal 

Input 

Step input Random 

input 

Passive 732.92 1289.31 2935.34 

PID 366.67 842.25 2423.57 

BBOPID 178.41 524.69 2192.04 

DEPID 167.49 492.18 1839.65 

DEBBOPID 142.03 448.83 1643.97 

 

The results of the HC passive system, system with PID, 

BBOPID, DEPID and DEBBOPID controllers simulation 

are shown in Figures 10 and 11. (a) - (c). Also, the RMS 

values of the body acceleration of the system for different 

inputs are tabulated in Table 5, which highlights the 

effectiveness with the DEBBOPID.  

5. Conclusions 

The optimization of PID tuning parameters for the 

application in VASS with linear actuator are discussed in 

the present paper. Among the three optimization 

techniques discussed, the DEBBO gives a better 

convergence performance. The DEBBOPID results are 

good compared to the passive system, conventional PID 

controller and BBOPID based VASS. The DEBBOPID 

reduces the body acceleration considerably and ensures a 

travelling comfort to the passengers. The controllers, 

discussed in section 3, are easy to implement and with 

reference to the PSD of body acceleration, it is clear that 

all the controllers provide a better vibration control 

compared to the passive system. The DEBBOPID gives a 

better PSD and is the best as it converges quickly among 

the discussed controllers for the control of the vibration in 

the vehicle. 
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Abstract 

The problem of temperature rise at work piece and chip can be overcome to an extent by using already developed 

analytical models. But it is believed that these models comprise a very complicated equation and could not be evaluated 

easily in a very short (in seconds) time using any of the available mathematical softwares. For this, an attempt has been made 

to simplify an analytical model (capable of determining temperature rise distribution at chip side due to combined effect of 

deformation zones) by relating it to cutting parameters (basic machining parameters) followed by a step-by-step evaluation 

of the analytical equation using MATLAB® programming. It is seen that the developed coding can also be used to determine 

the temperature rise distribution at work piece due to deformation zones with small changes. Both codings are separately 

validated using previously obtained results by scientists. 

The developed coding may be used for selecting optimum cutting parameters during machining. Moreover, developed 

coding may help industries to estimate the temperature rise at various points of chip and work piece for any set of machining 

parameters during the start of the operation itself and, thus, reducing planning and idle time. 
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1. Introduction  

Machining is a process for removal of material in the 

form of chips to give work piece desired dimensions and 

shape by using cutting tools. A lot of energy is consumed 

while machining and most of it gets converted into heat 

energy due to the generation of deformation zones 

(primary, secondary & tertiary), which directly affects the 

cost and quality of the product. Generated heat results in 

the rise of temperature at tool, chip and work piece, which 

if goes beyond the limit, directly affects the productivity 

by affecting tool (rapid wear, plastic deformation, thermal 

flaking, thermal fracture, formation of built up edge, and 

dimensional inaccuracy) and work piece (oxidation, rapid 

corrosion, internal cracks, dimensional inaccuracy, burning 

and poor surface finish) along with the induction of 

thermal stresses at their surfaces. Temperature rise 

generation also leads to the formation of undesirable 

quality of chip [1]; it was also seen that the temperature 

rise at chip is same as the temperature rise at tool [2]. So it 

is worth to have an estimation of temperature rise 

distribution at work piece, chip and tool for various cutting 

parameters so that the machinability can be improved by 

obtaining optimum cutting parameters. 

There are basically three methods to determine the 

temperature rise distribution at tool, chip and work piece 

namely, experimental [3], numerical and analytical [4, 5], 

each of which has its respective merits and demerits. 

Numerical methods take a long time to develop the results 

for a particular set of cutting parameters and it gives 

accurate results. On the other hand, analytical models 

(developed by researchers since 1951) claimed to make 

close approximation of temperature rise distribution at 

tool, work piece and chip due to deformation zone(s)for 

any set of machining parameters in very small time[2, 4, 

5].  

R. Komanduri, Z. B. Hou [2,6,7] and Y. Hunag, S. Y. 

Liang [8] reported recent analytical models but used FEM 

to validate the work. A. G. Atkins [9], P. Mottaghizadeh, 

M. Bagheri [10], B. R. Ramji [11], T. M. El Hossainy, M. 

H. El-Shazly, M. Abd-Rabou [12] also used FEM for a 

similar study which is a time consuming method. To the 

best of the author’s knowledge, a method to determine the 

temperature rise distribution in few seconds, which is 

usually required during machining, has not been developed 

so far. In the present paper, an analytical model (with a 

complex equation), developed by a researcher in the past 

to determine temperature rise distribution at chip side due 

to combined effect of primary and secondary deformation 

zone for turning process, is simplified and is related to 
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cutting parameters with the help of MATLAB® software 

so that worker can have an idea about temperature rise 

generation at chip side in a few seconds during machining 

just by feeding basic machining parameters. It was further 

seen that developed coding can also be applied to simplify 

the modelling equation with small changes, which can 

determine the temperature rise distribution at work piece 

due to deformation zones. Both the coding is validated 

separately with previously obtained results of scientists. 

The developed coding acts as a generalized model which is 

applicable to any set of machining parameters (cutting 

parameters, tool material and geometry, work piece and 

geometry). These models are applicable for dry turning 

operations and are applicable for any set of parameters 

including any other environmental conditions. 

Section 2 catalogues the analytical models used in the 

present work followed by the assumptions taken to solve 

the modelling equations in section 3. A step-by-step 

procedure to generate and feed input data, to be used to 

evaluate both modelling equations, is described in section 

4. This procedure is performed by MATLAB® coding and 

presented in a flowchart. Section 5 deals with the 

systematic and easy coding developed in MATLAB® 

software to evaluate modelling equation of chip side 

followed by its validation with already developed results 

of scientists. Section 6 deals with changes in previously 

developed modelling equation for determining the 

temperature distribution at work piece side followed by its 

validation with previously obtained results. Sections 7 and 

8 present the conclusion and the future scope of the present 

work. 

2. Analytical Equations 

Komanduri and Hou [6] scored the latest success at 

developing an accurate analytical model that is capable of 

determining temperature rise distribution at chip side due 

to combined effect of deformation zones. Pertaining 

equation developed from the model is given as equation 

(1). 

To the best of the author’s knowledge, they also scored 

the latest success at developing an analytical model that is 

capable of determining the temperature rise distribution at 

work piece due to primary deformation zone very close to 

accuracy [7]. These modelling equations are applicable to 

any set of machining parameters for dry turning 

operations. The pertaining equation developed from the 

model is given as equation (2). Abbreviations and required 

basic formulae used to generate input parameters of 

equation (1 and 2) are given in the appendix. 

Now it can be seen that both equations are very 

complicated and could not be evaluated at any available 

mathematical software to obtain results easily and with 

lesser time. Moreover, it needs many input parameters; and 

an approach to obtain them is not predictive in the 

equations. Further sections deal with the generation of 

input parameters with the help of cutting parameters, and 

the simplification of both equations followed by the 

assumptions needed to evaluate them.  
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3. Assumptions for Computing Modeling Equation 

In order to solve the modeling equations, the following 

assumptions are to be considered: 

a) Cutting process is orthogonal. 

b) There is no heat loss to surrounding along the primary / 

secondary heat zones. 

c) Preheating effect of the tool and work piece is 

negligible. 

d) Model is applicable for turning process only. 

e) Thermal conductivity of work piece and chip is the 

same and does not change with the change in the 

temperature. 

f) Deformation zones are considered as plane heat source. 

But in reality, it is basically a zone.  

g) Surface of the tool does not worn out during machining 

and machining is considered to be dry. 

h) Heat generated due to tertiary deformation zone can be 

neglected. Hence, tool insert tip is considered to be 

sharp. 

i) Lower limit of integral (given in equation 1) is taken as 

0.000001 instead of zero in MATLAB® coding. 

4. Theoretical Formulation of Analytical Solutions 

The analytical equations to be computed are complex 

and are not related to cutting parameters. The layman can 

encounter problems to apply these modeling equations 

directly on shop floor. If these modeling equations can be 

simplified and related to cutting parameters then just by 

feeding the basic input variables, the operator can obtain 

results in seconds. To accomplish this objective, analytical 

models, developed by Komanduri and Hou [6, 7], are 

considered as a basis for study. Then various parameters of 

the modeling equations are related and evaluated through 

formulae given in Appendix which helped in relating 

equations with basic machining parameters. In order to 

solve the complex integrals in the equations, multiple 

Simpson’s 1/3 rule is applied in coding. The systematic 

layout of the work is explained with the help of flow 

diagrams in the subsequent topics. 

5. Generation of Input Parameters for Model 

As mentioned earlier, many input parameters are 

required to solve the modeling equation. For this, cutting 

parameters are taken as first input to generate other 

required input parameters. This is done because the cutting 

parameters are the most initial input to machining. 

Moreover, by doing so, the temperature rise at chip and 

work piece can be controlled by controlling cutting 

parameters. A step-by-step approach, to generate required 

parameters, is done by MATLAB® programming and 

presented in Figure 1, in a flowchart. A brief discussion of 

Figure 1 is given below. 

To solve the analytical equations, the input parameters 

to be considered are divided into three types namely 1st 

type, 2nd type and 3rd type.  1st kind of inputs is the 

obtained values from machining or measurement or they 

are direct data decided before machining, while 2nd and 3rd 

types of input are calculated data. 1st kind of input 

parameters serves as inputs to obtain 2nd type of 

parameters. Both types together are used to generate 3rd 

type of input data. Generated input parameters are used to 

solve modeling equations (1 & 2). In order to evaluate 

equation (1), MATLAB® coding is prepared as discussed 

in section 5. 

6. Mathematical Computation and Validation of 

Thermal Modelling of Chip Side 

This section discusses the coding used to evaluate 

equation (1) followed by its validation with the obtained 

results of Komanduri & Hou [6]. 

6.1.  Computing Modelling Equation of Chip Side 

This section deals with studying a step wise step 

procedure to evaluate the model in the form of flow 

diagrams based on MATLAB® coding. 

The entire coding is divided into three parts. 1st part is 

used to feed 1st kind of input data followed by calculations 

of 2nd and 3rd kinds of input parameters. A step-by-step 

feeding and a calculation of data are shown in Figure 1. 

Formulae used for calculating the data is given in the 

appendix. 

The 2nd division deals with the calculation of definite 

integrals of the complex functions involved in equation 

(1). Though MATLAB® software can directly integrate 

functions using “quad” command, it takes time (sometimes 

processing hangs the computer) to integrate complicated 

functions like the ones given in equation (1). To reduce 

time of calculation, Multiple Segment Simpson’s 1/3rd rule 

is applied and its coding is presented here in the form of a 

flowchart (Figure 2). The value of the integration of each 

function is stored in software in “integral” variable. 

The 3rd part emphasizes on coding used to evaluate the 

modelling equation (1) by using Multiple Segment 

Simpson’s 1/3rd rule from part 2 and inputs from part 1 and 

display temperature rise distribution contour graphs with 

respect to co-ordinates. A step-by-step procedure for 

solving the modelling equation is shown in Figure 3. 

The coding can be used to calculate the temperature 

rise distribution at various points of chip for any tool-work 

combination for turning operation and for any combination 

of cutting parameters, tool geometry and other cutting 

conditions in few seconds. 

Five functions to be evaluated to solve equation (1) by 

Multiple Segment Simpson’s 1/3rd rule are given by 

equation (3), (4), (5), (6) and (7), respectively. Values of 

constants used in modeling equation (1) i.e. Bchip, B, C, 

m, & n are approximate values and estimated from 

Komanduri and Hou’s [2, 4, 5, 6] functional analysis. 

Value of lower and upper limit for 1st and 2nd functions to 

be integrated are 0.000001 ( 0) & shear plane length 

respectively. Also, the lower and upper limits of 3rd, 4th 

and 5th functions to be integrated are 0.000001( 0) & 

tool-chip contact length. 
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ℎ 𝑙𝑖 = (𝑒−
𝑉𝑐 𝑋−𝑙𝑖 

2𝑎 ) * 

              [𝐾0(
𝑅𝑖𝑉𝑐

2𝑎) + 𝐾0(
𝑅𝑖

′𝑉𝑐
2𝑎) ]                     (5) 

𝑗 𝑙𝑖 =  
𝑙𝑖

𝑙
 
𝑚

𝑒−
𝑉𝑐 𝑋−𝑙𝑖 

2𝑎    

             ∗ [𝐾0(
𝑅𝑖𝑉𝑐

2𝑎) +  𝐾0  (
𝑅𝑖

′𝑉𝑐
2𝑎) ] 

             (6) 

𝑠 𝑙𝑖 =  
𝑙𝑖
𝑙
 
𝑛

𝑒−
𝑉𝑐 𝑋−𝑙𝑖 

2𝑎  

           ∗ [𝐾0(
𝑅𝑖𝑉𝑐

2𝑎) + 𝐾0(
𝑅𝑖

′𝑉𝑐
2𝑎) ]       (7) 

𝑋𝑖&𝑧𝑖 = 𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛 𝑜𝑓  𝑤𝑖 ,  
𝑅𝑖 &𝑅𝑖

′ = 𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛 𝑜𝑓 𝑙𝑖    

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

6.2. Validation of Program 

Komanduri and Hou used Chao and Trigger’s input 

parameters [12] (Table 1) for evaluating equation (1) and 

obtaining temperature rise distribution on chip side due 

to combined effect of primary and secondary heat source.  

MATLAB® coding is tested using same input parameters 

and temperature rise contours obtained from the program 

are depicted in Figure 4. 

Comparing Figure 4 and results obtained in [6], it is 

observed that output results of both approaches match 

with a close proximity (maximum temperature value 

difference is 2°C). Therefore, the program can be 

considered for validation.  

7. Mathematical Computation and Validation of 

Thermal Modelling of Work Piece Side: 

This section emphasises the discussion of coding used 

to evaluate equation (2) followed by its validation with 

the results obtained by Komanduri & Hou [6]. 

 

 

 

 

Figure 1. Flowchart showing step by step procedure to feed and calculate input data of all kinds needed to evaluate equation (1) 

Start 

Inputs of 1st type of Inputs (Decided prior to machining) 

(A) Feed values of α, k, a 

(Theseparameters are constant for a given set of tool work combination) 
(B) Feed values of Vc, tc  , and w 

(These inputs may changewith every new turning operation)  

 

Outputs of 1st type of Inputs (Obtained during machining) 
(C) Input value of tchip  

(Measured by digital vernier caliper) 

(D) Input values of Fc, Ff, and Fr  
(Generated from lathe tool dynamometer while performing machining on CNC / DRO 

lathe machine) 

Inputs of 2nd type (Obtained after machining) 

Calculate values of  Fxy, r, ϕ, Fs, F, , Lab, l, Vs, and Vc  

(Refer appendix to calculate above values) 

Inputs of 3rd type (Obtained after machining) 

Calculate values of qshear and qsecondary  

(Refer appendix to calculate above values) 

Stop 

Inputs for 2ndand 

3rdtype of Input 

Inputs for 3nd type of 

Input 
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Figure 2. Flowchart showing step by step procedure to calculate definite integrals in MATLAB® by using Multiple Segment Simpson’s 

1/3rd rule 

 

7.1. Computing Modelling Equation of Work Piece Side 

It was noticed that the coding developed in section 

5.1 can be used to evaluate equation (2) by changing 

functions (f, g, h, j, & s) used in equations (3,4,5,6,7), 

respectively. This can be done by replacing function f by 

f1, g by g1, h by h1 and so on. These changed functions 

are given in equations (8,9,10). 

𝑓1 𝑙𝑖 = 𝑒−(𝑋+𝑙𝑖𝑐𝑜𝑠𝜙 )
𝑉

2𝑎𝐾0  

       ∗   
𝑉𝑐

2𝑎
  (𝑋 + 𝑙𝑖𝑐𝑜𝑠𝜙)2 + (𝑍 − 𝑙𝑖𝑠𝑖𝑛𝜙)2      (8) 

𝑔1 𝑙𝑖 = 𝑒−(𝑋+𝑙𝑖  𝑐𝑜𝑠𝜙 )
𝑉

2𝑎𝐾0  
            

          ∗  
𝑉𝑐

2𝑎
   𝑋 + 𝑙𝑖𝑐𝑜𝑠𝜙 2 +  𝑍 + 𝑙𝑖𝑠𝑖𝑛𝜙 2     (9) 

ℎ1 𝑙𝑖 = 0 = 𝑗1 𝑙𝑖 = 𝑠1 𝑙𝑖                             (10)   
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Figure 4. Temperature rise contours at various points of chip 
due to combined effect of two deformation zones using input 

parameters of Table 1 and developed MATLAB®coding 

 

Start 

Define the function (say f) 

Define lower limit ‘bb’ and upper limit ‘cc’ of the function 

Define number of intervals ‘gg’ of the function along ‘x’ axis between cc and bb 

Calculate value of rr = (cc-bb) / gg 

integral = f(cc) + f(bb) 

dd = 1 

   If 

dd=odd 

integral = integral + 4*f(bb+ dd*rr) 

integral = integral + 2*f(bb+dd*rr) 

dd= dd+1 

If 

dd= gg 

integral = integral * rr/3 

Yes 

No 

Stop 

No 

Yes 
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Determine the range of ‘X’ points and ‘Z’ points of chip in which temperature rise is to be calculated and divide each of them 

at small regular intervals. Now numbers of X and Z points are available 

Define the values of constants to be used in equation (1) i.e. Bchip, B, C, m, & n 

 

Start 

Form a mesh grid of co-ordinates from above obtained values of ‘X’ and ‘Z’ points 

(Temperature rise is to be calculated at these co-ordinates) 

Calculate number of ‘X’ points (say A) & ‘Z’ points (say B) 

p=1 

o=1 

Use Multiple Segment Simpson’s 1/3 rule for ‘f’ function at co-ordinate with pth ‘X’ point & oth ‘Z’ point. Output value gets 

stored in ‘integral’ variable 

integer = integer + integral 

Use Multiple Segment Simpson’s 1/3 rule for ‘g’ function at co-ordinate with pth ‘X’ point & oth ‘Z’ point. Output value gets 

stored in ‘integral’ variable 

integer = integer + integral 

V 

U 

Use Multiple Segment Simpson’s 1/3 rule for ‘h’ function at co-ordinate with pth ‘X’ point & oth ‘Z’ point. Output value gets 

stored in ‘integral’ variable 

integeration = integeration + integral 

Use Multiple Segment Simpson’s 1/3 rule for ‘i’ function at co-ordinate with pth ‘X’ point & oth ‘Z’ point. 

Output value gets stored in ‘integral’ variable 

integeration = integeration + integral 

T 
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Figure 3. Step by step procedure to evaluate modeling equation (1) using Multiple Simpsons 1/3rd  Rule (refer section 5) and input 

parameters to be used (refer section 4). 

 

Table 1. Chao and Trigger’s machining input parameters [12] 

Work material Steel NE 9445 

Range of X co-ordinate -700 µm to 50 µm 

Range of Z co-ordinate - 400µm to 600 µm 

Tool Triple carbide 4°rake  

Cutting Velocity 152.4 cm/sec. 

Depth of Cut 0.02489 cm 

Width of Cut 0.2591 cm 

Chip Contact Length 0.023 cm 

Main Cutting Force 1681.3 N 

Feed Force 854 N 

Passive Force Zero N 

Chip Thickness  0.06637 

Thermal Diffusivity 0.3777 cm2/sec. 

Thermal Conductivity 0.08234 Watt/cm C  

Bc= 0.652, B = 0.312, C= 2.2, m= 0.26, & n= 16 

7.2. Validation of Coding for work piece Side 

Komanduri and Hou used Lowen and Shaw’s input 

parameters [9] (refer to Table 2) for validating equation (2) 

by obtaining temperature rise distribution on work piece 

due to primary heat source. Changed MATLAB® coding is 

tested using the same input parameters and temperature 

rise contours obtained from the program are depicted in 

Figure 5. 

Comparing both the figures 5 and results obtained in 

[7], it can be noted that both results give almost the same 

output with a very little variation of temperature rise 

(maximum temperature rise value variation is 10°). 

Therefore, the program can be considered for validation. In 

the model, moving a co-ordinate system has been 

considered. Komanduri and Hou calculated the 

temperature rise distribution at an instantaneous co-

ordinate system which is different from the author’s 

consideration. Hence, the temperature rise distribution, in 

our result, is shifted from Komanduri and Hou’s results. 

8. Conclusion and Future Scope 

By using the coding, industries can estimate the 

temperature rise distribution at various points of chip and 

work piece due to deformation zones for any machining 

parameters during the turning operation itself and, thus, 

reducing planning and the idle time. Moreover, by 

generating temperature rise distribution at chip side for 

particular machining parameters, one can also predict 

distribution of temperature at tool side since the 

temperature rise distribution is almost the same at both 

chip & tool for a particular tool-work combination. Coding 

shows how the basic machining parameters are connected 

with complex modeling equations so that by feeding them 

one can get the output results. Also, MATLAB® software 

 

Use Multiple Segment Simpson’s 1/3 rule for ‘j’ function at co-ordinate with pth ‘X’ point & oth ‘Z’ point. 

Output value gets stored in ‘integral’ variable 

integeration = integeration + integral 

theta1 = qshear / 2 k (integer), theta2 = qsecondary /  k (integration) 

theta = theta1 + theta 2 

theta is the required value of temperature rise at co-ordinate in calculation 

 

T 

Yes 

No 

Yes 

No 

V 
If 

o<B 
p = p + 1 

If 
p<A 

U 

Stop 

o = o + 1 
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is cheap and readily available. Moreover, the flowchart 

developed for the coding can act as a study material for 

other programmers to develop a similar coding on other 

software and, thus, increasing the compatibility of the 

work.  

Apart from the work conveyed in the present article, 

further work can be done in this area in the future: 

 The MATLAB® coding developed in the work can be 

used to calculate thermal stresses developed during 

machining at various points of chip and work piece. 

 The coding can be modified for other simple operations 

(like facing) and complicated processes (like milling, 

grinding, drilling, etc.) 

 The coding can be used to determine optimum cutting 

parameters for a particular tool-work combination. For 

this, various combinations of cutting parameters (using 

full factorial) can be tested to generate temperature rise 

distribution from a range of cutting parameters. 

 

Figure 5. Temperature rise contours at various points of work 

piece due to primary deformation zone developed from MATLAB 

coding  

Table 2. Cutting data for machining steel from Loewen & Shaw 

[13] 

Work material SAE B1113 steel 

Tool K2S carbide 20°rake, 5° clearance  

Cutting Velocity 232cm/sec. 

Depth of cut 0.006 

Width of Cut 0.384cm 

Chip Contact Length 0.023cm 

Main Cutting Force 356 N 

Feed Force 125N 

Passive Force Zero N 

Chip Thickness Ratio 0.51 

Thermal Diffusivity 0.1484 sq.cm/sec. 

Thermal Conductivity 0.567Watt/cm deg. cel. 

Range of X co-ordinate -250 to 50 µm 

Range of Z co-ordinate -150 to 0 µm 
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Appendix 

 
 

 

Abbreviations Details Source Unit 

θc 
Temperature rise at chip due to primary and 
secondary deformation zone 

Refer equation (1) °C 

θw 
Temperature rise at work piece due to primary 

deformation zone 
Refer equation (2) °C 

α Rake angle Tool specifications  

td Undeformed chip thickness = depth of cut  cm 

tc Deformed chip thickness Digital Vernier Calliper cm 

r Chip thickness ratio 𝑡𝑐/𝑡𝑐ℎ𝑖𝑝  
 

-- 

ϕ Shear angle 𝑡𝑎𝑛−
𝑟 𝑐𝑜𝑠 ∝

1 − 𝑟 𝑠𝑖𝑛 ∝
 

 
 

w Width of chip = feed rate cm 

X, Z 
X and Z co-ordinate at which temperature rise is 
to be calculated 

--- µm 

Fc  Cutting force Experimental (dynamometer) N 

Ff Feed force Experimental (dynamometer) N 

Fr Radial force Experimental (dynamometer) N 

Fxy Resultant of feed force and radial force �(𝐹𝑓
2 +  𝐹𝑟

2 
 

N 

Ft Shear force 𝐹𝑐𝑐𝑜𝑠∅ − 𝐹𝑥𝑦 𝑠𝑖𝑛∅ 
 

N 

F Friction force 𝐹𝑐𝑠𝑖𝑛 ∝ +𝐹𝑥𝑦 𝑐𝑜𝑠 ∝ 
 

N 

N Normal to Friction force 𝐹𝑐𝑐𝑜𝑠 ∝ −𝐹𝑥𝑦 𝑠𝑖𝑛 ∝ 
 

N 

V Cutting velocity Input Cutting Parameter cm/s 

Vc Chip velocity 
𝑉𝑐  𝑠𝑖𝑛∅

cos(∅−∝)
 

 

cm/s 

Vs Shear velocity 
𝑉𝑐  𝑐𝑜𝑠 ∝

cos(∅−∝)
 

 

cm/s 

L Length of shear plane 
𝑡𝑐/𝑠𝑖𝑛∅ or 

𝑡𝑐ℎ𝑖𝑝

𝑐𝑜𝑠 ∅ − 𝛼   

 

cm 

 Friction angle tan−1 𝐹
𝑁  

 
 

l Tool chip contact length 

 

cm 

k Thermal conductivity of chip Data book J/cms°C 

a Thermal diffusivity of chip Data book cm2/s 

qs Heat intensity of the primary heat source 
𝐹𝑠𝑉𝑠
𝐿𝐴𝐵𝑤

 
 

J/cm2s 

qse Heat intensity of the secondary heat 
𝐹𝑉𝑐ℎ𝑖𝑝

𝑙𝑤
 

 

J/cm2s 

Bc, B, C, m, & n Constants Komanduri & Hou [3] functional analysis -- 
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Abstract 

In condition monitoring of rotating machinery, vibration analysis is a popularly used diagnostic tool for checking the 
health of rolling element bearings. The vibration signal caused by bearing defects will always be contaminated and distorted 
by other faults and mechanical noise particularly in hostile environment. Vibration based methods are effective when the 
defect in the bearings has already become severe. A bearing test rig was designed and setup in a workshop to study the 
vibration analysis of various faults in rolling element bearings. In the literature, it was observed that researchers studied 
different types of seeded defects, but these defects are random in size and shape; hence the correlation between defect size 
and its vibration parameter is not established. In this investigation, test runs conducted with seeded defects of same type with 
a gradual increase of its size on outer race of radially loaded cylindrical roller bearings at different speeds and loads. 
Vibration data were acquired by accelerometer and processed through Fast  Fouier Transform (FFT). From the data, it was 
found that the vibration root mean square (rms) velocity increases significantly with the increase of defect size and speed, 
but not with the load. Artificial Neural Networks (ANN) multilayer perception model with back-propagation algorithm was 
used, with input parameters of Load, Revolutions Per Minute (RPM) and vibration rms velocity and output is seeded defect 
size. The ANN was trained with data sets of number of test runs conducted and predicted the defect size. The predicted 
values were compared with the actual seeded defect size and found the error was approximately 3.90%.  In this investigation, 
an attempt was made to predict the defect size of a specific bearing with respect to its vibration rms velocity for given 
conditions. This study may be useful for the monitoring of critical bearings in the industry. 

© 2015 Jordan Journal of Mechanical and Industrial Engineering. All rights reserved 
 
Keywords: Roller Bearings, Fault Detection, Defect Size , Vibrations and ANN.
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1. Introduction  

Since structural failures in engineering field can lead to 
severe economic loss, structural health monitoring is 
essential particularly in aerospace, civil and other 
structures. Precise incipient structural damage 
identification and its location are of great interest to many 
researchers [1-5]. In rotating machinery, early fault 
detection of the rolling elements, i.e., bearing and gear 
faults has also been gaining importance in recent years 
because of its detrimental influence on the reliability of 
equipment. Different techniques have been developed for 
monitoring and diagnosis of rolling element bearings [6]. 
Most of the developed methods are based on vibration 
signals and its analysis. Vibration based methods are 
effective when the defect in the bearings becomes severe. 
Detection of the fault and its severity are two important 
steps or features of a condition monitoring system. The 
lifetime of a machine component is determined by the 

severity of the fault. It is crucial, especially in critical 
systems, where continual operation is generally 
indispensable. The bearing defects three types, distributed, 
localized and the combination of both. The distributed 
defects can be the surface roughness, waviness, misaligned 
races, and off-size rolling elements. Localized defects are 
developed in the raceways, rollers and cage of a bearing. 
The periodic impacts occur at ball-passing frequency 
(characteristic defect frequencies), which can be calculated 
from the bearing geometry and the rotational speed [7]. In 
vibration analysis of bearings, these defect frequencies are 
not observable in some cases with the help of the Fast 
Fourier Transform (FFT) frequency spectra, because the 
impulses generated by the defects are masked by 
mechanical noise and distorted by other faults. The 
vibration signal is not sensitive to the incipient defect. To 
overcome this problem, signal processing techniques are 
implemented by many researchers to detect incipient 
bearing local faults [8]. In this investigation, experiments 
are planned in a systematic way with different speed, load 
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and gradual increase of defect size. The vibration signal is 
captured by accelerometer and processed with CSI 
vibration analysis software. A multi-layer perception 
neural network is selected and trained with the 
experimental data and tested to predict the approximate 
defect size of a damaged bearing. 

2. Artificial Neural Networks (ANN) 

Artificial Neural Networks (ANN) have been 
developed as generalizations of mathematical models of 
biological nervous systems. ANN is also kown as parallel 
distributed processing system. The network is referred to 
as a directed graph having a set of neurons (nodes) and set 
of connections (weights) between nodes. Each node 
contributes some kind of function like simple computation 
and each connection transfers information or signal 
between nodes. Each connection between two nodes is 
labeled with a number called the connection strength or 
weight. The weight represents the extent the signal is to be 
amplified or diminished by the connection [9]. 

 The network with a single node or fewer nodes cannot 
solve all the problems, and the networks, which are 
constructed with large number of nodes, are used to solve 
complex problems. Some of the networks are fully 
connected networks, layered networks, feed forward 
networks. Different types of learning methods are used in 
ANN such as supervised learning, unsupervised learning 
and reinforcement learning [10]. The behavior of the 
network changes according to the changes in the weights 
of connections in the network. The changes in the weights 
of ANN are referred to as learning which effects the 
synaptic efficiencies in real ANN. Neural networks are 
well established and prominent in literature [11]. A neural 
network with back propagation supervised learning 
process is important and used in various applications like 
classification, prediction or forecasting and approximation. 

Jigar patel et al. studied the damage identification of 
rolling bearings based on improved time and frequency 
domain features using neural networks and they 
successfully diagnosed up to 98% of fault cases [12]. 
Mahmuod Akbari et al. used discrete wavelets transforms 
along with ANN in fault diagnosis of gears and bearings in 
a gear box and achieved high success rate [13]. Bahaa 
Ibraheem implemented neural network model to optimize 
the turning process parameters for controlling the vibration 
levels in turning [14]. M. Samhouri et al. applied an 
Adaptive Neuro-Fuzzy Inference System (ANFIS) and 
neural networks system in machine condition monitoring 
and proved neural networks achieved 99% fault prediction 
accuracy [15]. 

3. Bearing Kinematics 

When the ball or roller comes across the fault while 
bearing is running, the rotation of roller momentarily stops 
due to the impact of hitting the edge of the fault. The 
reaction of the force from the fault edge opposes the 
rotation of the roller. When a rolling element encounters a 
fault, a rapid localized change in the elastic deformation of 
the elements takes place, and a transit force imbalance 
occurs. A faulty rolling bearing produces certain defect 
frequencies depending on the rolling element bearing 

geometry. When the outer race is stationary, the 
mathematical expressions to evaluate the defect 
frequencies can be written as follows: 

 
Fundamental Train Frequency,               

( )1 cos
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where   Dp - Pitch circle diameter, θ - contact angle, fi - 
Rotation frequency of inner race, 

  N - Number of rolling elements and d - diameter of 
rolling element. 

In machinery which is running with normal speeds, 
these defect frequencies lie in a low frequency range up to 
1000Hz. These calculated frequencies may be slightly 
varied from the actual values in practice due to slipping or 
skidding in rolling element bearings [16]. Some 
researchers [17] mentioned that it is difficult to obtain a 
significant peak at these defect frequencies in the vibration 
frequency spectra from a defective bearing. This is due to 
the noise and vibrations from other sources which mask 
the vibration signal from the defective bearing unless the 
defect is sufficiently large.                 

4. Experimental Test Set Up 

Figure 1 is the schematic diagram, representing the 
bearing test facility and is designed to fulfill the 
requirements of current investigation and future research 
in this area. The testing involves the mounting and running 
of the test bearings with various sizes of seeded defects, 
under specific parameters of speed and load, vibration 
signal data acquisition through accelerometer. 

The test rig (Figures 2 & 3)  consists of  six major 
parts, i.e. shaft, support bearings with plumber blocks, 
bearing block with test bearing,  2.2 KW-3 phase induction 
motor, 4 KW variable frequency drive for speed control, 
and a vertical hydraulic ram for applying load radially. The 
test set up operational speed range is up to 2800 rpm with 
a maximum load 16 kN via a hydraulic ram.  The shaft is 
made up of En 18 steel; the V-pulley at one end and the 
test bearing at the other, and in between two support 
bearings with plumber blocks assembled on the shaft. 
Deep groove ball bearings (SKF 6212 RS2) are used as 
support bearings. The motor connected the shaft via a V-
belt. The motor is mounted on a separate base frame to 
avoid transfer of vibrations of motor to test rig. The test 
bearing block is a square split housing and made up of 
with EN 24 steel. On the top of housing vibration 
accelerometer and hydraulic ram placed while conducting 
test run. 
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Figure 1. Experimental test setup schematic 

 
Figure 2. Bearing Test Rig 

 
Figure 3. Test bearing with Probes 

5. Test Bearing Specification 

In this investigation, N312 type cylindrical roller 
bearing with normal clearance is considered (Figure 4). 
The reason behind selecting this bearing is that the defects 
can be created in the outer race easily as it allows easy 
dismantling and assembly of the outer race. The geometric 
details of the test bearing are as follows: Inner diameter- 
60mm, Outer diameter- 130mm, Width- 33mm, Number of 
rollers- 12, Rolling element diameter- 18mm, Pitch circle 
diameter (Dp )- 96mm, Contact angle (θ)- 0°. 

 

 
Figure 4. N312 cylindrical roller bearing 

The bearing characteristic defect frequencies are 
calculated from the dimensional parameters of N312 
cylindrical roller bearing and shown in Table 1. 
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Table 1. Theoretical Characteristic Defect frequencies in CPM 
(cycles per minute) at different RPM 

RPM 900 1100 1300 1500 

D
ef

ec
t f

re
qu

en
cy

 in
  

C
PM

 

FTF 365.4 447.0 528.0 603.6 

BSF 2315.4 2829.6 3345.6 3859.2 

BPFI 6412.8 7836.0 9264.0 10687.8 

BPFO 4387.8 5361.6 6338.4 7312.8 

6. Experimental Procedure 

A total of five test bearings was used in this 
investigation. In previous studies, artificial damages were 
induced in bearings via several ways: scratching/engraving 
the surface with diamond scriber, introducing debris into 
the lubricant and electrical spark erosion, etc. In this 
investigation, defects introduced by wire cut EDM (Electro 
Discharge Machining) for a better accuracy. The defects 
were seeded in various sizes of width 0.3, 0.5, 0.7 and 0.9 
mm. Depth of defect 0.3mm is maintained in all test 
bearings. Figure 5 shows 0.5mm width defect on bearing 
outer race.  

 
Figure 5. Outer race seeded defect (0.5mm width) 

Numbers of test runs were conducted on test rig for the 
consistency check of the data captured. On the first 
instance, a good test bearing without defect assembled to 
conduct a test run and was left for several hours for 
stabilizing and for minor adjustments of the test rig. After 
that, a test bearing with 0.3 mm size defect was seeded on 
outer race bearing assembled and the defect place(d at the 
top in the test bearing housing where the load was applied 
radially through hydraulic ram. The CSI 2120 model 
vibration analyzer was used for data acquisition. The same 
procedure was used in test runs on other bearings with 
different defect sizes on outer races. All the test runs were 
conducted at two loads in 2kN and 4kN at different speeds 
varying from 900 to 1500 RPM in four steps. All the 
speeds were adjusted with the Variable Frequency (VF) 
drive. The vibration signal is processed through FFT with 
the CSI vibration analyzer software. Time waves and 
frequency spectra for all the test runs were analyzed in 
detail for a comparative study.   

A total of 32 different experiments was planned, as per 
the matrix (4 speeds, 4 defect sizes and 2 load conditions). 
It was planned to conduct many test runs for each 
experiment for the consistency of the measurement.  

7. Results and Discussion 

 Out of the 32 experiments, in some experiments 
the consistency of data measurement was observed within 
two test runs; but for some other experiments three to four 
test runs were conducted. A total of 71 test runs were 
conducted.  

In Table 2, the vibration rms velocity values were 
furnished for all the 32 experiments with the same 
parameters at different defect sizes. In this investigation, 
the seeded defect sizes were provided in a gradual 
increasing manner to observe the variation in vibration rms 
velocity with respective to defect size. The vibration rms 
velocity increases significantly with the increase of the 
defect size and speed, but not in the case of load. 
 

Table 2. Vibration rms velocity in (mm/sec) at various defect sizes, RPM and Load 

2kN load 

 

4kN load 

RPM 

Defect size (width) in mm Defect size (width) in mm 

0.30 0.5 0.7 0.9 0.30 0.5 0.7 0.9 

900 
1.08 1.20 1.64 1.60 1.18 1.28 1.49 1.70 

1100 
1.38 1.53 2.01 2.27 1.38 1.72 1.78 2.13 

1300 
1.57 1.66 2.27 2.45 1.84 2.11 2.40 2.66 

1500 
2.01 2.01 2.90 2.97 2.09 2.43 2.70 3.02 
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Figure 6 shows the vibration time wave and the 
frequency spectrum of the test run conducted with the 
outer race defective bearing. A peak observed at 7312.8 
CPM, ball pass outer race frequency (BPFO); some other 
significant peaks were also observed, but they were not 
related to the bearing characteristic defect frequencies.  

Figure 7 shows comparative frequency spectrums of 
0.5, 0.7 & 0.9 mm defects, 4kN load, and the test runs 

conducted at 1500RPM. It was observed that, as the defect 
size increased and other running conditions were the same, 
the peak at BPFO had an increasing trend.  

Figure 8 shows Vibration root mean square (Vib.rms) 
velocity versus RPM for different defect sizes at 4kN load. 
The graph shows that the Vib.rms velocity increases with 
the increase of defect size and RPM.  

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 6. Time wave & Frequency spectrum with 0.7mm defect, 4kN load, 1500 RPM 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Figure 7. Frequency spectrums of 0.5, 0.7 & 0.9 mm defects, 4kN load, 1500 RPM 
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Figure 8. Vib.rms velocity (mm/sec) at different defect sizes and RPM at 4kN load 

A feed-forward back propagation neural network is 
constructed with four layers including input, output and 
two hidden layers (Figure 9). The ANN with one hidden 
layer gave significantly high errors. Hence, a two-layer 
network was considered. The input neurons were load, 
RPM and Vibration rms velocity whereas the output 
neuron was defect size. Neurons, in the hidden layers, 
were determined by examining different neural networks. 
An easy Neural Networks (NN) plus software is used for 
training this network with back propagation algorithm 
(Figure 10). Weights of network connections were 
randomly selected by the software itself. 

As per ref. [18], the advantage of the usage of neural 

networks for prediction is that they are able to learn from 
examples only, and that after their learning is 
accomplished, they can recognize hidden and strong non-
linear dependencies, even when there is a significant noise 
in the training set. When input data are adjusted to 
designate shape, it is divided into three sets; a training set 
(learning), a validation set and a testing set. The default 
setting of the ratio, as per statistical program, is: 70% of 
the input data is a training set, 15% a validation set and 
15% a testing set. To sum up, the training set is used for 
creating a model, the validation set for verifying the 
model, and the testing set for testing the usability of the 
model. 

 

 
Figure 9. Neural network architecture 

 1 

 2 

 3 

 5 

 4 

 6 

 9 

 1
 

 1
 

 1
 

 1
 

 1
 

Vib.rms 
velocity 

Load 

RPM 
Defect size 

Hidden layer 
 

Input 
 

Hidden layer 
 

Output 
 

 



 © 2015 Jordan Journal of Mechanical and Industrial Engineering. All rights reserved - Volume 9, Number 2  (ISSN 1995-6665) 119 

 
Figure 10. Learning progress graph with maximum, average and minimum training error. 

Out of the 71 test runs data, the neural network was 
trained with 51 data sets, validated with 10 data sets and 
tested for 10 data sets, which were selected in a random 
manner. Predicted values of the defect size through testing 
are given in the Table 3. The percentage of the error 
between the actual defect size and the predicted values are 
calculated. The mean error percentage was found as 3.75% 
of defect size. 

 From the Table 3, it is found that the predicted values 
are very close to the experimental values. From these 
results, it can be deemed that the proposed network model 
is capable of predicting the defect size 

The graph, shown in Figure 11, gives a comparison 
between the actual defect size and the predicted defect size 
for all the 71 sets of data. According to the values 
obtained, the overall  calculated average error was 4.83% 

 
Figure 11. Comparision of  actual verses predicted defect sizes for all test runs 

. 

 



 © 2015 Jordan Journal of Mechanical and Industrial Engineering. All rights reserved - Volume 9, Number 2  (ISSN 1995-6665) 120 

Table 3. Experimental results and its predicted values of defect 
size in testing 

Exp. 
No 

Load 
(kN) 

RPM Vib. rms 
velocity 

(mm/sec) 

Defect 
size in 
(mm) 

Predicted 
Defect 
size in 
(mm) 

% 
error 

1 2 900 1.20 0.5 0.485 2.82 

2 2 900 1.60 0.9 0.892 0.82 

3 2 1100 1.78 0.7 0.708 1.15 

4 2 1300 1.57 0.3 0.317 5.70 

5 2 1500 2.01 0.3 0.324 8.26 

6 4 900 1.70 0.9 0.932 3.57 

7 4 1100 1.72 0.5 0.526 5.26 

8 4 1300 1.84 0.3 0.291 3.00 

9 4 1300 2.40 0.7 0.734 4.98 

10 4 1500 3.02 0.9 0.917 1.84 

Average error :  3.75 

 

8. Conclusions 

In the present work, 71 test runs are conducted for 
planned 32 experiments with four levels of speed, defect 
size and two levels of load. A feed-forward four layered 
back propagation neural network (3-6-5-1) was used to 
train the collected experimental data. The ANN was 
trained with 51 data sets, validated with 10 data sets and 
tested for 10 data sets taken from the total test runs. The 
trained ANN was used to predict the defect size. It is found 
that there is an agreement between the experimental data 
and the predicted values for the defect size is (3.75% of 
error). With this ANN model, it is possible to monitor the 
condition of the bearings of important equipment in the 
industry to predict the severity of defect size, which will 
help in proper maintenance action to avoid the sudden 
failure of the equipment.  

Hence, from these experimental investigations, it is 
revealed that the vibration data along with ANN model 
give a better analysis to diagnose the defect size of a 
particular bearing. 
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Abstract 

This paper reports a study of the corrosion characteristics of Al 7075/ basalt short fiber metal matrix composites in 1 M 
HCl solution at room temperature as a function of percentage of reinforcement. The percentage of reinforcement was varied 
from 2.5 to 10 wt.% in steps of 2.5% and the composites were prepared by the liquid metallurgy technique. The weight loss 
method was used to determine the corrosion rate. The durations of the tests ranged from 24 to 96 hrs in the steps of 24 hrs. 
Both the unreinforced matrix alloy and the composites were subjected to identical test conditions to study the influence of 
the reinforcement on Al 7075/ basalt corrosion behavior. The corrosion rates of both the unreinforced matrix alloy and the 
composites decreased with the exposure time. The corrosion rate of MMCs was lower than that of matrix Al 7075 alloy 
under the corrosive atmosphere. Scanning Electron Microscopy (SEM) was used to study the corroded surface of the 
specimens. 
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1. Introduction  

In the recent years, there has been a great interest in 
searching for new materials, which offers designer many 
added benefits in designing the components for automobile 
and aircraft industry through Metal Matrix Composites 
(MMCs). Aluminium based MMCs offer designers many 
added benefits, as they are particularly suited for 
applications requiring good strength at high temperatures, 
good structural rigidity, dimensional stability, and 
lightweight [1-4]. The trend is toward safe usage of the 
MMCs parts in the automobile engine, particularly at high 
temperature and pressure environments [5, 6]. Fiber 
reinforced MMCs that have been most popular over the 
last two decades have attracted considerable attentions [7-
10]. Fiber reinforced MMCs find their utilization in the 
rapidly broadening field of application. They have been 
widely used in many industries such as aircraft, aerospace, 
automobiles, ships and civil constructions. These materials 
maintain good strength at high temperature, good 
structural rigidity, dimensional stability and light weight 
[11-13]. Reinforced Al MMCs find Potential applications 
in several thermal environments, especially in the 
automobile engine parts, such as drive shafts, cylinders, 
pistons, and brake rotors. Al-based MMCs which are used 

in automobile engine parts normally encounter acidic 
environments containing chloride, sulphiate and nitrate 
radicals, in addition to exhaust gases like CO2, CO and 
NO2. MMCs used at high temperatures should have good 
mechanical properties and resistance to chemical 
degradation in air and acidic environments [14]. High 
strength aluminum alloys, such as 7075, are widely used in 
aircraft structures, aerospace and automobiles due to their 
high strength-to-weight ratio, machinability, superior wear 
resistance, improved elevated temperatures tensile and 
fatigue strengths and low cost. However, due to their 
compositions, these alloys are susceptible to corrosion. 
Corrosion is a major concern involving the structural 
integrity of aircraft structures and automobile components. 
Considerable attention is focused on aluminum based 
metal matrix reinforced with high strength and high 
modulus ceramic reinforcements because of their superior 
properties [15, 16]. For high temperature applications, it is 
essential to have a thorough understanding of the corrosion 
behavior of the aluminium composites. Reported literature 
[17–19] indicates that the addition of SiC particles do not 
appear to improve corrosion resistance of some aluminium 
alloys because pits were found to be more numerous on the 
composites than on the unreinforced alloys although they 
were comparatively smaller and shallower than those on 
the unreinforced alloy. 
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As far as we know, although many researchers have 
worked on corrosion characteristics of fiber reinforced 
metal matrix composites, no concrete investigation has 
been made on basalt fiber reinforced with aluminum alloy 
7075 metal matrix composites. The present paper focuses 
on the corrosion characteristics of Al 7075/ basalt short 
fiber metal matrix composites.  

2. Materials and Methods 

2.1. Materials 

The Al and basalt short fiber used as the MMCs in the 
present study are obtained from commercial ingots with 
correct chemical composition. The presence of these 
elements have been confirmed by SEM / EDS spectra. The 
Energy Dispersive Spectroscopy [EDS] spectrum also 
shows the presence of impurities such as iron and basalt 
short fiber in traces. The alloy is found to be pollution free 
in the foundry. Because of its low energy requirements and 
excellent machinability, it is expected to reduce the 
production time and lengthen tool life during its 
fabrication process. The matrix alloy used in the present 
investigation was Al 7075 alloy, which has basalt short 
fiber reinforcement; the chemical composition is shown in 
Tables 1 and 2 [20]. 

Table 1. Chemical composition of Al alloy- Weight percentage 

Element Si Fe Cu Mn Mg Cr Zn Ti Al 

% 0.4 0.5 1.6 0.3 2.5 0.15 5.5 0.2 Bal 

Table 2. Properties of matrix alloy 

Density 2.7 gm/cc 

Young’s modulus 75 GPa 

UTS 170 MPa 

Ductility 13.5 % 

Melting temperature 650° C 

2.2. Reinforcement 

The basalt fiber was made from naturally occurring 
basalt rock in the Washington State area, USA. The basalt 
short fiber, used as reinforcement in the present 
investigation, has been purchased from a mineralogical 
research company. The chemical composition of the fibers 
is determined by the native basalt rock used as a raw 
material, whose main composition is shown in Table 3 
[21]. 

Table 3. Chemical composition of short basalt fiber 

Element SiO2 Al2O3 Fe2O3 MgO CaO Na2O K2O TiO2 MnO 

% 69.51 14.18 3.92 2.41 5.62 2.74 1.01 0.55 .04 

  The fiber was produced in a prototype device. The 
basalt rock was melted in a platinum-rhodium crucible at 
1250±1350°C. The fiber was drawn from the melt through 
a fiber in the crucible and wound onto a rotating drum 
continuously.  Fibers in roving form were bundled and cut 
into short fibers of uniform length about 0.5 to1 mm in 
size by constant-length cutter.  The short Basalt short fiber 
was cleaned in distilled water and dried at 90°C.  

2.3.  Composite Preparation  

The liquid metallurgy route using vortex techniqueis 
employed to prepare the composites. The weight 
percentage of the basalt short fiber added was 2.5, 5, 7.5 
and 10% to prepare the MMCs. A muffle furnace was used 
to preheat the copper coated basalt short fiber to a 
temperature of 500°C and maintained at that temperature 
till it was introduced into the Al alloying elements melt.  
The preheating of the reinforcement is necessary in order 
to reduce the temperature gradient and to improve wetting 
between the molten metal and the basal short fiber. Known 
quantities of these metals ingots were pickled in 10% 
NaOH solution at room temperature for ten minutes.  
Pickling was done to remove the surface impurities.  The 
smut formed was removed by immersing the ingots for one 
minute in a mixture of 1:1 volume/volume of nitric acid 
and water followed by washing in methanol. These 
cleaned ingots after drying in the air were loaded into 
different alumina crucibles. These crucibles kept in 
composites furnace, which were setting metals respected 
melting temperature.  The melts were super-heated and 
maintained at that temperature. The temperatures were 
recorded using a chromel-alumel thermocouple. The 
molten metals were then degassed using purified nitrogen 
gas. The purification process with commercially pure 
nitrogen was carried out by passing the gas through an 
assembly of chemicals arranged in a row (concentrated 
sulphuric acid and anhydrous calcium chloride, etc.) at the 
rate of 1000 cc/ minute for about 8 minutes. A stainless 
steel impeller or stirrer coated with alumina was used to 
stir the molten metal and create a vortex. The impeller 
used for stirring was of centrifugal type with three blades 
welded at 45° inclination and 120° apart.  The stirrer was 
rotated at a speed of 500 rpm and a vortex was created in 
the melt. The depth of immersion of the impeller was 
approximately one third the height of the molten metal 
above the bottom of the crucible. The reinforcing basalt 
short fiber, which was preheated in the muffle furnace, 
was introduced into the vortex at the rate of 120 gm/min. 
Stirring was continued until interface interactions between 
the basalt short fiber and the matrix promoted wetting.  
Then the melt was degassed using pure nitrogen for about 
3-4 minutes and after reheating to super heat temperature 
(540°C), it was poured into the pre heated lower half die of 
the hydraulic press. The top die was brought down to 
solidify the composite by applying a pressure of 100 
kg/sq.cm.  Both the lower die and the upper dies were 
preheated to 280°C, before the melt was poured into it.  
The pressure applied enables uniform distribution of the 
basalt short fiber in the developed composite [22]. 

2.4. Specimen Preparation 

Cylindrical specimens of diameter 15mm and thickness 
5mm were machined from castings of the composites and 
of the unreinforced alloy using an abrasive cutting wheel. 
Before corrosion testing, the specimen surfaces were 
ground using 240, 320, 400 and 600 SiC paper, in this 
order, using distilled water as a lubricant and a coolant in 
order to obtain a smooth and identical surface finish on all 
the specimens [23]. The specimen were then washed in 
distilled water, followed by acetone, and then allowed to 
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dry thoroughly [24]. Before corrosion testing, each test 
specimen was etched with killer’s agent and examined 
under optimal microscope. They were finally weighed to 
an accuracy of three decimal places. This same cleaning 
procedure was used before each weighing at each stage of 
the corrosion test. 

2.5.  Corrosion Test 

The corrosion test was conducted at room temperature 
(27°C) using conventional corrosion rate measurement 
according to ASTM G1-03 and ASTM G31-72 [25, 26].  
The area of the specimen, subjected to corrosion, was 
calculated before performing corrosion test using the 
following equation (according to ASTM G31–72): 

A = (π / 2(D2- d2)) + tπD + tπd,             (1)  

where 𝑡 is thickness, 𝐷 is diameter of the specimen, and 
𝑑 is diameter of the mounting hole. The corrodents used 
for the tests were 1M hydrochloric acid. Small cylindrical 
discs of 15mm diameter and 5mm thickness were polished 
using emery paper in order to obtain a smooth and 
identical surface finish on all specimens, and then washed 
in distilled water, followed by acetone, and then allowed to 
dry thoroughly [27]. They were finally weighed accurately 
to an accuracy of three decimal digits. The initially 
weighted specimens were immersed in the corrosive 
environment and taken out at 24 h intervals for testing up 
to 96 hr. To avoid crevice corrosion, the specimens were 
suspended in the solution with a plastic string. The 
specimens were exposed to the test solution for several 
hours up to 96 hr. The corroded surface was removed by 
immersing the specimen on 100 mg ammonium per 
sulphate for 5 min. The cleaned specimens were dried and 
weighed to an accuracy of three decimal digits. After 
drying thoroughly, the specimens was weighed again and 
then placed in a dessicator to prevent corrosion. Weight 
loss was calculated and converted into corrosion rate and 
expressed in mils penetration per year (myp). The 
corrosion rate was calculated and compared with other 
reinforcements. The Corrosion Rate (CR), from the mass 
loss, was calculated (according to ASTM Standard [28, 29] 
using the following equation: 

CR = (K x W) / A x T x D)                          (2)

  
where CR is corrosion rate (mm/year), 𝐾 is a constant 

equal to 8.76 × 104, 𝑇 is time of exposure in hours to the 
nearest 0.01 hour, 𝐴 is area in cm2, 𝑊is mass loss in 
grams, and 𝐷 is density in g/cm3. The microstructure was 
examined using CETI optical microscope and the corroded 
surface was studied using SEM Model Quanta FEG 250. 
Tables 4 and 5 show the average corrosion rates of Al7075 
as well as Al7075/basalt fiber MMCs; the average is of 10 
samples.  

Table 4. The average corrosion rates of Al7075 

Exposure duration 

(hr) 

Area of specimen 

(mm2) 

Average corrosion rate 

(mm/year) 

24 

48 

72 

96 

274.89 

274.89 

274.89 

274.89 

0.08 

0.045 

0.032 

0.024 

Table 5. The average corrosion rates of Al7075/Basalt fiber MMCs 

Basalt fiber 

(Wt. %) 

Exposure duration 

(hr) 

Average corrosion rate 

(mm/year) 

2.5 

24 

48 

72 

96 

0.096 

0.054 

0.038 

0.025 

5 

24 

48 

72 

96 

0.118 

0.062 

0.042 

0.032 

7.5 

24 

48 

72 

96 

0.13 

0.752 

0.573 

0.39 

10 

24 

48 

72 

96 

0.158 

0.089 

0.058 

0.040 

3. Results and Discussion  

3.1. Effect of Test Duration of Exposure to Corrodent 

Figure 1 shows the plot of corrosion rate (in mpy) of 
the as cast and the composites in 1M HCl solution against 
exposure time (in hrs). It can be seen that in every case, 
there is a decrease in the corrosion rate with an increase in 
duration of the exposure to the corrodent, implying that the 
corrosion resistance of the material tested increases as the 
exposure time is increased. This eliminates the possibility 
of hydrogen bubbles clinging on to the surface of the 
specimen and forming a permanent layer affecting the 
corrosion process. The phenomenon of gradually 
decreasing corrosion rate indicates the possible passivation 
of the matrix alloy. Visual inspection of the specimens 
after the corrosion tests revealed the presence of black-film 
covering the surface, which might have retarded the 
corrosion rate. De Salazar [30] explained that the 
protective black film consists of hydrogen hydroxy 
chloride, which retards the forward reaction. Castleet.al 
[31] pointed out that the black film consists of aluminium 
hydroxide compound. This layer protects further corrosion 
in acid media. But the exact chemical nature of such 
protective film is still not determined.  
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Figure 1. Corrosion rate of unreinforced matrix alloy and composites in 1 M HCl solution against exposure time 

3.2. Effect of Basalt Short Fiber Content 

From Figure 1, it is apparent that for both the 
unreinforced matrix and composite, there is a trend of 
decreasing corrosion rate with increase in basalt short fiber 
content, especially for shorter exposure times. For long 
exposure times, however, this effect is less pronounced. 
The corrosion rate of the unreinforced matrix alloy is 
higher than those of the composites because in the former, 
there is no reinforcement phase and the matrix alloy does 
not have much corrosion resistance to the acid medium. In 
the present case, the corrosion rate of the composites as 
well as the matrix alloy is predominantly due to the 
formation of pits and cracks on the surface. In the case of 
base alloy, the strength of the acid used induces crack 
formation on the surface, which eventually leads to the 
formation of pits, thereby causing the loss of material. The 
presence of cracks and pits on the base alloy surface was 
observed clearly. Since there is no reinforcement provided 
in any form the base alloy fails to provide any sort of 
resistance to the acidic medium. Hence, the corrosion rate 
in the case of unreinforced alloy is higher than that in the 
case of composites. Basalt fiber, being the ceramic remains 
inert, is hardly affected by acidic medium during the test 
and is not expected to affect the corrosion mechanism of 
the composite. 

It was observed that, in basalt short fiber reinforced 
aluminum composites, pitting depends on the local basalt 
short fiber distribution.  Larger weight percentages of 
basalt short fiber could result in more opportunities for 
film disruption and more sites for pit initiation. The 
composites show the formation of pits on the surfaces, 
which is more with the increase in the percentage of basalt 
short fiber. Figure 2 shows the SEM micrograph exposing 
more pit formation of the matrix alloy and 10 wt% basalt 
short fiber reinforced composites than the matrix alloy. 
This is obviously due to the matrix/fiber interface which 
provides favorable sites for the formation of pits on the 
surface which lead to the removal of material, thereby 
leading to a weight loss. The corrosion result indicates a 

decrease in the corrosion rate as the percentage of basalt 
short fiber increases in the composite, which shows that 
the basalt short fiber, directly or indirectly, influences the 
corrosion property of the composites. Nevertheless, the 
results show a decrease in the corrosion rate as the basalt 
fiber content is increased in the composite, indicating that 
the basalt fiber does influence the corrosion characteristics 
of the composites. Sharma et al. [32] who obtained similar 
results in glass short fiber reinforced ZA-27 alloy 
composites reported that the corrosion rate decreases with 
the increase in the reinforcement. The glass fiber definitely 
plays a subsidiary role as physical barriers to the initiation 
and developed of pitting corrosion, modifying the 
microstructure of the matrix material, hence improving the 
corrosion.  B. M. Sathish et al. [33], who obtained similar 
results in glass short fiber reinforced Al 7075 alloy 
composites, reported that the corrosion resistance increases 
with the increase in the reinforcement. 

3.3. Microstructural Studies  

Figure 2 shows the micrographs of the microstructure 
of the Al 7075 matrix as well as the composites examined 
by optical microscopy before performing corrosion test. As 
shown in figures, the basalt short fiber was successfully 
dispersed into the Al 7075 matrix. The micrographs 
indicated that the production of bulk MMCs using 
compocasting technique, used in the current study, is 
effective. The results of the microstructure analysis are 
shown in Figure (2a) in both longitudinal and transverse 
orientations, the Al 7075 alloy shows well defined, 
elongated grains. Figure (2b) shows a similar visible grain 
structure, but much of this long grain appears to be sheared 
into shorter section with a greater texture. The basalt short 
fiber distribution was observed and some pores were 
absorbed with 7.5 wt.% Al/basalt short fiber as shown in 
Figure (2c). The composite with 10 wt.% Al/basalt short 
fiber did not induce variations in the fiber size; the fiber 
distribution was fairly uniform in the composites as shown 
in Figure (2d). 
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a)      b) 

 

              
c)      d) 

Figure 2. The microstructure of Al/ basalt short fiber composites containing a) 0 wt.%, b) 2.5 wt.%, c) 7.5 wt.%, d) 10 wt.%  basalt short 
fiber. 

3.4. Corrosion Morphology 

Figure 3 shows a typical SEM of the unreinforced 
matrix alloy, revealing the presence of cracks on the 
surface. Pitting morphology was observed on the surface 
of the specimens after the tests. Small pits, not visible to 
the naked eye, were observed on specimens tested in acidic 
solutions. Inside these pits, the attack was selective along 
certain crystallographic directions. In the case of 
composites, intense localized attacks were seen at the fiber 
matrix interface. Pitting occurred preferentially in 
correspondence with basalt short fiber clusters. It gave rise 
to a few wide pits, which were distributed on the surface of 
the specimen. This was particularly evident by volcano-
shaped pits appeared to be covered with white, thick, flaky 
corrosion product as it was in the case of 10 wt.% of basalt 
short fiber composites. These were seen to develop along 
the grain boundaries, and the crack size and depth 
increased with the addition of basalt fiber. The surface of 
the unreinforced matrix underwent a severe degradation, 
especially along the grain boundaries, providing 

preferential initiation site because of the discontinuity in 
the alloying elements due the changed substrate structures. 
Such a discontinuity would facilitate the passage of 
hydrogen ions to the metal, which once contacted by ions 
would suffer localized corrosion. 

In the case of the composite containing 10% by weight 
of basalt short fiber, in addition to grain boundary attack, 
pitting occurred at the site of fiber dispersed in the matrix. 
The sizes of pits were seen to increase with the addition of 
basalt fiber. Pitting at the sites of the fiber dispersed in the 
matrix was found to be more dominant than the corrosion 
along grain boundaries. Studies of composites immersed 
for the prescribed periods clearly showed localized 
corrosion taking place at the fiber/matrix interface. 
Various researchers [34-36] found that MMCs show 
increased susceptibility to pitting attack when compared to 
non-reinforced alloys voids at the matrix/reinforcement 
interface. Surface and inter porosity of the composites 
tends to increase the interior exposing area of the 
specimens, which may increase the corrosion rate. 
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Figure 3. Shows corroded surface of the a) as cast Al7075 alloy, b) Al/ 5 wt. % of basalt short fiber  and c) Al/ 10 wt.% of basalt short fiber 
composite 
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4. Conclusion 

Based on the systematic study of the corrosion 
characteristics of Al/basalt short fiber the following 
conclusions are made: 

 
• Al 7075/basalt short fiber MMCs were successfully 

fabricated using compo-casting method. 
• Al 7075/basalt short fiber MMCs were found to 

corrode in 1M HCl solution. 
• The corrosion rates of Al 7075/basalt short fiber MMCs 

as well as the matrix alloy were decreased with 
increasing exposure duration. However, increasing the 
weight percent of the basalt fiber tends to decrease the 
corrosion rate of the composite materials. 
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Abstract 

The use of solar energy in thermal desalination processes is one of the most promising applications of renewable energy 

technology. This paper deals with the principle of using solar energy to produce distillate water. The design model contains a 

solar collector that moves in two dimensions to absorb the direct solar energy, a heat exchanger, two multi-effect distillation 

units, and a condenser. This model was simulated under Basra weather conditions for four months in 2012. The results 

showed that the productivity of the proposed desalination system are 5.3, 6.4, 5.3, and 4.4m3/hour for the four months 

March, June, September and December, respectively. Moreover, inclusion of a thermal fluid heat transfer process, inside the 

absorber tubes, has improved the productivity of the system. 
© 2015 Jordan Journal of Mechanical and Industrial Engineering. All rights reserved 
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Nomenclature 

A              Heat transfer area (m2) 

2gA  
Outer side cross section area of glass envelope (m2) 

TA  
Surface area of tube (m2) 

pcC  
Heat capacity of cold fluid (kJ/kg.K) 

phC  
Heat capacity of hot fluid (kJ/kg.K) 

2aD  
Outer side diameter of absorber (m) 

bD  
Bundle diameter (mm) 

gD  
Diameter of glass envelope (m) 

1gD  
Inner side diameter of glass envelope (m) 

sD  
Shell diameter (mm) 

ed  
Equivalent diameter (mm) 

id  
Tube inside diameter (mm) 

od  
Tube outside diameter (mm) 

F  Log mean temperature difference correction factor 

G  Gravitational acceleration (m/s2) 

ih  
Heat transfer coefficient inside tube (W/m2.K) 

idh   
Tube side fouling factor (W/m2.K) 

oh   
Heat transfer coefficient outside tube (W/m2.K) 

odh   
Shell side fouling factor (W/m2.K) 

hj   
Heat transfer factor 

fk   
Thermal conductivity of fluid (W/m.K) 

tK   
Constant 

wk   
Thermal conductivity of tube wall material (W/m.K) 

L   Tube length (m) 

.
cm  

Mass flow rate of cold fluid (kg/s) 

.
hm  

Mass flow rate of hot fluid (kg/s) 

tN   
Number of tube in tube bundle 

1n   
Constant 

P   Pressure (bar) in Eq.( 21 , 26  ) 

Pressure ( KPa  ) in Eq.( 5 ) 

CP   
Critical pressure (bar) 

rP   
Prandtl number 

tP   
Tube pitch (mm) 

.
outQ  

Thermal loss from collector (kJ/s) 

Re   Reynolds number 

1ar   
Inner side radius of absorber (m)  

2ar   
outer side radius of absorber (m) 

1gr   Inner side radius of glass envelope (m) 
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2gr   outer side radius of glass envelope (m) 

S   Dimensionless temperature ratio 

1aT  
Inner side temperature of absorber (K) 

2aT  
Outer side temperature of absorber (K) 

,c inT  
Tube side inlet temperature (K) 

,c outT  
Tube side outlet temperature (K) 

fT  
Temperature of heating transfer fluid (K) 

1gT  Inner side temperature of glass envelope (K) 

2gT  Outer side temperature of glass envelope (K) 

,h inT  
shell side inlet temperature (K) 

,h outT  
shell side outlet temperature (K) 

lmT  
Logarithmic mean temperature difference 

mT  
Mean temperature difference 

wT  
Tube wall temperature  


T  

Temperature evaluation at free stream conditions 

,c int  
Tube side inlet temperature (°C) 

,c outt  
Tube side outlet temperature (°C) 

,h int  
shell side inlet temperature (°C) 

,h outt  
shell side outlet temperature (°C) 

oU   
Overall heat  transfer coefficient based on tube outside 
area (W/m2.K) 

Tu   
Tube side fluid velocity (m/s) 


1g   

Inner side emissivity of glass envelope 


2g   

outer side emissivity of glass envelope 


.opt  Optical Efficiency 

 g  Transmissivity of glass envelope 

 

1. Introduction 

Sustainable Energy describes clean sources of energy 

that has fewer environmental impacts than conventional 

energy generating technologies. Sustainable sources of 

energy include solar, wind, hydro, biomass and 

geothermal. The lack of potable water poses a big problem 

in the arid regions of the world where freshwater is 

becoming more scarce and expensive. The availability of 

clean drinking water is one of the most important 

international health issues today. The growing world 

population, together with increased industrial and 

agricultural activity all over the world, contributes to the 

depletion and pollution of freshwater resources. 

Desalination is one of earliest forms of water treatment, 

still commonly used throughout the world today. 

Desalination is a process that removes dissolved minerals 

from seawater and treated wastewater. A number of 

technologies have been developed for desalination 

including reverse osmosis (RO), distillation, electro 

dialysis and vacuum freezing [1]. Distillation is a method 

of separating mixtures based on difference in their 

volatilities in a boiling liquid mixture. The most common 

method of distillation includes multistage flash (MSF), 

multi effect distillation (MED) and vapor compression 

(VC). In MSF, the feed water is heated and the pressure is 

lowered, so the water “flashes” into steam. In MED, the 

feed water passes through a number of evaporators in 

series. Vapor from one series is then condensed and 

evaporated in the next series to reduce the concentration of 

impurities [1]. 

Kalogirou [2] estimated that the production of 

1000m3/day of freshwater requires 10,000 tons of oil per 

year. This is a significant as it involves a recurrent energy 

expense which few of the water-scarce areas of the world 

can afford. Large commercial desalination plants using 

fossil fuel are used by a number of oil-rich countries to 

supplement the traditional sources of water. People in 

many other countries have neither the money nor the oil 

resources to allow them to develop in a similar manner. 

Problems relevant to the use of fossil fuels could be 

resolved by considering possible utilization of renewable 

energy resources instead of fossil fuels. 

Solar energy has the greatest potential of all the sources 

of the renewable energy and if a small amount of this form 

of energy could be used, it will be one of the most 

important energy supplies, especially when other sources 

in the country have depleted. Solar power is approximately 

equal to 1017 kW and the total demand is 1013 W. 

Therefore, the sun gives 1000 times more power than 

required. If 5% of this energy can be used, it will be 50 

times what the world will require. The energy radiated by 

the sun on a bright sunny day is 4 to 7 kWh per m2 [3]. 

Dai and Zang [4-5] proposed an open-air cycle 

desalination system, in which seawater heated by the sun 

in a collector and then sprayed on the surface of a 

honeycomb wall in the humidifier. The air that became hot 

and humid as it blown through the humidifier led to the 

condensation area between the feed water tubes, where it 

cooled and fresh water condensates in the collection 

container. In order to increase the thermal efficiency, the 

part of the warm seawater that was not picked up by the air 

in the honeycomb collected and led back into the seawater 

tank for another round in the humidification-

dehumidification process. Since the air flowed in a straight 

line, unnecessary pressure losses were avoided. During 

experiments with this desalination system, a freshwater 

gain of 6.2 kg/m2
 

per day was observed for cases when 

solar radiation was 700 W/m2
 

and the operation time was 8 

hours per day. The thermal efficiency of the system was 

estimated to be 85%. 

An interesting study is presented by Chafik [6], where 

the air is heated and humidified in several steps inside a 

simple solar collector, This lead to higher vapour content 

in the air and a lower required airflow rate. Air with an 

initial temperature and specific humidity of 25ºC and 10 g 

vapour/kg dry air, respectively, enters the solar air-heating 

collector. During the first step in the collector, the air is 

warmed to 50ºC and then humidified by sprinklers with 

seawater until the air is approximately saturated.  Due to 

the heat required for the evaporation of the water, the air 

temperature decreases to about the wet bulb temperature of 

23ºC. In the next step, the air again heated to 50ºC and 

then humidified in the same way to vapor content of 28 g 
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vapour/kg dry air. The air temperature goes down to 31ºC. 

During the third step the air is heated to 56ºC and 

humidified to 36 g vapour/kg dry air at 35ºC. 

2. System Description 

As shown in Figure (1) the proposed desalination 

system consists of a solar collector, a steam generator, a 

multi-effect distillation unit (MED) and a condenser. The 

reflective parabolic surface of collector focuses the solar 

direct radiation on the linear absorber. 

The solar radiation is converted to thermal energy, 

which is absorbed by heat transfer fluid (HTF) flow 

through the collectors. The water is pumped from the sea 

through the condenser, where it is heated by energy 

transferred from the warm steam leaving the evaporator[7]. 

The water is then vaporized in the steam generator before 

it flows into the evaporators (MED) due to the absorption 

of heat from HTF out of the collectors. 

3. Mathematical Modeling 

3.1. Solar Collectors Design Equation 

In order to design the solar collector system and predict 

overall system performance, it was necessary to build a 

mathematical model for the parabolic trough solar 

collector. 

In a steady state, the performance of a parabolic trough 

solar collector is described by an energy balance that 

indicates the distribution of incident solar energy into 

useful energy gain, thermal losses, and optical losses. The 

solar radiation absorbed by the receiver, abs Q , on an 

hourly basis is equal to the multiply of direct incident solar 

radiation Idn, the optical efficiency opt, and the cross 

sectional area, Aa 
as shown in Equation(1). The optical 

efficiency of a collector estimated Equation (2), where A is 

the effective area ratio [8]. 

abs a  opt  dnQ =  A  η  I                                                    (1) 

`opt g
op

η = r  τ α A η                                                          (2) 

The thermal loss from the collector to the surroundings 

is calculated by considerable detail heat transfer Equation 

here [8]. 

out abs lossQ = Q -Q                                                                   (3) 

The solar radiation, calculated by Equation (4), is 

absorbed by glass envelope and the absorber tube, the 

energy loss through glass envelope and support structure, 

calculated by Equation (5), is due to convection and 

radiation from glass to surrounding and conduction 

between the absorber and support structure, respectively. 

 
Figure 2. Parabolic Trough Collector with two-axis Tracking 

Surface 

ˆ
SolAbs ig ai i g i

q =  q   α   K +q    τ   α   K                            (4) 
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    (5) 

Where, 

1.5
skyT = 0.0552 T  


                                                              (6) 

 

 
Figure 1. Schematic of the Thermal Solar Distillation system 
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For the outer surface of the glass, the heat gained from 

solar radiation ( ˆ
s

q ) and glass ( ˆ
g

q ) by conduction is equal 

to the heat losses from the outer surface to ambient by 

means of convection ( ˆ
c

q ) and radiation ( ˆ
r

q ), indicated in 

Equation (7). 

ˆ ˆ ˆ ˆ
s g c rq +q = q +q                                                    (7) 

Where, 

s i g i
q =   q   α   Kˆ                                           (7a) 

 
 

g1 g2
g

g2 g1

2 π k T -
ˆ

 T
q = 

ln r / r
       

                                

     (7b) 

 c g g2q  =  π D  h   T  -ˆ  T  


                                 
  (7c) 

4 4

r g2 g2 g2 sky
q  =   σ   A  ε    T - Tˆ  

 
     

(7d) 

For the inner surface of glass, heat  gained from the 

absorber outer surface to the inner surface of glass by 

convection ( ˆ
c,g

q ) and radiation ( ˆ
r,g

q ). It is equal to the 

heat loss by means of the conduction through glass as 

( ˆ
g

q ) shown in Equation (8). 

g c,g r,gq = q + qˆ ˆ ˆ                                         (8) 

Where, 

 
c,g a2 a2 g1

q =   π   D  h  T - Tˆ
                           

      (8a) 

 4 4
a2 a2 g1

r,g
a2

a2 g1 g1

σ π D  T -T
q = 

D1 1
+  - 1

ε D ε

 
 
 
 

                              

     (8b) 

The heat conducted to absorber is equal to the heat 

transferred by convection from absorber to the heat 

transfer fluid shown in Equation (9) [9-14]. 

cond-a conv_fluidq = qˆ ˆ                                          (9)  

Where; 

 
 

a1 a2
cond-a

a2 a1

2 π k   T - T
 q = 

ln r / r
ˆ                          (9a) 

 
conv_fluid h a1 f q =   π  D h   T - Tˆ

         (9b) 

3.2. Heat Exchangers 

Heat exchangers are devices that facilitate the exchange 

of heat between two fluids at different temperatures while 

keeping them from mixing with each other. They are 

commonly used in practices in a wide range of application, 

from heating in household to chemical processing in large 

plants [15]. 

Heat exchangers may be called by other names 

depending upon their specific purpose. Such as, cooler, 

condenser, vaporizer, heater and if two process fluids 

exchange heat, the term heat exchanger is used [16]. 

3.2.1. Calculate Heat Duty: 

According to the first law of thermodynamics, the heat 

transfer across a surface involving phase change is given 

by; 

 
 

c Pc c,out c,in c

. .Q =  m C T - T + m  λ   

 
h Ph h,in h,out h

. .    = m C T - T + m  λ
              (10) 

The rate of heat transfer in a heat exchanger can also be 

expressed in an analogous manner to Newton's law of 

cooling as [15] 

Q = U ATm                                                   (11) 

 In order to have good results, the following 

assumptions must be made: 

 The heat exchanger is at steady state. 

 Each stream has a constant specific heat. 

 The overall heat transfer coefficient is constant. 

 There are no heat losses from the heat exchanger. 

 There is no longitudinal heat transfer in the heat 

exchanger. 

 The flow is counter-current. 

3.2.2. Calculate Logarithmic Mean Temperature 

Difference: 

The logarithmic means of the terminal temperature 

differences [17] is calculated as: 

 

 
   

h,in c,out h,out c,in

lm

h,in c,out

h,out c,in

t - t -  t - t
ΔT LMTD = 

t - t
ln

t - t

 
 
 
 

                (12) 

In design, a correction factor is applied to the Tlm to 

allow for the departure from true countercurrent flow to 

determine the true temperature difference [18] 
Tm = F Tm                                                                               (13) 

 The correction factor is a function of the temperature 

of the fluids and the number of tube and shell passes and is 

correlated as a function of two dimensionless temperature 

ratios [17] 

h,in h,out

c,out c,in

t - t range of shell fluid
R =  = 

t - t range of tube fluid
                

        (14) 

c,out c,in

h,in c,in

t - t range of tube fluid
S =  = 

t - t maximum temperature difference
    (15) 

3.2.3. Choose Shell and Tube Passes 

The single shell pass type is by far the most commonly 

used. The fluid in the tube is usually directed to flow back 

and forth in a number of “passes” through groups of tubes 

arranged in parallel, to increase the length of the flow path, 

In order to give the required tube-side design velocity. 

Exchangers are built with from one to up to about sixteen 

tube passes. 
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3.2.4. Assume an Initial Value for the Overall Heat 

Transfer Coefficient 

There are many typical values for the heat transfer 

coefficient for a various type of heat exchanger which can 

be taken as a trail values for starting a thermal design. 

They are given in Table 1 [19] 

3.2.5. Calculate the Total Area of the Heat Exchanger 

m

Q
A = 

U   ΔT
                                                                             (16) 

3.2.6. Choose Diameter and Length of Tubes 

Tubes diameters are in the range of 16mm to 

50mm.Smaller diameters are preferred because they will 

give a more compact and therefore cheaper heat 

exchanger. Larger tubes will be selected for heavily 

fouling fluids. 

The preferred lengths of tubes for heat exchangers are: 

1.83 m, 2.44 m, 3.66 m, 4.88 m, 6.10 m and 7.32 m. The 

use of longer tubes will reduce the shell diameter which 

will generally result in a lower cost exchanger. The 

optimum tube length to shell diameter will usually fall 

within the range of 5 to 10 [19]. 

3.2.7. Calculate Area of One Tube 

AT =   d0 L             (17) 

3.2.8. Calculate Number of Tube 

Nt = A / AT            (18) 

3.2.9. Select Tube Pitch Arrangement 

The tubes in a heat exchanger are usually arranged in 

an equilateral triangular, square, or rotated square pattern.  

 The triangular and rotated square patterns give higher 

heat-transfer rates and has higher shell side pressure 

drop.  

 A square, or rotated square arrangement, is used for 

heavily fouling fluids. 

Pt = 1.25 d0                                                                       (19) 

3.2.10. Calculate Bundle Diameter 

The bundle diameter will depend not only on the 

number of tubes but also on the number of tube passes 

because spaces must be left in the pattern of tubes on the 

tube sheet to accommodate the pass partition plates. 

11 / n

t
b o 

t

N
D = d

K

 
 
 
 

                                                      (20) 

The values of Nt and Kt constants are given in Table 2 

[19]. 

3.2.11. Calculate the Shell-Bundle Clearance 

The shell diameter must be fit to the tube bundle to 

reduce bypassing round the outside of the bundle. The 

typical values of clearance are given in Figure 19 [19]. It 

will depend on the heat exchanger type. 

Ds = Db + clearance                                                                   (21) 

3.2.12. Calculate Tube Side Heat Transfer Coefficient 

1. Steam Generator:- 

      

   

0.69 0.7 0.17
h = 0.104  P   q 1.8 P / PT C C

1.2 10
+ 4 P / P + 10 P / PC C

[

]

 

              (22) 

2. Multi Effect (MED):- 

 
 

0.25

L L L V
T

L o sat w

κ ρ ρ - ρ g  λ
h = 0.815  

π   d T -T

 

μ  

 
 
 
 

                              (23) 

Where physical properties are at wall temperature 

Tw = Mean Shell Temperature + Mean Tube Temperature 

3. Condenser:- 

  0.8 0.2
T T oh = 4200  1.35 +0.02 t  u / d                    (24) 

3.2.13.  Calculate Shell-side Heat Transfer Coefficient 

1. Steam Generator:- 

  1 / 3
s f e hh = κ / d  j  Re Pr                 (25) 

Where physical properties are at mean shell 

temperature and 

   2 2
e o t od =  1.10 / d   P - 0.917 d  

               

(26)

 

2. Multi Effect (MED):- 

      

   

0.69 0.7 0.17
h = 0.104  P   q 1.8 P / Ps C C

1.2 10
+  4 P / P + 10 P / PC C

[

]

   

              (27) 

3. Condenser:- 

 
 

0.25
3

L L L V
T

L o sat w

κ ρ ρ - ρ g  λ
h = 0.725  

 μ d T -T 

 
 
 
 

                     (28) 

Where physical properties are at wall temperature 

3.2.14. Select Fouling Factors 

Most fluids will foul the heat-transfer surfaces in an 

exchanger duo to the deposition of material which have a 

relatively low thermal conductivity and will reduce the 

overall heat transfer coefficient. The effect of fouling is 

allowed for in design by including the inside and outside 

fouling coefficients,Table 3 [19]. 

Fouling factor for seawater is 2000 W/m2.C 

Fouling factor for water is 4000 W/m2.C 

Fouling factor for HTF is W/m2.C 
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3.2.15.  Calculate the Overall Heat Transfer Coefficient:- 

(
 

 o o i
o i

o o od w id i

d ln d / d1 1 1 1 1
=  +  +  +  d / d + 

U h h 2k h h

 
 
 
 

   (29) 

4. Results and Discussion 

Figures from (3) to (6) show that the absorbed solar 

energy (that absorbed by glass envelope and absorber tube) 

vs. time for a specified day 15th of each month in 2012, 

demonstrated that the value of solar energy that absorbed 

by absorber tube is larger than that absorbed by the glass 

envelope, this is acceptable because the absorbed energy 

depend on the absorptivity and the type of the absorber; 

therefore, when the absorber tube surface supported with 

selective coating, the tube absorbs large amount of energy 

because of the two dimensions parabolic through collector, 

the collector absorbed large amount of solar energy.  

Figures from (7) to (10) explain the related collector 

outlet temperature (that out from solar collector) vs. time, 

and the temperature of heat transfer fluid that leave the 

heat exchanger which calculated through simulation with 

the discussed plant model for a specified day 15th of 

(March, June, September, and December) in 2012. 

Figures (11) to (14) Show the effect of time on the 

value of the overall heat transfer coefficient in four 

different months. It is clear that the value of the overall 

heat transfer coefficient is increasing with time until 12 

PM because with time temperature of HTF will be 

increased, and that because the amount of heat absorbed by 

the absorber tube glass will be increased until 12 PM. 

After 12 PM, temperature of HTF will be decreased with 

time and that because the amount of heat absorbed by the 

absorber tube glass will be decreased with time. The value 

of the overall heat transfer coefficient will be increased 

with time until 12 PM due to the increasing in the amount 

of heat absorbing by the tube glass and vs. versa. 

 Figures (15) to (17) Show the effect of time on 

the production of distillated water. These figures show that 

the production of distillated water will be increased with 

time, since the amount of steam produced from steam 

generator per hour is constant. So the water distillate per 

hour will be constant and the accumulative amount of 

distillated water will be increase with time. 

 The same figures Show the effect of time on the 

overall production of distillated water. These figures show 

that the production of distillated water will be increased 

with time, since the rate of steam produced from each 

effect which will inter the next effect is constant. So the 

rate of water distillate will be constant and the 

accumulative amount of distillated water will be increase 

with time. 

 Figure (18) shows that the large production of 

distillated water was been at June. This is because the hot 

weather of Basra and the long day hours at June, which 

means the amount of heat absorbed by the absorber tube 

glass will be larger than that at March, September and 

December. 
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Figure 3. Absorbed Solar Energy from Collector by Absorber 

Tube & Class Envelope  for 15 March 2012. 
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Figure 4. Absorbed Solar Energy from Collector by Absorber 

Tube & Class Envelope  for 15 June 2012. 
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Figure 5. Absorbed Solar Energy from Collector by Absorber 

Tube & Class Envelope  for 15September 2012. 
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Figure 6. Absorbed Solar Energy from Collector by Absorber 
Tube & Class Envelope  for 15 December 2012. 
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Figure 7. Collector & Heat Exchanger outlet temperature vs. time 

on 15 May 2012 
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Figure 8.  Collector & Heat Exchanger outlet temperature vs. 

time on 15 June 2012 
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Figure 9.  Collector & Heat Exchanger outlet temperature vs. 

time on 15 September 2012 
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Figure 10. Collector & Heat Exchanger outlet temperature vs. 
time on 15 December 2012 
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Figure 11. Shows the change in the values of temperature and 
overall heat transfer coefficient vs. time on March in the first 

effect. 
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Figure 12. Shows the change in the values of temperature and 

overall heat transfer coefficient vs. time on June in the first effect. 
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Figure 13. Shows the change in the values of temperature and 

overall heat transfer coefficient vs. time on September in the first 

effect. 
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Figure 14. Shows the change in the values of temperature and 

overall heat transfer coefficient vs. time on November in the first 

effect. 
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Figure 15. Shows the amount of water produce from first effect 

during four month. 
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Figure 16. Shows the amount of water produce from second 

effect during four month. 
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Figure 17. Shows the amount of water produce from condenser 

during four month. 
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Figure 18. Shows the amount of water produce from the plant 
during four month. 

5. conclusion 

 The ability of using the solar system in the regions 

suffering from water scarcity. The nature of weather in 

Basra city support the ability of using the solar system 

with acceptable rate of production especially during the 

crises or emergency times. 

  The record values of Basra climate conditions (solar 

intensity and outlet temperature of collector) for four 

months have shown a high fluctuation from month to 

month. So the water productivity varied between ( 4.4 - 

6.4 ) m3/hr.  

 The relation between water productivity and solar 

intensity is proportional. 
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Appendix 

 

Table 1. Typical overall coefficients [19], 

 

 

 

Table 2. Fouling factors (coefficients), typical values [19]. 

 

 

 

Table 3. Constants for use in equation 20 [19]. 

 

 

 

Figure 19. Shell-bundle clearance 
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Abstract 

The present paper presents a theoretical study carried out to investigate the temperature field and heat transfer rate from 
the pistons of diesel engines with and without air cavity. The material was removed inside the piston, creating an air cavity. 
This cavity acts as an insulating medium which prevents the heat flow; thus, the need for providing insulation coating on 
piston crown is minimized. The main motive of this is to reduce the weight of the engine and the cost associated with 
thermal barrier coating. A detailed analysis was given for estimating the heat transfer rates to the cooling media and 
temperature field (isothermal distribution) in the piston body of water-cooled engines at different loads with and without air 
cavity. This analysis was done with numerical simulation models using FORTRAN programming. Results indicate that after 
creating an optimized air cavity in the piston, temperature, at all nodal point, decreases, which was presented in the form of 
contour bands and 4% of reduction in heat loss through piston, which leads to a better thermal efficiency. The FEA result 
provides effective theoretical evidence for further improving the pistons’ performance. Additional benefits include 
protection of metal combustion chamber components from thermal stresses and reduced cooling requirements. 
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Nomenclature 

Kx, Ky, Kz           :Thermal conductivity in X, Y and Z 

                                    direction respectively (W/m.K) 

qE  : Heat conduction per unit volume (J/m3) 

ρ  : Density of the material (kg m-3) 

A(e)  : Area of the Element (e) (m2) 

V(e)  : Volume of the Element (e) (m3) 

C   : Specific Heat (W.Kg-1.K-1) 

Ø   : Engine crank angle (o CA) 

e   : Element Number (e) 

E   : Young’s Modulus of Elasticity (N.m-2) 

i, j, k  : Nodal Point Number of an element 

qg  : Heat Generation per Unit Volume (J.m-3) 

rm   : Mean radius (m) 

rij  : Difference Between r Co-ordinates of 

                                  Nodal Point i & j 

sij  : Distance between Nodal Points i & j 

Ns  : Shape factor 

T  : Temperature Variable (K) 

Tα : Surrounding Temperature (K) 

Ts : Surface Temperature (K) 

Hc  : Convective heat transfer coefficient (W.m- 2.K-1) 

χ  : Variational Integral 

χb : Boundary Term of Variational Integral 
χbconv.    : Variational Integral for convective boundary 

χbcont. : Variational Integral for contact boundary 

χk
(e) : Conductive matrix 

[k](e) : Stiffness matrix 

{t}(g)
 : Global temperature 

1. Introduction  

The present scenario of the energy crisis and the 
increasing requirement of internal combustion engines 
with heavy loads has made it necessary to find new ways 
of using petroleum fuel more efficiently in the internal 
combustion engine. To obtain high efficiency, fuel energy 
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is not to be wasted due to heat losses through combustion 
chamber components. One of the most changeling 
components for analysis is the piston due to its 
reciprocating motion. In the diesel engine, almost 30% of 
the fuel energy is wasted due to heat losses through 
combustion chamber components [1]. For an optimum 
design consideration of internal combustion engine, the 
knowledge of heat transfer rate from the working gases to 
the piston and from the wall of combustion chamber is of 
great importance. Heat transfer affects the thermodynamic 
performance of the engine and the result in thermal 
loading imposes a limit on the engine rating. For that 
reason, knowledge of the heat transfer in internal 
combustion engines is important to understand such 
systems [1, 2]. In addition, it is essential for the assurance 
of the stability of the engine components to avoid engine 
body distortions and to improve the engine design related 
to weight and auxiliary energy consumption. In the case of 
the engine piston, such knowledge is necessary to have a 
thorough understanding of heat flux, temperature and the 
distribution of these parameters. Engine heat transfer 
phenomena have been broadly analyzed for many decades 
[3-8]. Numerous mathematical models have been proposed 
including correlations based on dimensional analysis, 
which are widely accepted [7, 8]. In addition, 
Computational Fluid Dynamics (CFD) and/or Finite 
Element Method (FEM) codes, used for heat transfer 
simulations, require the assessment of this temperature to 
provide boundary conditions where convergence is 
attained through an iterative process [9, 10]. Furthermore, 
thermal analyses require the gas-side wall temperature to 
calculate temperature distribution and the thermo-
mechanical behavior of components [11, 12]. 
Thermodynamic analysis of spark ignition engines is 
introduced by implementing temperature dependent 
specific heats [13, 19, 22]; it is found that the constant 
specific heat models can only be used for very small 
temperature variations so far large changes in temperature, 
variable specific heat models should be implemented. 
Understanding the temperature field in parts of internal 
combustion engine is most important in order to discover 
the points of highest thermal stress [14-18]. Further, a 
finite element model of gasoline spark engine was 
successfully developed and simulated and analyzed heat 
transfer during the combustion process, obtaining 
temperature distribution across the major engine 
component [20].  Temperature and the thermal stress field 
of the convention and ceramic coated piston of diesel 
engine were investigated by using the wavelet finite-
element method, ANSYS software [21]. In addition, 
ceramic-coated pistons are being widely used in the 
internal combustion engine to improve the performance of 
the engine. This coating works as an insulating layer that 
reduces heat losses of the internal combustion engine and 
obtains higher efficiency. For a better performance and 
stress distribution over the whole combustion chamber 
components, the optimum coating thickness is found to be 
near 1 mm. It was also found that, with increasing the 

thickness of the coating, top surface temperature of the 
piston increased in a decreasing rate [22, 23]. During 
thermal cycling from room temperature to 1150°C, the 
thermal conductivity and diffusivity of TBC coating 
increase [24]. Other studies showed the effect of thermal 
barrier coatings on diesel engine performance of PZT 
loaded cyanate modified epoxy coated combustion 
chamber [25]. For instance, pistons are very important 
component in a diesel engine blast chamber due to their 
operational conditions. To improve the engine 
performance, most of the studies focused on heat transfer 
analysis with thermal barrier coated piston [26-29]. A new 
trend in the field of the internal combustion engine has 
been taken to make it adiabatic by creating an air cavity 
inside all the parts like cylinder wall, cylinder head and 
engine valves. By creating an air cavity inside the engine 
piston, the weight and cost associated with Thermal 
Barrier Coating (TBC) are minimized.  

The specific objective of this paper is to predict the 
temperature field developed and the heat transfer rate 
through the diesel engine piston, considering the spatial 
variation of heat fluxes with and without the air-cavity and 
compare the behavior of the conventional (without air 
cavity) piston and piston with air cavity under thermal 
loading conditions. This approach is based on energy 
balances theory. 

2. Statement of the Problem 

Due to the depletion of energy at a tremendous rate, the 
present paper investigates the employing of air cavity 
inside the piston, which was found to be a good functional 
solution for the imminent lack of energy. So, this 
investigation is concerned with temperature distribution 
and heat transfer analysis in the piston (with and without 
air cavity) of the AV1 diesel engine, as shown in Figure 1. 
The engine is a single cylinder engine. The compression 
ratios and, consequently, the power and the torque are 
different. Selected technical data for the AV1 engine are 
provided in Table 1. The piston diameter is 75 mm and 
depth is 72 mm while the thickness of cavity in the piston 
is 4 mm and the height is 10 mm. The thickness of the 
piston ring is 10 mm. The thermo physical materials 
properties and heat transfer parameter for four different 
cases of engine loading of the piston are given in Tables 2 
and 3. In Table 3, T and H represent the temperature and 
heat transfer coefficient; subscripts g, w and a represent 
the boundaries of the piston on the gas side (combustion 
chamber), water jacket side, and air side (crank case). 
Using the governing equation and the appropriate 
boundary conditions, the mathematical variational 
statement of the problem was obtained and then a 2-
dimensional finite element model was formulated. With 
the help of these boundary conditions and finite element 
technique, temperature distribution and heat transfer 
analysis over the piston were analyzed by using 
FORTRAN programming. Figure 2 represents the meshed 
piston model with all the boundaries conditions. 
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Figure 1. Model of Diesel Engine Piston 

Table 1. Engine and their specification [26] 

Specification Type Specification Type 

 Cooling  Water-Cooled Engine  Governing  Class"B1" 

 Model  AV1 Power rating 5 hp 

 No. of Cylinders  1 Fuel injection Direct Injection 

Cubic Capacity (ltr)  0.553 Rated Speed (rpm) 1500 

Overall Dimensions of the standard engine 617 X 504 X 843   (L X B X H) 

 

Table 2. Thermo physical properties of metal [26] 

Sr. No. Properties Aluminium Cast iron Steel 

1 Thermal  conductivity (W.m-1.K-1) 175 70 50 

2 Density (Kg.m-3) 2700 7200 7850 

3 Thermal diffusivity (m2 .hr-1) 0.259 0.04563 0.044 

4 Specific Heat (KJ.Kg-1.K-1) 0.8958 0.5860 0.4730 

 

3. Boundary Condition at the Combustion Chamber 
Components 

One of the most fundamental factors in temperature 
prediction at the combustion chamber components is the 
correct application of boundary conditions. This involves 
the ambient temperature and heat transfer coefficients at 
the various areas of the above components. The 
instantaneous values of heat transfer coefficient (hg) and 
temperature (tg) at combustion gas side is a function of 
crank angle (Ø) [2, 3, 5, 11, 17, 18]. Afterwards, the mean 
value of the heat transfer coefficient Hg and the resulting 
gas temperature Tg over the complete four-stroke engine 
cycle are calculated from the formulae given in Ref. [9,18] 
as: 

𝐻𝑔 =
1

Ø0
� ℎ𝑔(Ø)𝑑Ø

Ø0

0
                                       (1) 

𝑇𝑔 =
∫ ℎ𝑔(Ø)tg(Ø)dØ

Ø0
0

∫ ℎ𝑔(Ø)dØ
Ø0

0

              (2)                               

In the present study, the following correlation, which 
was obtained by using the formula given by Eichelberg [9, 
18], was used to predict instantaneous heat transfer 
coefficients. The instantaneous value of heat transfer 
coefficient hg (Ø) on the gaseous face at any crank angle 
(Ø) is obtained from the pressure-crank angle diagram as: 

 

hg (Ø) = 7.64(S) 1.5[Pg (Ø) Tg (Ø)] 0.5 (W m-2 K-1)     (3) 

where 
Pg (ϕ) is gas pressure (N/m2) 
Tg (ϕ) is gas temperature (°C) 
S is mean piston speed (m/s)  

In the thermal analysis, cycle averaged values of 
combustion heat transfer coefficient and combustion 
temperature were used for piston top. Temperature and 
heat transfer coefficient boundary conditions, for all the 
parts of the piston, were determined based on the authors’ 
experience and on literature [18]. The thermal boundary 
conditions consist of applying a convection heat transfer 
coefficient and the bulk temperature, and they are applied 
to the piston crown, piston ring land sides, piston ring 
groove lands, and piston under crown surfaces. The 
temperature and heat transfer coefficients, in the 
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combustion chamber in all the loading condition, were 
identified based on data provided in a previous research 
paper [13, 26]; they are presented in Table 3.The adopted 
heat transfer coefficient on the contact surfaces are Ha  
(heat transfer coefficient at piston under crown surface) = 
174.3 w/m2k, H1 (heat transfer coefficient at ring lands 
and piston skirt upper and lower side) = 290.54w/m2k, H2 
(heat transfer coefficient at ring lands and piston skirt 
contact surfaces) = 20 w/m2k, H3 (heat transfer coefficient 
between piston rings and cylinder wall contact surfaces) = 
38346 w/m2k, H4 (heat transfer coefficient between piston 
and cylinder wall contact surfaces) = 2324w/m2k, Hw (heat 
transfer coefficient through cylinder wall to water) = 
1859.2w/m2k, and temperature on water side (Tw) was 
120°C and on crank case side (Ta) it was 80°C. 

 

4. Finite Element Formulation of Heat Transfer 
Equations 

The variational method constitutes a powerful approach 
to the formulation of an element relationship. In the theory 
of finite element analysis, first, the proper variational 
principle is selected and, then, the function involved is 
expressed in terms of approximate assumed displacements, 
which satisfies the given boundary conditions. Then, by 
minimizing the approximate function, a set of governing 
equations is developed for the whole piston body. 
Computer algorithm and FORTRAN program code are 
developed to solve these equations in order to find the 
unknown parameters, i.e., the temperature and the heat 
flow rate. 

 
Figure 2. Meshed view of Piston Model 

4.1. Heat Transfer Equation for Conduction 

The generalized governing differential equation for 
heat conduction can be represented as [1, 4]: 

𝐾𝛻2𝑇 + 𝑞𝐸 − 𝜌𝐶 𝜕𝑇
𝜕𝑡

= 0                                  (4) 

where, 
K – Thermal conductivity in X, Y and Z direction, 
respectively 

qE – Heat conduction per unit volume 
ρ – Density of the material 
C – Heat transfer capacity of the material 

And in cylindrical co-ordinates, three dimensional 
generalized governing differential equations for heat 
conduction with considering steady state and no internal 
heat generation can be represented as, Eq. (4) which can be 
written as: 

𝛻2𝑇 =
𝜕2𝑇
𝜕𝑟2 +

1
𝑟
�
𝜕𝑇
𝜕𝑟
� +

1
𝑟
�
𝜕2𝑇
𝜕𝜃2� +

𝜕2𝑇
𝜕𝑍2 = 0          (5) 

Let us consider that there are “N” numbers of nodal 
points having temperature t1, t2, t3 …..tn whose values are 
to be determined by the finite element method. Here the 
principle of minimization is used in order to get the 
unknown temperatures. First, the variation integrals are 
differentiated with respect to the corresponding nodal 
points and equated to zero to yield the temperature at that 
point. Let us consider a triangular element having nodes i, 
j, k in anticlockwise direction. Assuming a linear 
polynomial equation of temperature can be represented as; 
𝑡𝑒 = 𝑐1 + 𝑐2𝑟 + 𝑐3𝑧 

 
Let t1, t2, t3 and �ri,zi�, �rj,zj�, �rk,zk� be the 

temperature and (r, z) co-ordinates of an element having 
nodes i, j, k , respectively. 

The variational integral in axis symmetric co-ordinate 
system for heat conduction can be represented as: 

 

𝜒𝐾
(𝑒) =

1
2

(2𝜋𝐾)� �[
𝜕𝑡
𝜕𝑟

]2 + [
𝜕𝑡
𝜕𝑧

]2� 𝑟𝑑𝑟𝑑𝑧
𝐴

          (6) 

Here a linear polynomial is chosen to approximate the 
variation of temperature within an element in terms of the 
temperature at the nodal points of the elements. 
Polynomials are chosen in such a way that maintains 
continuity along the element boundaries. The shape 
function Ni, Nj and Nk are chosen for a particular element 
according to variations of the parameters within the 
elements. The Polynomial, chosen in terms of shape 
function, is given by in Eq. (7): 

𝑡(𝑟, 𝑧) = [𝑁𝐼 𝑁𝐽 𝑁𝐾] �
𝑡𝑖
𝑡𝑗
𝑡𝑘
� = [𝑁](𝑒){𝑡}(𝑒)      (7) 

where the constants are 

𝑁𝑖 = [𝑎𝑖+𝑏𝑖𝑟+𝑐𝑖𝑧]
∆

 ; 𝑁𝑗 = �𝑎𝑗+𝑏𝑗 𝑟+𝑐𝑗 𝑧�
∆

; 

 𝑁𝑘 = [𝑎𝑘+𝑏𝑘𝑟+𝑐𝑘𝑧]
∆

 

𝑎𝑖 = �𝑟𝑗 𝑧𝑘 − 𝑧𝑗 𝑟𝑘�,  𝑎𝑗 = (𝑟𝑘𝑧𝑖 − 𝑧𝑘𝑟𝑖) , 

           𝑎𝑘 = (𝑟𝑖𝑧𝑗 − 𝑧𝑗 𝑟𝑖), 

𝑏𝑖 = �𝑧𝑗 − 𝑧𝑘� ,    𝑏𝑗 = (𝑧𝑘 − 𝑧𝑖) ,    𝑏𝑘 = (𝑧𝑗 − 𝑧𝑖), 
 

 𝑐𝑖 = �𝑟𝑘 − 𝑟𝑗 � ,    𝑐𝑗 = (𝑟𝑖 − 𝑟𝑘) ,    𝑐𝑘 = (𝑟𝑗 − 𝑟𝑖) 
 

Differentiating the above equation (7) with respect to 
co-ordinates (r, z), which is shown in equation (8): 

𝜕𝑡(𝑒)

𝜕𝑟
= [𝑏𝑖 𝑏𝑗 𝑏𝑘]{𝑡}(𝑒) = [𝑏](𝑒){𝑡}(𝑒) 

    

𝜕𝑡(𝑒)

𝜕𝑧
= [𝑐𝑖 𝑐𝑗 𝑐𝑘 ]{𝑡}(𝑒) = [𝑐](𝑒){𝑡}(𝑒) 

           (8)             
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With the help of Eq. (8), the minimization of 
variational integral 𝜒𝐾

(𝑒)  is carried out, which is shown in 

Eq. (9): 

𝜒𝐾
(𝑒) =

1
2

(2𝜋𝐾)��[[𝑏]2{𝑡}{𝑒}]2 + [[𝑐]2{𝑡}(𝑒)]2�𝑟𝑑𝑟𝑑𝑧
𝐴

     (9) 

  
Table 3. Heat transfer parameter for four different cases of engine loading [26] 

Parameter 

Case 4 

(Full Load) 

Case 3 

(3/4 Load) 

Case 2 

(Half Load) 

Case 1 

(No Load) 

Temperature in  oC 

Tg (Gas side) 1000 800 600 400 

Tw (Water side) 120 120 120 120 

Ta (Air side) 80 80 80 80 

Heat transfer coefficients (Gas side, Water side, Air side) (W m-2 K-1) 

Hg (Gas side) 290.5 232.4 174.3 116.2 

Hw (water side) 1859.2 1859.2 1859.2 1859.2 

Ha (Air side) 174.3 174.3 174.3 174.3 

 Heat transfer coefficients between piston, ring and cylinder wall (W m-2 K-1) 

H1 290.5 290.5 290.5 290.5 

H2 

 

20.0 20.0 20.0 20.0 

H3 38346.0 38346.0 38346.0 38346.0 

H4 2324.0 2324.0 2324.0 2324.0 

 
By simplifying the above equation and using delta 

operator function, Eq. (9) can be rewrite as:  

𝜕𝜒𝑘
(𝑒)

𝜕{𝑡}(𝑒) = �2𝜋𝐾𝐴(𝑒)𝑟𝑐��[𝑏](𝑒)𝑡 [𝑏](𝑒)�

+ �[𝑐](𝑒)𝑡 [𝑐](𝑒)�{𝑡}(𝑒) 
           

 (10) 

where   

�𝑟𝑑𝑟𝑑𝑧 = 𝐴(𝑒)𝑟𝑐     𝑟𝑐
𝐴

(𝑚𝑒𝑎𝑚 𝑟𝑎𝑑𝑖𝑟𝑟) =
𝑟𝑖 + 𝑟𝑗 + 𝑟𝑘

3  
           

Let A(e) rc = V(e); where V(e) is the volume of an 
element.  

After putting the value of [b](e), [b](e)t, [c](e) and 
[c](e)t in equation (10), generate the stiffness matrix: 

𝜕𝜒𝑘
(𝑒)

𝜕{𝑡}(𝑒) = �2𝜋𝐾𝑉(𝑒)� ��
𝑏𝑖
𝑏𝑗
𝑏𝑘
� [𝑏𝑖 𝑏𝑗 𝑏𝑘 ]

+ �
𝑐𝑖
𝑐𝑗
𝑐𝑘
� [𝑐𝑖 𝑐𝑗 𝑐𝑘 ]� {𝑡}(𝑒) 

       (11) 

After solving the above equation, the conductive matrix 
becomes: 

𝜕𝜒𝑘
(𝑒)

𝜕{𝑡}(𝑒) = ��
𝑘11 𝑘12 𝑘13
𝑘21 𝑘22 𝑘23
𝑘31 𝑘32 𝑘33

�� �
𝑡𝑖
𝑡𝑗
𝑡𝑘
� = [𝑘](𝑒){𝑡}(𝑒)      (12) 

where [𝑘](𝑒) = stiffness matrix  

4.2. Heat Transfer Equation for Contact Boundary 

The generalized governing differential equation for 
contact boundary can be represented as [4]:  

𝑞𝑐 = 𝐾1 �
𝜕𝑇
𝜕𝑚
�
𝑒

= −𝐾2 �
𝜕𝑇
𝜕𝑚
�
𝑝

            (13) 

where     𝑞𝑐 = ℎ𝑐(𝑇𝑒 − 𝑇𝑝)                                   (14) 
 
Variational formulation for contact boundary between 2 

elements (e) and (p) can be written as: 

𝜒𝑏𝑐𝑏𝑚𝑡 . =
ℎ𝑐
2
� [{𝑡}𝑒 − {𝑡}𝑝]2
𝑟𝑗

𝑟𝑖
2𝜋𝑟𝑑𝑟                   (15)   

Solving it further in a similar fashion as done in the 
conductive boundary, it was found that the contact 
boundary variational integral of heat transfer after 
differentiation, with respect to temperature of contact 
surface that yields a set of linear equations, to be a 
contribution to the global set of equation: 

(𝜕𝜒𝑏𝑐𝑏𝑚𝑡 .)𝑒
𝜕{𝑡𝑟}𝑒 =

2𝜋ℎ𝑐𝑟𝑚𝑟𝑖𝑗
6𝑐𝑏𝑟 𝜃

�
2 −

𝜀
2

1

1 2 +
𝜀
2

� 

                                  *�
{{𝑡𝑟}𝑒 − {𝑡𝑟}𝑝}1
{{𝑡𝑟}𝑒 − {𝑡𝑟}𝑝}2

� 

      

 (16) 

4.3.  Heat Transfer Equation for Convective Boundary 

The generalized governing differential equation for 
heat convection can be represented as [4]: 

−𝐾 �
𝜕𝑇
𝜕𝑚
� = ℎ(𝑇 − 𝑇∞)                                         (17) 

The variational formulation for convective boundary 
can be represented as: 

 

𝛿𝜒𝑏𝑐𝑏𝑚𝑏 . = � −𝐾 �
𝜕𝑇
𝜕𝑚�𝐴

𝛿𝑇𝑑𝛿 = �ℎ(𝑇 − 𝑇∞)
𝐴

𝛿𝑇𝑑𝛿 
  

(18) 

𝛿𝜒𝑏𝑐𝑏𝑚𝑏 . = � −𝐾𝑟 �
𝜕𝑇
𝜕𝑚
�

𝑗

𝑖
𝛿𝑇𝑑𝛿                          (19) 
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where, i and j are the two nodal points of the element of 
side s. 
Let 
𝑟
𝑟 = 𝑐𝑏𝑟 𝜃 , �

𝜕𝑇
𝜕𝑚� = ℎ(𝑡 − 𝑡∞) 𝑎𝑚𝑑 𝑑𝑟 =

𝑑𝑟
𝑐𝑏𝑟 𝜃   

 
𝑇(𝑟) = 𝑁𝑟𝑖 𝑡𝑖 + 𝑁𝑟𝑗 𝑡𝑗 = [𝑁𝑟]{𝑡} 

                        (20) 

where Nsi and Nsj  are the shape factor. 

𝑁𝑟𝑖 =
𝑟𝑗 − 𝑟
𝑟𝑖𝑗

=

�𝑟𝑗 − 𝑟�
𝑐𝑏𝑟 𝜃
𝑟𝑖𝑗
𝑐𝑏𝑟 𝜃

=
�𝑟𝑗 − 𝑟�
𝑟𝑖𝑗

                        (21)      

𝑁𝑟𝑗 =
𝑟 − 𝑟𝑖
𝑟𝑖𝑗

=
(𝑟 − 𝑟𝑖)
𝑐𝑏𝑟 𝜃
𝑟𝑖𝑗
𝑐𝑏𝑟 𝜃

=
(𝑟 − 𝑟𝑖)
𝑟𝑖𝑗

                           (22)                        

With the help of Eqs. (20), (21) and (22), the 
minimization of variational integral for convective 
boundary can be represent as: 

𝜕𝜒𝑏𝑐𝑏𝑚𝑏 .

𝜕{𝑡𝑟} =
2𝜋ℎ
𝑐𝑏𝑟 𝜃

� ([𝑁𝑟]𝑇[𝑁𝑟]{𝑡})
𝑗

𝑖
𝑟𝑑𝑟

−
2𝜋ℎ𝑡∞

𝑐𝑏𝑟 𝜃
� ([𝑁𝑟]𝑇)
𝑗

𝑖
𝑟𝑑𝑟 

         (23) 

 

𝜕𝜒𝑏𝑐𝑏𝑚𝑏 .

𝜕{𝑡𝑟} =
2𝜋ℎ𝑟𝑚𝑟𝑖𝑗

6𝑐𝑏𝑟 𝜃
�
2 −

𝜀
2

1

1 2 +
𝜀
2

� �
𝑡𝑟𝑖
𝑡𝑟𝑗 �

− �(ℎ𝑡∞)1
(ℎ𝑡∞)2

� 

          (24)   

where,  

𝑟𝑚 =
𝑟𝑖 + 𝑟𝑗

2 , 𝑟𝑖𝑗 = 𝑟𝑗 − 𝑟𝑖  , 𝑟𝑗 = 𝑟𝑚 −
𝑟𝑖𝑗
2  , 𝜀 =

𝑟𝑖𝑗
𝑟𝑚

 
 

𝜕𝜒𝑏𝑐𝑏𝑚𝑏 .

𝜕{𝑡𝑟} = [𝐻]𝑟{𝑡}𝑟 − {ℎ𝑡∞}                                  (25) 

5. Temperature Field Calculations 

The prediction of the temperature distribution in the 
piston involves the solution of the heat conduction, contact 
and convection equation with the appropriate boundary 
conditions. For this purpose, the finite-element model of 
piston was considered. These models give satisfactory 
results with a significant computer time economy.  

We can develop the variational integral of heat transfer 
globally with the help of equations (12), (16) and (25), 
which represent in equation (26). 

𝜕{𝑋}𝑔

𝜕{𝑡}𝑔
= [𝐾]𝑔{𝑡}𝑔 + [𝐻]𝑔{𝑡}𝑔 − {ℎ𝑡∞}𝑔 = 0          (26) 

where, ∂{X}g=Variational integral of heat transfer globally 
Let 

 [𝐾](𝑔) + [𝐻]𝑔 = [𝐷]𝑔   
{ℎ𝑡∞}(𝑔) = {𝑉}(𝑔)    

Thus 

[𝐷](𝑔){𝑡}(𝑔) = {𝑉}(𝑔)                                               (27)                     

 {𝑡}(𝑔) = [𝐷𝐼](𝑔){𝑉}(𝑔)                                              (28) 

where 

 [𝐷𝐼](𝑔) = [𝐷](𝑔)−1 ,  {𝑡}(𝑔) =  𝑔𝑔𝑏𝑏𝑎𝑔 𝑡𝑒𝑚𝑝𝑒𝑟𝑎𝑡𝑟𝑟𝑒  

The solution of the reduced steady-state heat 
conduction problem in the r, z coordinate system is found 
through sub-dividing the piston into a number of elements 
and nodes. Every element exists in thermal equilibrium 
with its neighboring elements. After formulating the heat 
transfer equations, a computational code to solve the 
mathematical model through FORTRAN language is 
generated, and the temperature at all the nodes is found. 
Then the temperature field (isothermal distribution curve) 
in the diesel engine piston model is obtained.  

6. Discussion of Results 

As results indicate, the thermal energy is much more 
utilized to generate work output due to air cavity. It 
reduces the weight and cost of the piston because the cost 
associated with thermal barrier coating is reduced on the 
piston crown. This new method should be supported by 
research comprising the application of thermodynamic 
principles and the fundamental equations of heat transfer. 
Here, the finite element analysis is used to obtain 
temperature at all the nodal points. The results of 
calculations carried out are presented in Figures 3-7. 
Figures 3-6 show the temperature field (isothermal 
distribution) and Figure 7 shows the heat flow rate through 
the piston under four different engine thermal loading 
conditions having gas temperatures of 1000°C, 800°C, 
600°C and 400°, respectively, with and without air cavity. 
The continuous lines show the temperature field and the 
heat flow rate for conventional piston, while the dotted 
lines show the temperature field and the heat flow rate for 
the case when there is an air cavity inside the piston. The 
maximum and minimum temperature values are 
determined as 449°C and 110°C at the top and bottom 
surface of conventional piston bowl, respectively. And in 
air cavity piston, the maximum and minimum temperature 
values are determined as 464°C and 111°C at the top and 
bottom surface of the piston bowl, as shown in Table 4. 
Movement of the maximum temperature from the piston 
top surface to the bottom surface of the piston is attributed 
to the fact that the top surface has a relatively larger heat 
transfer coefficient as compared to the bottom surface. 
Since the inner side surface of the piston was voided 
circumferentially with a relatively very low conduction 
coefficient material, i.e., air, so heat transfer was reduced 
considerably to it. Therefore, the top surface temperature, 
as observed, was high as compared to the conventional 
piston. The maximum surface temperature of the base 
metal of the cavity piston is seen to be 464°C. It, as shown, 
increases the combustion chamber temperature of the 
engine. The comparison shows that there is a tendency to 
decrease the heat flow rate in the air cavity piston body. 

To check the validity of the heat transfer model, the 
heat balance approached was adopted. According to the 
principle of the conversion of energy, at a steady state 
condition, the heat entering to the piston from gas side is 
equal to the heat lost to water and air. It was found that the 
temperature, at all the nodal points, was accurate as they 
are satisfying heat flow boundary conditions. Hence, the 
results are meaningful. Initially, the piston was heated at a 
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much higher rate, as the temperature was less. Gradually, 
the temperature increases and as a result of this the heat 
input to it decreases till the steady state condition is 
reached as shown in Figure 7. Figure 7 shows the variation 
in heat gain by the piston from hot gases ‘Qg’, heat lost to 
cooling water ‘Qw’ and heat lost to air ‘Qa’ under four 
different engine thermal loading conditions, for both cases 
with and without air cavity in the diesel piston. It seems 
that piston received the heat from hot gases, which 
increases with the increase in the engine loads. Similarly, 
the heat lost to water, and heat lost to air, also increases 
with the increase in engine loads, as shown in Table 5. In 
Figure 7, it can be observed that the error is very small 
between the heat supplied (Qg) by the combustion gasses 
and the heat rejected to water (Hw) and air sides (Ha). It 
represents a uniform percentage throughout all the tests. 

As expected, for steady state conditions, the heat transfer 
rate increases with engine loading condition, with a 
maximum observed at full load. Here, in the present 
analysis, the heat balance equation is satisfied for all the 
different loading conditions. So it presumed that the 
obtained temperature field and heat flow rate are accurate 
as they are satisfying heat flow boundary conditions. 
Hence, the results are meaningful.  The influence of air 
cavity is shown by the fact that the temperature variation 
in the piston is reduced by the application of this cavity. 
Hence, the air cavity plays an important role in reducing 
the temperature levels of the piston and, thus, reduces the 
thermal stresses, reduces the heat loss through the piston 
and improves the work output. 

 
 

 

Table 4. Maximum and minimum temperature in the engine piston 

 

Conventional Piston Air-cavity piston 

Max. Temp. (°C) Min. Temp. (°C) Max. Temp. (°C) Min. Temp. (°C) 

Case 1 (No Load) 463.769 111.227 449.689 111.288 

Case 2 (Half Load) 345.378 110.760 335.352 110.798 

Case 3 (3/4 Load) 261.291 110.434 254.831 110.459 

Case 4 (Full Load) 188.850 110.155 185.738 110.170 

                 
Figure 3. Temperature field at no load                                            Figure 4. Temperature field at 1/2 load 
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Figure 5. Temperature field at 3/4 load                                                       Figure 6. Temperature field at full load 

 

Table 5. heat flow rates through piston with gas temperature 

Heat Flow rate 
(kW/Hr)  

 

Conventional Piston 
(Without air cavity) 

Air-cavity piston 

No Load Half Load 3/4 Load Full Load No Load Half Load 3/4 Load Full Load 

Qg  5.094 9.797 15.341 23.417 5.298 10.179 15.924 24.354 

Qa  2.605 3.282 4.072 5.198 2.708 3.407 4.231 5.406 

Qw 2.489 6.515 11.268 18.219 2.588 6.762 11.707 18.945 

 

 
Figure 7. Variation of the heat flow rates through piston with gas 

temperature 

7. Conclusion 

The present study indicates that an air cavity applied in 
the piston has the following effects: 
• It decreases the overall body temperature of the piston. 

The values of temperature and thus thermal stress will 
further decrease by increasing the cavity thickness up 
to a certain limit. 

• By the application of this cavity in the piston, the 
reduction in heat loss through the piston is found to be 

nearly 4%. The percentage distribution of heat loss 
through cooling media remains unaffected at low loads 
while it is significantly affected at high loads. 
The temperature and heat transfer are obtained by 

indirect evaluation of the boundary conditions of the 
piston. The variational integral method in FEM presented 
here may be used for other parts of I.C. engines, such as 
the inlet and exhaust valves, cylinder heads, etc. This 
method is a powerful tool for the design engineer when 
used in the early stages of the design of a semi-adiabatic 
engine. In development work, it enables the development 
engineer to narrow the range of the experimental work and 
thus save considerable time and expense. 
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Abstract 

In the present paper, the heatline visualization technique is utilized to understand heat transport path for buoyancy-driven 

flow inside a rectangular porous enclosure saturated with nanofluids. For this purpose, the mass, momentum and energy 

conservation equations are solved numerically adopting a control-volume based computational procedure. Moreover, the 

dimensionless heat function equation is utilized to determine the heat flow pattern inside the enclosure. Computations are 

undertaken for Cu, Al2O3, and TiO2 nanoparticles in the base fluid of water and corresponding results in terms of 

dimensionless distributions of streamlines, isothermal lines, and heatlines as well as numerical values for flow strength and 

the average Nusselt number are compared with those of pure water under different Darcy-Rayleigh numbers. Additionally, 

the consequences of the nanoparticle fraction and the enclosure aspect ratio on the buoyancy-driven flow are analyzed. 

Inspection of the presented results indicates that among Cu-water, Al2O3-water, and TiO2-water nanofluids, the Cu-water 

one produces higher heat transfer rates that is attributed to higher thermal conductivity of the Cu nanoparticles. 
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Nomenclature 
AR aspect ratio of the enclosure 

Cv constant-pressure specific heat  

Da Darcy number 

g gravitational acceleration  

h heat function 

H enclosure height 

k thermal conductivity 

K medium permeability 

L enclosure length 

Nu local Nusselt number 

𝑁𝑢����  average Nusselt number 

Ra Darcy-Rayleigh number 

T temperature  

u,v velocity components in x- and y-directions 

x,y Cartesian coordinates  

X,Y dimensionless coordinates 

Greek symbols 

α thermal diffusivity  

 thermal expansion coefficient  

 
θ dimensionless temperature 

µ dynamic viscosity  

 dimensionless heat function 

ρ density  

ϕ nanoparticle fraction 

ψ stream function (m2s-1) 

𝛹  dimensionless stream function 

Subscripts 

bf base fluid 

C cold 

nf nanofluid 

p nanoparticle 

1. Introduction 

Recent years have witnessed extensive research on 

convective heat transfer of nanofluids in the view of their 

abnormally better thermophysical properties. Thereby, it is 

not surprising to see some previous interests on the 

analysis of buoyancy-driven flow inside nanofluid-

saturated porous enclosures. Sun and Pop [1], Chamkha 

and Ismael [2], Ahmed et al. [3], Rashidi et al. [4], 
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Bourantas et al. [5], Sheremet et al. [6], and Nguyen et al. 

[7] contributed some important findings in this field.  

In spite of this, all the previous investigations on 

nanofluid-saturated porous enclosures were based on 

streamlines and isotherms. Although streamlines can 

adequately explain fluid flow, isotherms may not be 

sufficient for heat transfer analysis since heat flux lines are 

non-orthogonal to isotherms in a convection dominant 

regime. A more vigorous mean for the visualization of heat 

transfer in a two-dimensional convective transport process 

is provided by the distribution of heatlines. The concept of 

heatlines was introduced by Kimura and Bejan [8] as the 

trajectories of flow of heat energy and its use for 

visualization purposes is increasing (e.g., Saleh and 

Hashim [9-10], Basak et al. [11], and Rahman et al. [12]). 

The heatline visualization technique can be employed to 

observe not only path of heat flow but also intensity of 

heat flux at any location of domain for a convection heat 

transfer problem. 

The objective of the present study is to visualize heat 

and fluid flow inside a nanofluid-saturated porous 

enclosure. For this purpose, streamlines, isothermal lines, 

and heatlines are obtained and plotted for enclosures 

saturated with Cu-water, Al2O3-water, or TiO2-water 

nanofluids with different nanoparticle fractions, Darcy-

Rayleigh numbers, and enclosure aspect ratios. Moreover, 

variations of the flow strength and the average Nusselt 

number with these parameters are presented. Based on the 

performed literature survey, this is the first study on the 

application of heat function on buoyancy-driven flows 

inside nanofluid-saturated porous enclosures. 

2. Mathematical Formulation  

An isotropic, homogenous, nanofluid-saturated porous 

enclosure is considered here with water as the base fluid. 

Figure 1 displays a schematic representation of this 

enclosure. Here, the left wall is heated and the right wall is 

cooled. Meanwhile, the horizontal walls are thermally 

insulated. The established flow is considered 

incompressible, Newtonian, and laminar. It is assumed that 

Local Thermal Equilibrium (LTE) exists between the 

nanofluid and the porous medium. The LTE is also 

assumed between the nanoparticles and the base fluid. The 

former is assumed here to be made up of Cu, Al2O3, or 

TiO2.  Except for the density in the body force term in the 

momentum equation for which the Oberbeck-Boussinesq 

approximation is adopted, thermophysical properties of the 

nanoparticles and the base fluid are kept constant with the 

numerical values reported in Table 1. The Darcy model, 

which assumes proportionality between velocity and 

pressure gradient, is used here to simplify the momentum 

equations. This model has been extensively used to study a 

number of fluid mechanics and heat transfer problems 

associated with fluid-saturated porous media (e.g., Duwairi 

et al. [13], Rashidi et al. [14]). With these assumptions, 

governing equations for continuity, momentum, and 

energy take the form of:  

 

∂𝑢

∂x
+

∂𝑣

∂y
= 0, 

              (1) 

 

 

 

Figure 1.  Schematic representation of the porous enclosure. 

Table 1. Thermophysical properties of the nanoparticles and the 

base fluid at 300K. 

Material 

𝐶𝑝  

�𝐽𝑘𝑔−1𝐾−1  
 

𝜌 

�𝑘𝑔𝑚−3  
 

k 

�𝑊𝑚−1𝐾−1  
 

𝛽 × 10−5 

(𝐾−1) 

 

Pure 

water 
4179 997.1 0.613 21 

Copper 
(Cu) 

385 8933 401 1.67 

Alumina 

(Al2O3) 
765 3970 40 0.85 

 

Titaniu
m oxide 

(TiO2) 

686.2 4250 8.9538 0.9 

 

𝑢 = −
𝐾

𝜇𝑛𝑓

𝜕𝑝

𝜕𝑥
, 

                                                                   (2) 

𝑣 =
𝐾𝑔

𝜇𝑛𝑓

�𝜙𝜌𝑝𝛽𝑝 + �1 − 𝜙 𝜌𝑓𝛽𝑓

− 𝜙�1 − 𝜙 (𝜌𝑝 − 𝜌𝑓)(𝛽𝑝

− 𝛽𝑓) �𝑇 − 𝑇𝐶 −
𝐾

𝜇𝑛𝑓

𝜕𝑝

𝜕𝑦
, 

       (3) 

𝑢
𝜕𝑇

𝜕𝑥
+ 𝑣

𝜕𝑇

𝜕𝑦
= 𝛼𝑛𝑓 �

𝜕2𝑇

𝜕𝑥2
+

𝜕2𝑇

𝜕𝑦2
  

     

                        (4) 

Here, x and y are the Cartesian coordinates while u and 

v are the velocity components in the x- and y-directions, 

respectively. T is the temperature, K is the medium 

permeability, p is the pressure, ρ is the density,  is the 

dynamic viscosity,  is the thermal expansion coefficient, 

α is the effective thermal diffusivity, and ϕ is the 

nanoparticle fraction. In the equations above, the 

subscripts p, f, and nf stand for the nanoparticles, the base 

fluid, and the nanofluid, respectively. 
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The effective dynamic viscosity of the nanofluid is 

calculated from the Brinkman model [15]: 

𝜇𝑛𝑓 =
𝜇𝑓

�1 − 𝜙 2.5
,                                                             (5) 

 while the Maxwell-Garnetts model [16] is employed 

for the effective thermal conductivity:  

𝑘𝑛𝑓

𝑘𝑓

=
�𝑘𝑝 + 2𝑘𝑓 − 2𝜙�𝑘𝑓 − 𝑘𝑝 

�𝑘𝑝 + 2𝑘𝑓 + 𝜙�𝑘𝑓 − 𝑘𝑝 
            (6) 

The effective thermal diffusivity of the nanofluid is 

defined as: 

𝛼𝑛𝑓 =
𝑘𝑛𝑓

𝜌𝑛𝑓 𝑐𝑝 ,𝑛𝑓

,              (7) 

with the heat capacitance of the nanofluid being in the 

form of:  

𝜌𝑛𝑓 𝑐𝑝 ,𝑛𝑓 = �1 − 𝜙 𝜌𝑓𝑐𝑝 ,𝑓 + 𝜙𝜌𝑝𝑐𝑝 ,𝑝 .            (8) 
Eliminating pressure terms in the momentum equations by 

applying cross-differentiation yields: 

𝜕𝑢

𝜕𝑦
−

𝜕𝑣

𝜕𝑥
= −

𝐾𝑔

𝜇𝑛𝑓

�𝜙𝜌𝑝𝛽𝑝 + �1 − 𝜙 𝜌𝑓𝛽𝑓

− 𝜙�1 − 𝜙 (𝜌𝑝 − 𝜌𝑓)(𝛽𝑝

− 𝛽𝑓) 
𝜕𝑇

𝜕𝑥
. 

      (9) 

Introducing stream function (i.e.,ψ) as: 

𝑢 =
𝜕ѱ

𝜕𝑦
, 𝑣 = −

𝜕ѱ

𝜕𝑥
,                      (10) 

automatically satisfies the continuity equation. 

Moreover, equations (4) and (9) take the form of  

𝜕2ѱ

𝜕𝑥2
+

𝜕2ѱ

𝜕𝑦2
= −

𝐾𝑔

𝜇𝑛𝑓

�𝜙𝜌𝑝𝛽𝑝 + �1 − 𝜙 𝜌𝑓𝛽𝑓

− 𝜙�1 − 𝜙 (𝜌𝑝 − 𝜌𝑓)(𝛽𝑝

− 𝛽𝑓) 
𝜕𝑇

𝜕𝑥
 

     (11) 

and 

𝜕ѱ

𝜕𝑦

𝜕𝑇

𝜕𝑥
−

𝜕ѱ

𝜕𝑥

𝜕𝑇

𝜕𝑦
= 𝛼𝑛𝑓 �

𝜕2𝑇

𝜕𝑥2
+

𝜕2𝑇

𝜕𝑦2
                (12) 

To obtain dimensionless governing equations, the 

following dimensionless variables are defined: 

𝑋 =
𝑥

𝐿
, 𝑌 =

𝑦

𝐻
, 𝐴𝑅 =

𝐻

𝐿
, 𝛹 =

ѱ

𝛼𝑓

, 

𝛩 =
𝑇 − 𝑇𝐶

𝑇𝐻 − 𝑇𝐶

, 𝑅𝑎 =
𝐾𝑔𝜌𝑓𝛽𝑓�𝑇𝐻 − 𝑇𝐶 𝐻

𝜇𝑓𝛼𝑓

 

         (13) 

Here, AR is the enclosure aspect ratio and Ra is the 

Darcy-Rayleigh number. 

Substituting equation (13) into equations (11) and (12) 

yields: 

𝜕2𝛹

𝜕𝑋2 +
𝜕2𝛹

𝜕𝑌2 = −𝑅𝑎�1 − 𝜙 2.5  �1 − 𝜙  

+ 𝜙�
𝜌𝑝

𝜌𝑓
 �

𝛽𝑝

𝛽𝑓
 

− 𝜙�1 − 𝜙 �
𝜌𝑝

𝜌𝑓
− 1 �

𝛽𝑝

𝛽𝑓

− 1  
𝜕𝛩

𝜕𝑋
 

  (14) 

𝜕𝛹

𝜕𝑌

𝜕𝛩

𝜕𝑋
−

𝜕𝛹

𝜕𝑋

𝜕𝛩

𝜕𝑌
=

𝛼𝑛𝑓

𝛼𝑓

 𝐴𝑅
𝜕2𝛩

𝜕𝑋2

+
1

𝐴𝑅

𝜕2𝛩

𝜕𝑌2
 . 

           (15) 

The dimensionless boundary conditions for the problem 

at hand are: 

𝑋 = 0, 0 < 𝑌 < 1: 𝛹 = 0, 𝛩 = 1,            (16a) 

𝑋 = 1, 0 < 𝑌 < 1: 𝛹 = 0, 𝛩 = 0,        (16b) 

0 < 𝑋 < 1, 𝑌 = 0: 𝛹 = 0,
𝜕𝜃

𝜕𝑌
= 0,         (16c) 

0 < 𝑋 < 1, 𝑌 = 1: 𝛹 = 0,
𝜕𝛩

𝜕𝑌
= 0.         (16d) 

 

The local and the average Nusselt numbers at the hot 

(left) wall are calculated from the following expressions: 

𝑁𝑢 =
ℎ𝐻

𝑘𝑓

= −
𝑘𝑛𝑓

𝑘𝑓

𝐴𝑅 �
𝜕𝛩

𝜕𝑋
 
𝑌=0

,                   (17) 

𝑁𝑢���� =  𝑁𝑢𝑑𝑌
1

0

.                                                  (18) 

Heat Function 

The heat function, defined by Kimura and Bejan [8], 

can be easily generalized to nanofluids problems as: 

−
𝜕ℎ

𝜕𝑥
= 𝜌𝑛𝑓 𝑐𝑝 ,𝑛𝑓𝑣�𝑇 − 𝑇𝐶 − 𝑘𝑛𝑓

𝜕𝑇

𝜕𝑦
,                 (19) 

𝜕ℎ

𝜕𝑦
= 𝜌𝑛𝑓 𝑐𝑝 ,𝑛𝑓𝑢�𝑇 − 𝑇𝐶 − 𝑘𝑛𝑓

𝜕𝑇

𝜕𝑥
,                  (20) 

With h being the heat function.  

Adopting the dimensionless parameters defined by 

equation (13), the dimensionless form of equations (19) 

and (20) take the form of: 

𝜕𝛱

𝜕𝑋
=

𝜌𝑛𝑓 𝑐𝑝 ,𝑛𝑓

𝜌𝑓𝑐𝑝 ,𝑓

𝜃
𝜕𝛹

𝜕𝑋
+

1

𝐴𝑅

𝑘𝑛𝑓

𝑘𝑓

𝜕𝜃

𝜕𝑌
,                       (21) 

 

𝜕𝛱

𝜕𝑌
=

𝜌𝑛𝑓 𝑐𝑝 ,𝑛𝑓

𝜌𝑓𝑐𝑝 ,𝑓

𝜃
𝜕𝛹

𝜕𝑌
− 𝐴𝑅

𝑘𝑛𝑓

𝑘𝑓

𝜕𝜃

𝜕𝑋
,                    (22) 

where  is the dimensionless heat function:  

𝛱 =
ℎ

𝑘𝑓�𝑇𝐻 − 𝑇𝐶 
.                                                  (23) 

Assuming h to be a continuous function to its second-

order derivatives, equations (21) and (22) lead to the 

following second-order differential equation for the 

dimensionless heat function: 

𝜕2𝛱

𝜕𝑋2
+

𝜕2𝛱

𝜕𝑌2
=

𝜌𝑛𝑓 𝑐𝑝 ,𝑛𝑓

𝜌𝑓𝑐𝑝 ,𝑓
�
𝜕

𝜕𝑋
 𝜃

𝜕𝛹

𝜕𝑋
 +

𝜕

𝜕𝑌
 𝜃

𝜕𝛹

𝜕𝑌
  

+  
1

𝐴𝑅
− 𝐴𝑅 

𝑘𝑛𝑓

𝑘𝑓

𝜕2𝜃

𝜕𝑋𝜕𝑌
 

  (24) 

With this definition of the heat function, the positive 

sign of  denotes counter-clockwise heat flow while 

clockwise heat flow is represented by the negative sign of 

. 

The boundary conditions for the dimensionless heat 

function equation can be obtained from the integration of 

equations (21) and (22) along the enclosure boundary that 

yields: 
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0 < 𝑋 < 1, 𝑌 = 0:  𝛱�𝑋, 0 = 𝛱�0,0         (25a)  

0 < 𝑋 < 1, 𝑌 = 1: 𝛱�𝑋, 1 = 𝛱�0,1 ,         (25b) 

𝑋 = 0, 0 < 𝑌 < 1: 

 𝛱�0, 𝑌 = 𝛱�0,0 −  𝐴𝑅
𝑘𝑛𝑓

𝑘𝑓

𝜕𝜃

𝜕𝑋
𝑑𝑌

𝑌

0

= 𝛱�0,0 +  𝑁𝑢. 𝑑𝑌
𝑌

0

, 

       (25c) 

𝑋 = 1, 0 < 𝑌 < 1: 

𝛱�1, 𝑌 = 𝛱�1,0 −  𝐴𝑅
𝑘𝑛𝑓

𝑘𝑓

𝜕𝜃

𝜕𝑋
𝑑𝑌

𝑌

0

= 𝛱�1,0 +  𝑁𝑢. 𝑑𝑌
𝑌

0

 

 (25d) 

An important point in the determination of heat 

function goes back to its reference value. In this study, the 

value of heat function at the origin point is assumed to be 

(0, 0) = 0. 

Solution of equation (24) yields the values of the 

dimensionless heat function for the nodes inside the 

enclosure while drawing of the iso-lines of the heat 

function generates heatlines. 

3. Solution Procedure 

The resulting dimensionless partial differntial equations 

(equations (14), (15), and (24)) are solved simultaneously 

along with the corresponding boundary conditions 

(equations (16) and (25)). For this purpose, a control-

volume based computational procedure is used. The 

governing equations are converted into a system of 

algebraic equations through integration over each control 

volume. The algebraic equations are solved by a line-by-

line iterative method. The method sweeps the domain of 

integration along the x and y axes and uses Tri-Diagonal 

Matrix Algorithm (TDMA) to solve the system of 

equations. The employed FORTRAN code is essentially a 

modified version of a code built and validated in previous 

works [17-19]. The convergence criterion employed is the 

maximum residuals of all variables which must be less 

than 10-5. To obtain a grid suitable for the range of Darcy-

Rayleigh number studied here, a grid independence test is 

performed. It was observed that refinement of grid from 

200 x 200 to 300 x 300 may not change the average 

Nusselt number values more than 1%. Thereby, a 

200 x 200 grid is selected for the current computations.  

4. Simulation Results 

Since this is the first study on the application of heat 

function on buoyancy driven flows inside nanofluid-

saturated porous enclosures, no previous results are 

available for the purpose of validation. Hence, the 

accuracy of the developed code is firstly tested with the 

classical natural convection heat transfer of pure fluid 

(ϕ = 0) in a square porous enclosure with differentially-

heated vertical walls and insulated horizontal walls. 

Accordingly, the obtained numerical values for the 

dimensionless temperature (ϕ) at the adiabatic walls are 

compared with those of Badruddin et al. [20] in Figure 2. 

As can be observed, current results are in excellent 

agreement with previously published works. Additionally, 

the validity of this solver, in the computation of nanofluid 

flows, is examined. For this purpose, natural convection 

heat transfer of Cu-water nanofluid in a triangular 

enclosure is computed and the obtained numerical values 

for the average Nusselt number are compared with those 

given by other authors in Table 2. As can be observed, 

current results are in excellent agreement with previously 

published works. Moreover, contour plots of stream 

function and temperature are almost the same as those 

reported in open literature. They are not, however, 

presented here for the sake of brevity. This provides 

confidence to the developed code for further studies. 

Consequently, in what follows, the code is utilized for the 

analysis of the nanofluid-saturated porous enclosure 

depicted in Figure 1.  

Simulation results in terms of dimensionless distributions 

of streamlines (ψ), isothermal lines (θ), and heatlines  for 

Cu-water, Al2O3-water, and TiO2-water nanofluids in a 

square porous enclosure (i.e., with  AR = 1) are indicated 

in Figure 3 that corresponds to Ra = 10  and ϕ = 0.1. Here, 

the results of the pure water are also provided by the 

dashed lines for comparison. Moreover, numerical values 

of �𝛹𝑚𝑎𝑥 � and 𝑁𝑢����  for each case are illustrated. 

Table 2. Comparison of the average Nusselt number in a 

nanofluid-saturated porous triangular enclosure with previously 

published works. 

 
Ra = 500 Ra = 1000 

ϕ = 0  ϕ = 0.2 ϕ = 0 ϕ =0.2 

Sun and Pop 
[1] 

9.66 9.42 13.9 12.85 

Chamkha and 

Ismael [2] 
9.52 9.44 13.6 12.82 

Present study 9.53 9.41 13.67 12.81 
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Figure 2.  Computed adiabatic wall temperature compared with 

simulation results of Badruddin et al. [20]. 
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 𝛹 𝛩 𝛱 

Cu-water 

�𝛹𝑚𝑎𝑥 �
= 0.551 

𝑁𝑢���� = 1.351 

 

   

 

TiO2-water 

�𝛹𝑚𝑎𝑥 �
= 0.521 

𝑁𝑢���� = 1.285 
 

   

Al2O3-water 

�𝛹𝑚𝑎𝑥 �
= 0.520 

𝑁𝑢���� = 1.333 

 

   

  

Figure 3.  Distributions of streamlines, isothermal lines, and heatlines at 𝑅𝑎 = 10 with 𝜙 = 0.1 and 𝐴𝑅 = 1 (dashed lines 

correspond to pure water with �𝛹𝑚𝑎𝑥 � = 0.725 and 𝑁𝑢���� = 1.067). 

The inspection of the streamlines as well as the 

isothermal lines demonstrates that close to the hot wall 

(i.e., the left wall), the fluid becomes heated and expands. 

This gives rise to an ascending motion. The fluid then 

changes its direction when reaching the neighborhood of 

the adiabatic wall. Thereafter, it releases heat at the cold 

wall (i.e., the right wall), becomes denser, and sinks down. 

These happenings result in the establishment of a closed-

loop for fluid flow which transfers heat from the hot wall 

to the cold wall.  

The combined effect of the fluid circulation and 

temperature distribution on the heat flow inside the 

enclosure is presented by the contour plots of heatlines. It 

is observed that heatlines emanate from hot wall and end 

on the cold wall implying the heat transport between the 

enclosure and its environment with no significant thermal 

mixing inside the enclosure.  

The influence of nanoparticles on the buoyancy-driven 

flow is obvious. It is evident that with addition of the 

particles to the base fluid (i.e., water), the strength of the 

buoyancy-driven flow diminishes up to about 28%. Such 

an observation is in accord with the experimental evidence 

of Putra et al. [21] in non-porous environments and is 

attributed to the fact that densities of the current nanofluids 

are much higher than that of water. In spite of the observed 

decrease in �𝛹𝑚𝑎𝑥 � , one may find up to about 27% 

increase in 𝑁𝑢����  with the particles addition. This is not a 

surprising effect due to the improvement of the thermal 

conductivity in this low-Ra environment.  

To examine this behavior under different Darcy-

Rayliegh numbers, the streamlines, isothermal lines, and 

heatlines for Ra = 100 and Ra = 1000 are plotted in 

Figures 4 and 5, respectively. Comparing the results of 

these figures with those in Figure 3 indicates that, at Ra = 

10, the conduction heat transfer mechanism is dominant 

and the isotherms are nearly parallel to the vertical walls. 

The domination of conduction heat transfer in this low-Ra  

circumstance can also be observed in the heatline pattern 

since no passive area exists. It can be witnessed that with 

the increase in Ra, the flow strength enhances and thereby, 

the isotherms become gradually distorted. This also leads 

to the clustering of the heatlines from the hot to the cold 

wall and generates passive heat transfer area in which heat 

is rotated without having significant effect on heat transfer 

between the walls. Dense heatlines appearing in the 

vicinity of the mid parts of the vertical walls at Ra = 1000  

depict higher heat transfer rates there. It is interesting to 



 © 2015 Jordan Journal of Mechanical and Industrial Engineering. All rights reserved - Volume 9, Number 2 (ISSN 1995-6665) 154 

observe that, with the increase in Ra, the pattern of the 

heatlines approaches to that of the streamlines; this is 

attributed to the domination of the convective mode of 

heat transport. 

The inspection of the numerical values of �𝛹𝑚𝑎𝑥 � and 

𝑁𝑢����  for the current nanofluids and those of pure water at  

Ra =100 demonstrates up to about 16% decrease in 

�𝛹𝑚𝑎𝑥 � and up to about 15% decrease in 𝑁𝑢���� with the 

particles addition. At Ra = 1000; however, these 

diminishments take the values of 8% and 10%, 

respectively. This indicates that, with the increase in the 

Darcy-Rayleigh number, the effect of particles addition 

decreases. 

Comparing the results of the current nanofluids leads 

one to conclude that the Cu-water nanofluid produces 

higher heat transfer rates in all circumstances. This is more 

clearly demonstrated in  Figures 6 and 7 wherein the 

numerical values of the average Nusselt number for the 

three nanofluids in a wide range of nanoparticle fraction 

(0< ϕ <0.2) and Darcy-Rayliegh number (10< Ra <1000) 

are provided. The physical reasoning for this behavior is 

the higher thermal conductivity of the Cu nanoparticles 

(see Table 1) and is in accord with the previous 

observations of Cho et al. [22]. 

 Finally, the effect of enclosure aspect ratio on 

the buoyancy-driven flow is analyzed. To this aim, 

simulation results of AR = 4 are compared with those of 

AR = 1 in Figure 8. The presented results correspond to 

Ra   = 100 and ϕ = 0.1. 

The influence of enclosure aspect ratio on the 

establishment of flow and thermal fields as well as heat 

transport path inside the enclosure is obvious. Comparing 

the numerical values of �𝛹𝑚𝑎𝑥 �  and 𝑁𝑢����   in this Figure 

with those of Figure 4 indicates that with the increase in 

the enclosure aspect ratio, the strength of the buoyancy-

driven flow decreases but the corresponding heat transfer 

rate enhances. The heat transfer enhancement occurs as a 

consequence of increase in the surface area of the non-

adiabatic walls with respect to the adiabatic ones and is 

also observable from the dense heatlines in Figure 8. This 

is more clearly demonstrated in Figure 9 wherein the 

variations of the average Nusselt number with the 

enclosure aspect ratio for the current nanofluids are 

plotted. The figure indicates that in all of the analyzed 

enclosures, the Cu-water nanofluid produces higher heat 

transfer rates. 

 𝛹 𝛩 𝛱 

Cu-water 

�𝛹𝑚𝑎𝑥 �
= 4.189 

𝑁𝑢���� = 2.744 

 

   

 

TiO2-water 

�𝛹𝑚𝑎𝑥 �
= 3.984 

𝑁𝑢���� = 2.581 
 

   

Al2O3-water 

�𝛹𝑚𝑎𝑥 �
= 4.009 

𝑁𝑢���� = 2.621 

 

   

 
 

Figure 4.  Distributions of streamlines, isothermal lines, and heatlines at 𝑅𝑎 = 100 with 𝜙 = 0.1 and 𝐴𝑅 = 1 (dashed lines 

correspond to pure water with �𝛹𝑚𝑎𝑥 � = 4.746 and 𝑁𝑢���� = 3.025).  
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 𝛹 𝛩 𝛱 

Cu-water 

�𝛹𝑚𝑎𝑥 �
= 19.408 

𝑁𝑢����

= 12.055 

 

   

 

TiO2-water 

�𝛹𝑚𝑎𝑥 �
= 18.497 

𝑁𝑢����

= 11.432 

 

   

Al2O3-water 

�𝛹𝑚𝑎𝑥 �
= 18.733 

𝑁𝑢����

= 11.519 

   

  
Figure 5.  Distributions of streamlines, isothermal lines, and heatlines at 𝑅𝑎 = 1000 with 𝜙 = 0.1 and 𝐴𝑅 = 1 (dashed lines 

correspond to pure water with �𝛹𝑚𝑎𝑥 � = 20.071 and 𝑁𝑢���� = 12.697).  
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Figure 6.  Variations of the average Nusselt number with 

nanoparticle fraction for the current nanofluids at Ra = 100 
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Figure 7.  Variations of the average Nusselt number with Darcy-

Rayliegh number for the current nanofluids with ϕ = 0.1  



 © 2015 Jordan Journal of Mechanical and Industrial Engineering. All rights reserved - Volume 9, Number 2 (ISSN 1995-6665) 156 

 𝛹 𝛩 𝛱 

Cu-water 

�𝛹𝑚𝑎𝑥 �
= 2.336 

𝑁𝑢���� = 5.680 

 

   

 

TiO2-water 

�𝛹𝑚𝑎𝑥 �
= 2.209 

𝑁𝑢���� = 5.394 

 

   

Al2O3-water 

�𝛹𝑚𝑎𝑥 �
= 2.205 

𝑁𝑢���� = 5.578 

   

 
 

Figure 8.  Distributions of streamlines, isothermal lines, and heatlines at 𝑅𝑎 = 100 with 𝜙 = 0.1 and 𝐴𝑅 = 4 (dashed lines 

correspond to the same nanofluid but with 𝐴𝑅 = 1).  
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Figure 9.  Effect of enclosure aspect ratio on the average Nusselt 

number at Ra = 100. 

5. Concluding Remarks 

The heatline visualization technique and its application 

to buoyancy-driven flow inside a nanofluid-saturated 

porous enclosure were discussed in the present study. 

Simulation results in terms of dimensionless distributions 

of streamlines, isothermal lines, and heatlines as well as 

numerical values of �𝛹𝑚𝑎𝑥 �  and 𝑁𝑢����  for Cu-water, Al2O3-

water, and TiO2-water nanofluids were compared with 

those of pure water under different Darcy-Rayleigh 

numbers. Additionally, the consequences of the enclosure 

aspect ratio on the buoyancy-driven flow were clarified. 

Inspection of the presented results indicated how the 

establishment of the flow and thermal fields as well as the 

path of heat flow inside the enclosure may be influenced 

by the presence of the nanoparticles. It is found that among 

the current nanofluids, the Cu-water one produces higher 

heat transfer rates that is attributed to higher thermal 

conductivity of the Cu nanoparticles. 
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