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Abstract 

This study attempts to design a more accurate and reliable sales forecasting model for the dairy business, specifically to 

mitigate challenges in Al-Youm Food Company's case. The nature of the dairy business, volatile demand, and the perishable 

nature of their products demand accurate forecasting to help restrict waste and maximize profits. The company is employing 

classic forecasting methods, which failed to capture their sales patterns' complexity. In response to this, a neural network-

based forecasting model was developed and trained through Python machine learning packages using 43 weeks of sales 

history (January - October 2023). The neural network was compared to classic forecasting methods, i.e., exponential 

smoothing and moving averages. The neural network model was found to be more accurate in prediction, having a Root 

Mean Squared Error of 19.68 compared to 20.52 for exponential smoothing and 21.98 for moving average. Similarly, the 

Mean Absolute Percentage Error for the neural network was found to be 27.76%, better than that of exponential smoothing 

(29.33%) and moving average (30.06%). The stability of the model was also verified using training loss and validation loss 

analysis. An extended forecast was developed, forecasting sales between week 44 to week 80. With limitations such as short 

periods of historical data and lack of extraneous variables, it is found that neural networks can be employed to improve sales 

forecasting in the dairy business significantly. The application of this model in Al-Youm Food Company is likely to lead to 

better control of inventory, minimized waste, and higher profits, and even be used as a model for other companies in the 

business to be more efficient and more sustainable in their business in the dairy business. 
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List of Abbreviations 

ANN   Artificial Neural Network 

ARIMA   Autoregressive Integrated Moving Average 

CBR   Case-Based Reasoning 

CNN   Convolutional Neural Network 

DNN   Deep Neural Network 

ES  Exponential Smoothing  

KNN  K – Nearest Neighbor  

LSTM   Long Short-Term Memory 

MA  Moving Average 

MLP   Multi-Layer Perceptron 

RNN   Recurrent Neural Network 

SVM   Support Vector Machines 

YFC  Al Youm Food Company 

1. Introduction 

Any company plan must include sales forecasting as it 

enables organizations to make well-informed decisions on 

resource allocation, revenue estimates, and inventory 

management [1]. However, predicting sales accurately can 

be challenging due to the complexity and variability of 

influencing factors [2].In recent years, sales forecasting 

has been a perfect application area for neural networks 

since it can analyze past sales data along with several 

variables such as seasonality, promotions, economic 

indicators, and consumer behavior. Neural Nets come up 

with very accurate forecasts of future sales volumes using 

data to search for trends and relationships [3].  

The use of neural networks in forecasting sales is a 

relatively new field gaining popularity due to the 

availability of advanced machine learning techniques and 

massive datasets. Neural Networks have been particularly 

effective at being responsive to recent trends, which bodes 

well in many use cases, including those about revenue 

forecasting models [4]. Several types of Neural Networks 

can be applied to sales forecasting, each with its strengths 

and weaknesses: 

 Multi-Layer Perceptron (MLP): The most common and 

simple type of Neural Network [5]. 

 Recurrent Neural Network (RNN): Because they 

consider data from past and present observations, they 

are especially well-suited for time-series forecasting 

[6]. 

* Corresponding author e-mail: eng.sameralabbadi@gmail.com. 
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 Convolutional Neural Network (CNN): While CNNs 

were primarily used for computer vision, they are now 

being used for time-series forecasting [7]. 

Neural Networks offer several advantages over 

traditional forecasting methods. They are capable of 

adapting to changing sales variables and can consider a 

vast dataset of variables. They reveal patterns and 

relationships that traditional methods often overlook, 

resulting in more accurate sales prediction models [8]. 

This study will explore the use of neural networks in 

forecasting sales within an industrial engineering context: 

their training, the factors these networks must consider, 

and how they can be optimized to provide the most precise 

predictions. 

Al Youm Food Company (YFC) relies on conventional 

forecasting methods, such as moving averages, and simple 

exponential smoothing. The methods do not capture YFC's 

sales patterns, which are highly dependent and often non-

linear in nature. From interviews of YFC staff, this 

deficiency results in high waste ratios for a number of its 

products, frequent stock outs, and poor planning. The 

perishable nature of dairy foods, having short shelf lives 

and strict  temperature requirements, highly aggravates the 

forecasting problem. In other words, YFC in Jordan 

encounters significant challenges in accurately forecasting 

its sales due to the intricate and fluctuating factors that 

influence consumer behavior and market trends. 

Conventional forecasting methods often fall short in 

capturing the dynamic nature of sales data, resulting in 

inefficient resource allocation, inadequate inventory 

management, and imprecise revenue projections. This gap 

is therefore filled by the present study, which will explore 

neural networks in sales forecasting at YFC. With the 

inclusion of advanced machine learning, this study will 

review how to develop a more precise and responsive sales 

forecast that will adapt to changes within the food industry 

market. Thus, based on this background, the following are 

the objectives this study aims to achieve: 

 To evaluate the current sales forecasting methods used 

by YFC and identify their limitations 

 To develop a sales forecasting model based on neural 

networks that is tailored to the specific requirements of 

YFC.  

 Additionally, to conduct a comparative analysis of the 

effectiveness of the neural network model as opposed 

to traditional forecasting methods in terms of accuracy 

and responsiveness. 

The research findings are laid out in five all-inclusive 

chapters. Section 1 commences by introducing the 

research, backed by the background of the study, the 

problem statement, and the objectives. Section 2 presents a 

detailed literature review, exploring existing sales 

forecasting methods, the role of neural networks in 

forecasting, and relevant case studies. Section 3 describes 

the methodology, including the research design, data 

collection processes, and the specific neural network 

models and techniques employed. Section 4 focuses on the 

analysis and discussion of results, comparing the 

performance of the neural network model against 

traditional forecasting methods. Finally, Section 5 

concludes the study, summarizing the findings, and 

providing recommendations for implementing the neural 

network model. 

2. Literature review 

2.1. Forecasting types 

The most famous types of forecasting are short-, 

medium- and long-term forecasting. Each type differs 

according to the time, the methodology used, and the 

amount of detail as shown in Table 1. The short forecast 

covers up to one year (12 months), while the medium 

forecast covers from one year to ten years, and the long-

term forecast usually provides forecasts for more than ten 

years. The details of each methodology differ as short-term 

predictions are usually more accurate compared to 

medium- and long-term predictions. The medium forecasts 

use different patterns focusing on the economic and 

demographic impact, while the long-term patterns consider 

the economic and climatic dimensions over the decades 

[9]. 

Table 1. Comparison between short, medium, and long-term 

forecasts [10] 

Category Short-term Medium-term Long-term 

Time 

horizon 

Up to 12 

months 

1-10 years More than 10 

years 

Level of 

detail 

High details Medium Low 

Factors 
Short-term 

trends 

Economic 

Demographic 

Technological 

Global trends 

Forecast 

methods 

Time series 

Regression 

Scenario 

analysis 

Time series 

Regression 

Global 

system 

models 

AI and neural 

networks 

Scenario 

analysis 

Uncertainty Low degree Medium degree 
High 

uncertainty 

2.2. Time-series forecasting methods 

The methodologies of forecasting are widely used in 

various sciences, such as economics, engineering, and 

finance. Time series is a pivot method in forecasting. Time 

series is defined as a regular sequence of recorded values 

within specific periods. The methodology is divided into 

two main parts: the first part seeks to understand the 

pattern of the data, while the second section aims to 

develop a future prediction with the help of the best-fit 

curves [11]. There are two types of time series analyses: 

the univariate, which usually includes a single pattern of 

data recorded over time, such as the hourly energy 

consumption, and the second multivariate, which includes 

a group of variables [12]. 

According to [13] nine popular time-series forecasting 

techniques were used in the field of energy consumption 

which are Artificial Neural Network (ANN), 

Autoregressive Integrated Moving Average (ARIMA), 

Support Vector Machines (SVM), Case-Based Reasoning 

(CBR), Fuzzy time series, grey prediction model, Moving 

Average and Exponential Smoothing (MA & ES), K – 
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Nearest Neighbor prediction method (kNN) and the hybrid 

models. Each of the techniques above gives appropriate 

results according to the nature of the data and the period 

covered. 

Each of the previous time-series techniques has its pros 

and cons that drive researchers to choose it. One of the 

most prominent advantages of the ANN technique is its 

ability to draw the input and output relationships 

accurately, and it can be used in non-linear time series 

analysis. However, the ANN depends on the weight values 

and has a problem with local minimum limits and the 

inability to generalize the results [14]. Regarding the 

ARIMA technique, its advantages include relying on the 

shift of historical data, the ability to improve the efficiency 

of the model with the help of regression, and the existence 

of confidence intervals, on the other hand, generalizing the 

results of the model is difficult, and the ARIMA is not 

suitable for long-term expectations. It does not support 

non-linear data [15]. The SVM is a popular forecasting 

technique that provides a general picture and is suitable for 

long periods. However, the results are not transparent in 

this technique [16]. The CBR is close to human mental 

simulation and does not need to find rules between the 

problem parameters. However, this technique requires 

huge amounts of data and the definition of new aspects. 

The fuzzy algorithm is like the CBR technique in terms of 

closeness to human experience. Moreover, the first can 

help solve uncertainty problems, but it is complex and has 

low stability levels compared to other techniques [17]. 

ARIMA forecasting was applied to various settings. In 

Jordan, [18] recently utilized the approach to forecasting 

energy consumption in Jordan up to 2030. The approach 

had varying MAPE results between 6-22%. However, [19] 

utilized the approach to forecasting social media 

engagement rates based on 2-year data from Facebook and 

Instagram. The approach was effective in predicting the 

behavior of non-linear data with multiple variables 

The grey forecasting approach was developed in the 

1980s and is based on the premise that a small sample of 

data can predict future behaviour. One of the main 

advantages of this model is its ability to predict effectively 

when there is a limited amount of data and to handle it 

with ease. Additionally, this approach is suitable for both 

short-term and long-term analysis. On the downside, the 

gray technique assumes that the data is linear and may not 

yield good results in the presence of seasonal fluctuations 

and trends. It was used to predict the amount of CO2 

emissions in China [20]. In Jordan, [21] utilized system 

dynamics to predict CO2 emissions reduced post-shifting 

to electrification in heavy-duty vehicles. The study 

highlighted the importance of incorporating more factors 

for better long-term forecasting, such as  ICT 

infrastructure, technology maturity and social factors. 

The MA approach is one of the oldest forecasting 

techniques that rely on calculating the average of a set of 

data to obtain future forecasts. One of the advantages of 

the MA method is its ease of computing and 

understanding; furthermore, it can be applied in various 

sciences and used in short- and long-term prediction. On 

the other hand, the MA method is sensitive according to 

the data. It also assumes that the behavior of the past is 

similar to the future, and it ignores the impact of other 

variables in its predictions. ES is another popular 

forecasting technique that depends on weighted averages 

of previous data. The ES is used for short and long 

forecasts, and it allows the scheduling and modification of 

parameters easily for quarterly and seasonal data. The 

disadvantage of the technique includes the ignorance of 

other factors, and it also requires the selection of 

smoothing parameters [22]. 

2.3. Examples of previous work 

Numerous pieces of literature have been presented to 

predict production demand using various models, 

including time series.  

A study titled "Exploring the Use of Deep Neural 

Networks for Sales Forecasting in Fashion Retail", 

although focused on fashion retail, provides valuable 

insights applicable to dairy production forecasting. They 

applied a Deep Neural Network model to predict sales 

volumes using past sales data and other features, such as 

sales promotions and economic indicators. The approach 

was to train a multilayer DNN, letting it model complex 

patterns in the data. The results showed that the method, 

based on the DNN, exceeds the classical approaches, such 

as ARIMA and exponential smoothing, in accuracy and 

adaptability to changes in the market. The study 

exemplifies the practical use of the neural network to 

improve forecasting precision in dynamic and variable 

environments, such as dairy production [3]. 

Another study focused on the dairy industry and was 

titled "Application of Neural Networks to Explore 

Manufacturing Sales Prediction." The authors have 

adapted the RNN model due to its efficiency when the 

forecast is made over a time series and can take into 

account the past and present information simultaneously. 

This study follows the approach by collecting past 

production and sales data from the dairy firm, preparing 

the data with respect to the seasonality and trend effect in 

the data, and training the RNN model. The results obtained 

from this study show that the RNN model improved 

forecasting accuracy significantly compared with the 

classical methods in cases dealing with common seasonal 

fluctuations in the dairy production process. According to 

the obtained results, the study concludes about the 

appropriateness of using neural networks, and in this case, 

especially RNNs, as applicable tools for predicting 

industries with complex and variable production processes 

[4]. 

Another research paper titled, "Predicting the Number 

of Customer Transactions in the Dairy Sector Using 

Stacked LSTM Recurrent Neural Networks" [2], extends 

to the dairy sector. The selected method is through a 

Stacked LSTM network in the RNN framework. This 

method solves the vanishing gradient problem and can 

learn long-term dependencies. Previous background 

information relates to historical sales data, promotional 

activities, and external economic factors. The results 

showed how a stacked LSTM network could provide more 

precise and stable demand forecasts than the traditional 

models, efficiently capturing the seasonal and promotional 

effects that are typical in the dairy sector. This study 

emphasizes the advantages of advanced neural network 

architectures in improving forecasting reliability and 

precision within dairy production. 
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A comparative analysis titled "Recurrent Neural 

Networks for Time Series Forecasting: Current Status and 

Future Directions" included applications in the dairy 

production sector. They compared forecasting 

effectiveness among various methods: ARIMA, 

exponential smoothing, and some neural nets like RNNs 

and CNNs. The developed models were used to check 

forecast accuracy and computational efficiency. This is 

from the past, meaning the production and sales data from 

different dairy companies when checking on the models. 

Their work showed the comparison of RNN and CNN 

models with traditional methods, especially in capturing 

non-linear patterns and adapting to changes in demand that 

come at an unexpected instant. Another work further 

brought evidence supporting the importance of neural 

networks in enhancing demand forecasting in the dairy 

sector [8]. 

Neural networks have been used in Jordan for 

forecasting practices for the major fields of finance, other 

than the peripheral ones of agriculture and production 

industries. This subsection presents the pioneering studies 

and research conducted in this country using neural 

networks for forecasting purposes. A study by [23] aimed 

to explore the application of neural networks in forecasting 

the financial performance of Jordanian banks. The essence 

was to develop a model that could allow the application of 

credits in loan applications. The neural network provided 

the approach used by the researchers. The model was 

trained using historical financial data of various banks in 

Jordan. The results showed that the applied neural network 

model brought significant improvement in the traditional 

statistical method with more accurate and timely 

predictions. 

Recent literature indicates a boost in energy demand 

across the globe, predominantly in the industrial sector, 

due to improvements in technologies. The study [24] was 

focused on Jordan's industrial sector, applying artificial 

neural networks (ANNs) to simulate, analyze, and forecast 

electricity demand. The work analyzed the effects of 

different key variables, such as the number of industrial 

establishments, number of employees, price of fuel and 

electricity, gross output, structural effects, and capacity 

utilization on energy demand. Multiple models of ANN 

were created and compared using different metrics such as 

RMSE, MAPE, and R-squared. The work found that 

number of establishments and number of employees, 

followed by gross output, are the primary drivers of 

electricity demand in Jordan's industrial sector. The 

proposed ANN model was found to be better in prediction 

compared to previous results in the literature.  

Another study utilized ANNs to predict the porosity 

and hardness of novel Al-glass composite materials 

produced via powder metallurgy. Results showed that 

sintering time and percentage of glass influenced these 

properties most. An outstanding predictive accuracy was 

found in a Levenberg-Marquardt-trained ANN, with three 

input variables and one output (up to R-squared of 

99.99%, up to RMSE of 0.007141). The work indicates 

that ANNs can capture sophisticated relationships in 

composite material properties to a great extent, offering a 

significant time and cost-benefit compared to experimental 

approaches [25]. 

The study of [26] aimed to project wheat production in 

Irbid region of Jordan by constructing forecasting models. 

Given the high variability of domestic wheat production, 

the objective was to establish a system for providing early 

information about expected production levels. The 

researchers have formulated linear and log-linear 

prediction functions using accumulated rain in the growing 

season, including special consideration of rain in 

November, December, and January. It has been found that 

early monthly rainfall and the cultivated areas have 

influenced wheat production. At the same time, 

temperature and the number of rainy days have a slight 

influence on wheat production. The findings showed the 

role being played by rainfall; beyond a single millimeter of 

rain in December and January, wheat production 

increased, and the excess amount of wheat production 

contributed by 120 and 111 tons, respectively. In addition, 

the forecast showed that stable wheat production 

projections might be obtained by the end of January, with 

numerous months for economic decisions. 

Newer studies highlighted the role of other 

technologies similar to neural networks, such as artificial 

intelligence (AI), to increase efficiency, produce added 

value, and improve work safety in factories. In the study of 

[27], machine learning and image processing techniques 

were investigated using four architectures of 

Convolutional Neural Network (CNN) (such as ResNet-

152 and Inception) to classify marble slabs. Similarly, [28] 

noted that to remain competitive in the face of rapid 

technological advancements, manufacturing companies 

must adopt cutting-edge technologies. The study 

specifically investigated the impact of integrating supply 

chain partners in the implementation of Industry 4.0 (I4.0) 

technologies on overall competitiveness, showing a 

significant relationship. 

The literature review highlights some applications of 

neural networks and advanced optimization techniques in 

forecasting in various sectors. This study illustrates the 

potential for neural networks to deal with variability and 

uncertainty in sales forecasting and optimize resource 

allocation and strategic planning in dairy production. 

3. Methodology 

3.1. Roadmap 

The study approach involves a structured and 

methodical process designed to address the outlined 

objectives. Figure 1 illustrates the study's step-by-step 

approach, detailing the process from defining the current 

problem to suggesting future improvements to sales 

forecasts. For neural networks, Python was used. 

However, the exponential smoothing and the moving 

average forecasting were performed using Excel. The 

combination of both software facilitates the delivery and 

clarification of the outcome. 

3.2. Data collection and validation 

The primary data source includes UFC's sales figures, 

gathered from various stores in Jordan over 44 weeks 

(between January and October 2023). This longitudinal 
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data collection approach allows for a comprehensive 

analysis of sales patterns and the factors influencing them. 

The study begins with the collection of sales data, 

ensuring that it encompasses a diverse range of store 

locations and product categories. This data is compiled 

into a central database, enabling detailed statistical 

analysis and modelling. Table 2 provides an overview of 

the key variables to be collected and their descriptions. 

Data preprocessing steps are implemented to guarantee 

the integrity and consistency of the dataset with regard to 

handling missing values, normalizing sales data, and 

encoding categorical variables, considering data collection 

added to the research design. We will go on and perform 

exploratory data analysis to bring out the underlying 

pattern and trend of the sales data. Descriptive statistics 

and visualization will be done in order to derive insight 

into the characteristics of the data, showing the various 

relationships that may exist among these variables. We 

will then go on to develop a neural network-based model 

for sales forecasting after we have completed the 

exploratory analysis. This model will be specifically 

designed to capture the complex, non-linear relationships 

present in the sales data. The architecture of the neural 

network will be customized to meet the specific needs of 

YFC, integrating layers and activation functions tailored 

for time-series forecasting. 

Traditional forecasting methods, like exponential 

smoothing with alpha factors of 0.2, 0.35, and 0.5, will 

also be developed to compare the performance of the 

neural network model. Each model will be evaluated in 

terms of accuracy and responsiveness using performance 

metrics such as RMSE, MAPE, and sMAPE." Performance 

metrics are summarized for all models within the 

following table, Table 3. 

Table 2. Key variables and descriptions 

Variable Description 

Store ID Unique identifier for each store 

Product ID Unique identifier for each Al Youm product 

Week The week number, ranging from 1 to 44 

Gross 

Sales 

The total/ cumulative sales in each store per week 

Returns 
The number of returned products due to expiry or 

other conditions 

Net Sales 
The net sales (without the returns) for each product 

in each store per week 

Table 3. Performance metrics for model evaluation 

Metric Description 

RMSE The square root of the average of squared errors 

MAPE 
Average of absolute percentage errors between 

predicted and actual values 

sMAPE 

Average of absolute percentage errors between 

predicted and actual values, normalized by the 

sum of the actual and predicted values 

 
Figure 1. The roadmap of the study 

* NN: Neural network, MA: Moving average, ES: Exponential smoothing 
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3.3. Neural network architecture 

The neural network model designed for this study is a 

multi-layered feedforward network. The architecture 

comprises the following components [29]: 

1. Input Layer: The input layer comprises neurons that 

correspond to the dataset features, such as net sales, 

promotional indicators, seasonal indices, and relevant 

economic indicators. 

2. Hidden Layers: Several hidden layers capture nonlinear 

relationships between data points. Each of the hidden 

layers has an activation function like ReLU (Rectified 

Linear Unit) to give it non-linearity. The number of 

hidden layers and the number of neurons in each layer 

will be determined through hyper parameter tuning. 

3. Output Layer: The output layer consists of a single 

neuron representing the predicted sales value for a 

given week and store-product combination. 

The activation function for the hidden layers is the 

ReLU function (Equation 1), defined as:  

𝑓(𝑥) = max(0, 𝑥)                                                                   (1) 

The Rectified Linear Unit (ReLU) outputs zero for any 

negative input, and outputs the input itself for any positive 

input [30]. This straightforward computation technique 

makes ReLU a popular choice because it helps address the 

vanishing gradient problem that can occur with other 

activation functions such as the sigmoid or tanh. By 

allowing the network to approximate any arbitrary 

function, ReLU enables the learning of complex patterns 

in sales data. Forward propagation refers to the process in 

which the input data passes through the layers of the 

network to eventually output a prediction. At each of the 

layers, the output from any neuron goes through an 

intermediate calculation by the summation of its weighted 

inputs and an activation function applied to the result [31]. 

During forward propagation, the weighted sum of 

inputs for each neuron is calculated, and the activation 

function is applied (as shown in Equations (2 and (3). For 

a neuron 𝑗in layer 𝑙, the output is given by:  

𝑧𝑗
(1)

= ∑ 𝑤𝑖𝑗
(𝑙)𝑛𝑙−1

𝑖=1 𝑎𝑖
(𝑙−1)

+ 𝑏𝑗
(𝑙)

                                   (2) 

𝑎𝑖
(𝑙)

= 𝑓(𝑧𝑖
(𝑙)
)                                                              (3) 

Where: 

𝑤𝑖𝑗
(𝑙)

 is the weight connecting neuron 𝑖in layer 𝑙 − 1 to 

neuron 𝑗 in layer 𝑙 

𝑎𝑖
(𝑙−1)

is the activation of neuron 𝑖in layer 𝑙 − 1 

𝑏𝑗
(𝑙)

is the bias term for neuron 𝑗in layer 𝑙 

𝑓 is the activation function (ReLU in this case) 

The loss function serves to quantify the disparity 

between predicted and actual values, thus guiding the 

training process by indicating the model's performance 

[32]. This enables the adjustment of the neural network's 

weights and biases to reduce errors and enhance prediction 

accuracy. Backpropagation is a crucial algorithm in 

training neural networks. It minimizes the loss function by 

iteratively adjusting the weights and biases. It involves 

computing the gradient of the loss function with respect to 

each weight and bias through the chain rule of calculus 

[33]. This gradient indicates the direction and magnitude 

of the adjustments needed, as shown in Equations (4) and 

(5). 

𝑤𝑖𝑗
(𝑙)

= 𝑤𝑖𝑗
(𝑙)

− η
∂MSE

∂𝑤𝑖𝑗
(𝑙)                                                   (4) 

𝑏𝑗
(𝑙)

= 𝑏𝑗
(𝑙)

− η
∂MSE

∂𝑏𝑗
(𝑙)                                                     (5) 

Where: 

ηis the learning rate 
∂MSE

∂𝑤
𝑖𝑗
(𝑙) is the partial derivative of the loss function with 

respect to the weight 
∂MSE

∂𝑏
𝑗
(𝑙)  is the partial derivative of the loss function with 

respect to the bias 

4. Analysis and discussion of results 

4.1. Conducting initial neural network forecasting 

Utilizing Python, the forecasting model was 

meticulously developed and tested. Initially, the 

forecasting was confined to 13 weeks, from week 31 to 

week 43, serving as a controlled test phase. This timeframe 

was selected based on its recent occurrence, ensuring that 

the model could be validated against known outcomes to 

assess its predictive accuracy rigorously. The forecast for 

the last known 13 weeks is shown in Figure 2. 

 
Figure 2. The initial forecast conducted for training the model and testing its accuracy 
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The historical data, depicted in blue, shows significant 

fluctuations, typical of dairy sales data, due to varying 

factors such as demand changes and supply issues. The 

forecasted data, shown in red, begins at week 31, indicated 

by the dashed line, and closely follows the trends and 

movements of the historical sales data. The initial analysis 

of the alignment suggests that the neural network has 

effectively captured the underlying patterns in the sales 

data. To verify this, a sensitivity analysis was conducted 

before digging into the long-term forecast. 

The Sum of Squared Errors (SSE), totaling 5032.9558, 

and the average squared error per week, calculated as 

387.1504, highlight the aggregate and average 

discrepancies between the forecasted and actual sales 

figures, respectively. The RMSE of 19.6761 further 

quantifies the average magnitude of the forecasting errors, 

as shown in Table 4, providing a more interpretable 

measure of forecast accuracy by adjusting for the scale of 

the data. 

The ANN model's MPE of 11.9179, indicating a mean 

underestimation of sales, is consistent with potential 

limitations of ANNs, discussed in [14], in that weight 

values used in the model and potential local optima can 

lead to skewed estimates. Underestimation is a serious 

supply chain problem that can lead to shortages. The 

MAPE of 27.7591% shows a high variance in model 

accuracy, a finding contrary to results in certain studies of 

better-than-standard ANN performance compared to 

traditional methods ([24], [25]) though in different 

applications (electricity demand forecasting and material 

properties, respectively). The sMAPE of 11.74% gives a 

fair reflection of model performance. As high precision of 

ANNs has been found in certain studies (for instance, up to 

R-squared of 99.99% in forecasting material properties 

[25]), results here point to the challenge in accurately 

forecasting sales in a dynamic system, in keeping with 

complications discussed in studies of using neural 

networks in dairy and retail sales ([3], [2], [4], [8]). The 

variance in precision of forecast here may, as in using time 

series in social media [19], display complexity using a 

single model. 

4.2. Comparison with forecasting methods 

Following the neural network forecasting, exponential 

smoothing forecasting was performed utilizing a 

smoothing constant α = 0.2 (The most optimum with 

comparison to α = 0.35, 0.5, and 0.7). This value 

represents the weight given to the most recent observation 

in the exponential smoothing model, balancing between 

the historical data and the new observations. By applying 

this method, the forecasting model aims to smooth out 

short-term fluctuations and highlight longer-term trends or 

cycles in the dairy sales data. The results of the sensitivity 

analysis for the exponential smoothing forecasting with α 

=0.2 are presented in Table 4. 

The neural network model is more accurate compared 

to exponential smoothing in most of the error metrics, in 

accordance with findings in a number of studies that affirm 

the use of neural networks in forecasting ([3], [4], [8], 

[25]). The neural network's smaller Sum of Squared Errors 

(SSE) and Average SSE per Week point to a more accurate 

and credible forecast over the observed period, in 

accordance with neural networks' ability to learn 

sophisticated patterns, such as in studies applying ANNs in 

sales forecasting and demand forecasting ([3], [4], [8]). 

Especially the neural network's smaller RMSE of 19.676 

compared to that of exponential smoothing's 20.520 also 

bears witness to its higher predictive power, making its 

forecast more accurate to actual sales data. This conforms 

with high accuracy findings in studies applying ANNs in 

forecasting material properties [25] and electricity demand 

[24], though in different application contexts. 

The neural network also exhibits a substantially lower 

MPE, suggesting less bias in the forecast. However, the 

MAPE is slightly lower in the neural network model, 

indicating that, on average, its predictions are closer to 

actual figures compared to those of the exponential 

smoothing model.  

Following the application of neural network and 

exponential smoothing forecasting methods, a moving 

average forecasting method was performed for a 5-period 

interval to further evaluate the sales trends of Al-Youm 

Food Company. The moving average method is a simple 

yet effective technique that smooths out short-term 

fluctuations and highlights longer-term trends by 

averaging sales data over a specified number of periods. 

This method was employed to provide a comparative 

baseline against the more sophisticated forecasting 

techniques previously used. Table 4shows the accuracy 

results of this model. 

Compared to the neural network and exponential 

smoothing methods, the moving average method yields 

higher SSE and average SSE per week, indicating larger 

discrepancies between the forecasted and actual sales 

figures. The RMSE of 21.9847 is higher than the revised 

neural network RMSE but lower than the initial neural 

network and exponential smoothing RMSE values, 

suggesting moderate forecasting accuracy. 

The moving average approach reveals an MPE of 

22.9559, a higher bias towards underestimation compared 

to that of neural networks and exponential smoothing 

models. The underestimation inclination is likely a 

reflection of the moving average's natural deficiency in 

handling sudden changes or complex patterns in the data, 

compared to neural networks in studies [3], [4], and [8]. 

The moving average's MAPE of 30.0628 is higher 

compared to that of a tuned neural setup yet lower 

compared to that of a less-tuned neural setup, a reflection 

of a relatively better absolute percentage error compared to 

a less-tuned setup, yet short of a highly tuned setup as 

indicated in studies [25] and [24]. The symmetric Mean 

Absolute Percentage Error (sMAPE) of 0.1089, slightly 

higher compared to that of exponential smoothing, is a 

fairly balanced performance yet short of that of the neural 

network, affirming the overall superiority of the neural 

network approach in this specific forecasting application. 

The moving average approaches are better compared to 

that of time-series application in the energy sector in line 

with [18] with MAPE results between 6-22%. 
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4.3. Long-term forecasting using neural networks 

Building on the superior accuracy and consistency 

demonstrated by the neural network model in the 

comparative analysis, long-term forecasting was conducted 

to project sales trends from week 44 to week 80. This 

decision was predicated on the neural network's ability to 

capture complex patterns and fluctuations in the sales data, 

as evidenced by its lower error metrics compared to both 

exponential smoothing and moving average methods. 

After conducting thorough training of the neural 

network model with historical sales data and validating its 

performance against the known 13-week period (Weeks 31 

to 43), the model was deployed for extended forecasting. 

The aim of the long-term forecasting (Figure 3) was to 

provide Al-Youm Food Company with a reliable 

projection of future sales, facilitating more strategic 

decision-making and improved inventory management. 

The parameters of the neural network model were 

precisely adjusted during the process of training to be 

highly accurate and resilient, a process in keeping with 

achieving high performance as in other applications of 

ANNs [25, 24]. The model's performance was compared to 

that of the conventional methods (exponential smoothing 

and moving average) using tried metrics: Root Mean 

Squared Error (RMSE), Mean Absolute Percentage Error 

(MAPE), and symmetric Mean Absolute Percentage Error 

(sMAPE). 1 In all of these metrics, better performance was 

shown by the neural network model, beating the usual 

methods in all instances. The consistency of this better 

performance across different error metrics, just as in 

comparative studies in [3], [4], and [8], was a compelling 

reason to use the neural network model in long-term sales 

forecasting, owing to its capability to capture underlying 

patterns better. 

The blue line illustrates the historical sales data, 

demonstrating notable fluctuations and volatility 

characteristic of the dairy industry's sales patterns. The red 

line depicts the forecasted sales data for the validation 

period (Weeks 31 to 43), while the green line represents 

the extended forecast from week 44 to week 80. The 

forecast indicates sustained fluctuations, aligning with 

expected historical sales patterns. The extended forecast 

also shows a cyclic pattern, with peaks and troughs 

occurring on a regular basis, suggesting that sales are 

seasonal. This would be expected in the dairy industry, for 

example, where the seasonality could depend on holidays, 

school terms, or other reasons. By anticipating future sales 

trends, the company can optimize its operations to meet 

expected demand, reducing the risk of overproduction or 

stockouts.

Table 4. The results of the sensitivity measures for the three forecasting methods (Neural networks, exponential smoothing, and moving 

average) 

Metric Symbol Neural Network 
Exponential 

Smoothing 

Moving Average 

Sum of Squared Errors SSE 5032.955754 5473.695679 6283.28 

Avg. SSE per Week 𝑆𝑆𝐸 387.1504426 421.0535138 483.3292308 

Root Mean Square Error RMSE 19.67613891 20.51958854 21.98474996 

Mean Percentage Error MPE 11.91785361 20.18251651 22.9559206 

Mean Absolute Percentage Error MAPE 27.75905891 29.32795618 30.06280181 

Symmetric Mean Absolute Percentage Error sMAPE 0.117425645 0.107285835 0.108881446 

 

Figure 3. The long-term forecast using neural networks 
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4.4. Training and validation loss analysis 

Python's extensive libraries, such as Tensor Flow and 

Keras, facilitate the development and fine-tuning of 

complex neural network architectures. They enable us to 

visualize and analyze the training and validation loss over 

multiple epochs. Figure 4 shows the training and 

validation loss analysis for the neural network forecasting 

model. 

The loss is high at the beginning of the training and 

validation. This is expected since the model is barely 

learning the underlying pattern in the data. The rapid 

decline in both losses within this phase indicates that the 

model adjusts its parameters very fast to suit the data 

better. As the training progresses, both the losses continue 

to decrease, although at a slower rate. Around epoch 200, 

the losses stabilize, indicating that the model is 

approaching an optimal set of parameters. The training 

loss is slightly lower than the validation loss, suggesting 

that the model fits the training data slightly better, but still 

generalizes well to the validation data. 

In the final phase, both the training and validation 

losses are consistently low and stable with minimal 

fluctuations. The stable low validation loss suggests that 

the model has not overfitted the training data and is 

performing well on unseen data. This stability is essential 

for the reliability of the forecasts produced by the model. 

4.5. Discussion of Results 

The results from the neural network model show that 

advanced machine learning techniques are effective in 

predicting complex sales patterns at Al-Youm Food 

Company. The neural network was more accurate and 

reliable than traditional methods like exponential 

smoothing and moving average in both short-term (Weeks 

31 to 43) and long-term (Weeks 44 to 80) forecasting 

scenarios.The training and validation loss analysis 

underscores the neural network's ability to learn and 

generalize from the data without overfitting, as evidenced 

by the convergence of the loss values and their stability 

over numerous epochs. This reliable performance 

highlights the model's capacity to capture underlying sales 

trends and seasonal variations, making it a powerful tool 

for strategic planning and operational management. 

Compared to earlier work that used more fundamental 

linear models or more traditional time series methods such 

as ARIMA [18], exponential smoothing, or moving 

averages [22], the neural network's non-linear nature is a 

significant strength, in line with findings in [3], [4], and 

[8]. While more traditional methods can identify overall 

trends, even cyclical patterns such as those discussed in 

their descriptions, they generally fail to capture the 

complex, multifaceted nature of sales data in the dairy 

business, as highlighted by challenges in applying such 

methods in various forecasting applications [20, 21, 26]. 

The neural network's ability to identify such complex 

relationships, as shown in its better-than-alternative 

performance in various error metrics in this work and also 

in applications such as material property prediction [25] 

and electricity demand forecasting [24], greatly enhances 

forecast precision and credibility. Such ability is a 

fundamental improvement over the linear and less-

dynamic nature of the more traditional methods discussed. 

Applications of neural networks to forecasting have 

been done in other fields in Jordan, thus setting a very 

useful benchmark for this study. For example, a study by 

[23] on the financial performance of Jordanian banks 

presented marked improvements in the accuracy of neural 

network-derived forecasts compared to using traditional 

statistical methods. The study also illustrates that neural 

networks can outperform more traditional methods, such 

as exponential smoothing and moving averages in sales 

forecasting in the dairy industry. Both these  

studies further highlight the excellent capability of the 

neural network in handling complex data patterns and 

providing timely and accurate forecasts, which is crucial 

for any decision-making process. 

 

Figure 4. Training and validation loss calculation 
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A pertinent study [26] examined the projection of 

wheat production in the Irbid region through the 

application of linear and log-linear prediction functions 

based on accumulated rainfall data. Although the study 

utilized straightforward linear models, it underscored the 

necessity of incorporating various influential factors, such 

as rainfall and cultivated areas, into the forecasting model. 

In contrast, our neural network model implicitly captures 

such complex relationships and interactions within the 

sales data, leading to more precise forecasts. This ability to 

handle non-linear relationships and multiple influencing 

factors positions neural networks as a more versatile and 

powerful tool for forecasting in diverse applications. 

To summarize, the "Net Sales Forecast" graph (Figure 

3) depicts the neural network model's forecasting strength 

in forecasting dairy sales, comparing forecasted data to 

historical data of the model. Such precision in forecasting, 

such as the ability to capture short-term patterns, is of 

immense significance in the dairy business, owing to its 

perishable nature of commodities and dynamic demand. In 

comparison to existing attempts in forecasting in Jordan, 

there is a striking contrast. While studies such as [18] 

employed ARIMA models to forecast energy 

consumption, resulting in MAPE between 6-22%, such 

models are intrinsically incapable of grasping non-linear 

patterns. Other studies in Jordan used ANN in other areas, 

such as forecasting wheat production [26], banking 

financial performance [23], material science [25], and 

electricity demands [24], providing avail of neural 

networks' strength in handling non-linear patterns. The 

application of ANNs in forecasting electricity demand in 

Jordan's industrial sector [24] was promising, and our 

work extends such success to the dairy business, proving 

again that neural networks hold the potential to make 

forecasting more accurate in various sectors of the 

Jordanian economy. This is a clear departure from the 

results of more fundamental models, such as system 

dynamics employed to forecast CO2 [21]. 

The findings of this work have practical implications 

for the dairy industry. Proper forecasting of sales is not a 

mere theory; it has a direct bearing on more efficient 

operations, waste reduction, and increased profitability. By 

keeping overstock (which leads to wasteful spoilage of 

perishable dairy products) to a minimum and preventing 

understock (which leads to missed sales and consumer 

dissatisfaction), companies like YFC can streamline their 

supply chain, increase their bottom line, and become more 

competitive in general. Moreover, the approach developed 

in this work, though particular to YFC, is transferable and 

can be applied to other dairy companies that also face a 

similar forecasting issue, making a more efficient and 

more sustainable dairy business in general. Finally, while 

neural networks have been applied to forecasting problems 

in various domains, their application to the specific 

challenges of the dairy industry remains low. 

5. Conclusion 

This study has proved that a neural network-based 

approach is capable of improving sales forecasting 

accuracy in the dairy industries, specifically to address the 

requirements of YFC. The neural network model was 

trained and tested against 43 weeks of historical sales data 

and was found to be a significant improvement over the 

current methods employed by YFC. Quantitatively, the 

model yielded an RMSE of 19.68 compared to 20.52 using 

exponential smoothing and 21.98 using the moving 

average method. Similarly, MAPE using the neural 

network was found to be 27.76% compared to exponential 

smoothing's 29.33% and moving average's 30.06%. This is 

a gain in MAPE of 5.4% over exponential smoothing and a 

gain of 7.7% over the moving average. Such statistically 

significant improvement in forecast accuracy shows that 

the neural network is capable and has future in modeling 

nonlinear, complex patterns in the sales data that existing 

methods failed to capture accurately. 

Thus, the analysis, through a learned and tested model, 

confirmed that seasonality and promotional activities were 

strong factors in affecting sales trends in dairy products, 

which the neural network model argued for well by 

making the forecasts more accurate and actionable. Based 

on findings and insights identified within this present 

study, the following recommendations are made for further 

improvement in YFC's sales forecasting processes: 

 Given the neural network model's demonstrated 

superior performance in forecasting accuracy and 

responsiveness, it is recommended that YFC adopt this 

model as the primary tool for sales forecasting. 

 In order to maintain the accuracy and reliability of the 

neural network model, it is crucial to regularly update 

and retrain it with new sales data.  

 Additionally, incorporating external factors such as 

economic indicators, competitor activities, and market 

trends could further enhance forecasting accuracy. 

 YFC should conduct advanced sensitivity analyses 

regularly to better understand the impact of various 

factors on sales forecasts. 

While this study has demonstrated the effectiveness of 

neural network models in improving sales forecasting for 

YFC, several limitations need to be acknowledged: 

 The main limitation of this study is the relatively small 

dataset, which only includes 43 weeks of sales data. 

This limited data may affect the reliability and 

applicability of the neural network model, especially 

for long-term forecasting purposes. 

 Additionally, the study mainly concentrated on internal 

sales data and did not take into account external factors 

such as economic indicators, market trends, or 

competitor activities. 

 Neural network models are often seen as "black boxes" 

due to their complex architectures. This complexity can 

make it challenging to interpret the model's decision-

making process and understand the specific factors 

driving the forecasts. 

A significant avenue of work in the future is to perform 

a broad comparative analysis of various neural network 

architectures to forecast dairy sales. As this work was 

focused on a specific neural network realization and its 

comparison to existing methods in YFC, comparing other 

architectures like various settings of RNNs, LSTMs, 

GRUs, and CNNs would provide further improvement in 

performance. The comparison would also need to be done 

in terms of predictive precision metrics (RMSE, MAPE) 

but also in terms of computational efficacy, time taken to 

train, and resilience to noisy data.  
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