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Abstract 

The quadcopter controller plays a significant role in autonomous vehicle trajectory tracking and has been extensively 

examined in the literature because it is a highly nonlinear and under-actuated system. This article contributes by methodically 

comparing PID, BSC, IBSC, SMC, and ISMC control algorithms under standardized conditions. The study involves 

implementing these algorithms and optimizing their parameters using a hybrid Flower Pollination Algorithm – Genetic 

Algorithm (FPA-GA). Robust testing scenarios, including mass uncertainty and time-varying disturbances, are employed to 

assess algorithmic performance. The research centers on trajectory tracking-control approaches for highly maneuverable 

Unmanned Aerial Vehicles (UAVs) equipped with four heave thrusters, emphasizing controller stability through Lyapunov 

functions. Theoretical exploration precedes comprehensive numerical simulations, enabling a detailed comparison of the 

efficacy and resilience of the proposed approaches. Results from exhaustive testing reveal the consistent superiority of the BSC 

controller, demonstrating notably low Integral of Time-weighted Squared Error (ITSE) values of 0.1253 and 0.5262 from two 

simulation tests. These findings underscore the practical advantages of the BSC controller in highly dynamic UAV trajectory 

tracking scenarios. 
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1. Introduction 

Quadcopters are among the most commonly used UAVs 

due to their flexibility in performing various duties, 

including search and rescue operations, military missions, 

and agricultural procedures. Furthermore, the quadcopters' 

ability to take off and land vertically, hover in place, exhibit 

exceptional mobility, and demonstrate agility renders them 

adaptable for various duties[1], [2], [3], [4]. The quadcopter 

has gained significant popularity as a subject of study in 

control systems. It serves as an ideal experimental platform 

for studying the characteristics of underactuated-, highly 

nonlinear-, and multiple-input multiple-output (MIMO)-

systems [5], [6], [7], [8]. The quadcopter is considered an 

under-actuated system with six degrees of freedom (three 

translational and three rotational). However, due to having 

only four independent inputs (the speed of each motor), 

there is a significant connection between rotational and 

translational dynamics. Due to their under-actuated 

properties, quadcopters pose a more significant challenge in 

maintaining balance or a desired attitude. Hence, the control 

algorithm design is essential, and developing a more 

accurate dynamic model for a quadcopter is equally 

critical[7], [9]. 

Several control approaches have been suggested to study 

the issue of attitude and altitude control in quadcopters. 

Both linear and nonlinear control techniques are utilized. 

The authors in [7], [9], [10], [11] derived the quadcopter 

mathematical model and employed a linearized optimal 

Proportional-Integral-Derivative (PID) controller to track 

the desired trajectory, while both of the authors in [12], [13] 

used a Linear Quadratic Regulator (LQR) controller. The 

authors in [14], [15], [16], [17] utilized the optimal 

nonlinear Backstepping Controller (BSC), and the authors 

in [18], [19], [20]proposed an optimal Integral 

Backstepping Controller (IBSC) to control the attitude and 

altitude of the quadcopter. The authors in [21], [22], [23] 

suggested the Sliding Mode Controller (SMC), while the 

authors in [24], [25], [26] proposed the Integral Sliding 

Mode Controller (ISMC) for tracking the desired trajectory 

with high robustness. The hybrid intelligent fuzzy-PID 

controller is presented by authors in [27], where the 

bacterial evaluation criterion is implemented to optimize the 

structure for the rule knowledge base.  

From earlier literature, it is evident that the quadcopter 

controller plays a crucial role in tracking the trajectory of 

autonomous vehicles. Numerous researchers have presented 

different control algorithms, evaluated them in certain 

situations, or compared them with only one algorithm. This 

article will derive five controllers: PID, BSC, IBSC, SMC, 
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and ISMC. Then, compare their performances under the 

same conditions and situations. The study will involve 

implementing these algorithms and determining the optimal 

values of their parameters using a hybrid FPA-GA 

algorithm. The control algorithms will be tested under mass 

uncertainty and time-varying disturbances. 

The structure of the remainder of this paper. Section 2 

describes the quadcopter's mathematical model. Section 3 

describes the design of the proposed controllers. Section 4 

presents the optimization algorithm. Section 5 provides a 

presentation and discussion of the simulation results of the 

proposed controllers. Section 6 delivers the concluding 

remarks. 

2. The Quadcopter Mathematical Model 

Figure 1 illustrates a physical UAV featuring four rotors 

in various coordinate frames. The dynamical model of this 

UAV can be mathematically represented as Equation 1 [7], 

[15], [19]. 

 

Figure 1. The quadcopter operates in various coordinate systems. 

{
 
 
 
 
 

 
 
 
 
 𝑥̈ =  (𝑠𝑖𝑛 𝜓 𝑠𝑖𝑛 𝜑 + 𝑐𝑜𝑠 𝜓 𝑠𝑖𝑛 𝜃 𝑐𝑜𝑠 𝜑)

𝑈1

𝑚
 

𝑦̈ = (𝑠𝑖𝑛 𝜓 𝑠𝑖𝑛 𝜃 𝑐𝑜𝑠 𝜑 − 𝑐𝑜𝑠 𝜓 𝑠𝑖𝑛 𝜑) 
𝑈1

𝑚
 

𝑧̈ =  −𝑔 + 
1

𝑚
(𝑐𝑜𝑠 𝜃 𝑐𝑜𝑠 𝜑)𝑈1                       

𝜑̈ =
(𝐽𝑦𝑦−𝐽𝑧𝑧)𝜃̇𝜓̇

𝐽𝑥𝑥
− 𝐽𝑟𝜔𝑟

𝜃̇

𝐽𝑥𝑥
+ 

𝑈2

𝐽𝑥𝑥
                  

𝜃̈ =
(𝐽𝑧𝑧−𝐽𝑥𝑥)𝜑̇𝜓̇

𝐽𝑦𝑦
+ 𝐽𝑟𝜔𝑟

𝜑̇

𝐽𝑦𝑦
+ 

𝑈3

𝐽𝑦𝑦
                 

𝜓̈ =  
(𝐽𝑥𝑥−𝐽𝑦𝑦)𝜑̇𝜃̇

𝐽𝑧𝑧
+ 

𝑈4

𝐽𝑧𝑧
                                     

         (1) 

Where the state variables [𝑥, 𝑦, 𝑧, 𝜑, 𝜃, 𝜓] denote the 

values of the quadrotor output in the inertial frame, while 

(𝑈1, 𝑈2, 𝑈3, 𝑎𝑛𝑑 𝑈4) are the quadcopter control inputs 

(𝑚, 𝑔, 𝐽, 𝐽𝑟 , 𝜔𝑟) represents the mass of the quadcopter, the 

gravitational force, the diagonal inertia matrix of a 

quadrotor, the inertial of rotors, and 𝜔𝑟 is the relative speed 

of rotors. 

The outcomes are derived using the nominal quadcopter 

model's actual parameters, as outlined in Table 1[9]. 

Table 1. The nominal quadcopter mathematical model parameters. 

Parameters values Unit 

𝑚 5.2 𝑘𝑔 

𝑔 9.81 𝑚. 𝑠−2 

𝐽𝑥,𝑦,𝑧 
diag(3.8, 3.8, 7.1) ×

10−3 
𝑘𝑔.𝑚2 

𝑙 0.32 𝑚 

𝐽𝑟 6 ∗ 10−5 𝑘𝑔.𝑚2 

𝑘𝑡 3.13 ∗ 10−5 𝑘𝑔.𝑚 

𝑘𝑚 7.5 ∗ 10−7 𝑘𝑔.𝑚2 

3. The Proposed Controller Design 

 This section presents in-depth structures of four 

controller types that have been put forward (PID, BSC, 

IBSC, SMC, and ISMC). Each is essential to derive six 

quadcopter controllers, one for altitude, two for position, 

and three for attitude, divided into inner and outer loops. 

Each controller regulates a particular position or angle to 

monitor the intended trajectory. In this context, we build the 

issue of holding a single variable in a system, specifically 

focusing on Single Input Single Output (SISO) systems. 

Hence, the overall quadcopter control structure is shown in 

Figure 2. 

To facilitate the design of the quadcopter position 

controller and solve the high coupling between quadcopter 

states, the virtual control action in the outer loop is chosen 

in the following manner, [28]. 
𝑥̈ =  𝑢𝑥
𝑦̈ =  𝑢𝑦
𝑧̈ =  𝑢𝑧

                                                                                        (2) 

The variables 𝑢𝑥, 𝑢𝑦, and 𝑢𝑧 can be replaced by second-

order differential equations that describe the location of the 

UAV, as seen below. 

 
Figure 2. The proposed architecture for the quadcopter control. 
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𝑢𝑥 = (𝑠𝑖𝑛 𝜓 𝑠𝑖𝑛 𝜑 + 𝑐𝑜𝑠 𝜓 𝑠𝑖𝑛 𝜃 𝑐𝑜𝑠 𝜑) 
𝑈1

𝑚
 

𝑢𝑦 = (𝑠𝑖𝑛 𝜓 𝑠𝑖𝑛 𝜃 𝑐𝑜𝑠 𝜑 − 𝑐𝑜𝑠 𝜓 𝑠𝑖𝑛 𝜑)
𝑈1

𝑚
  

𝑢𝑧 = −𝑔 + 
1

𝑚
(𝑐𝑜𝑠 𝜃 𝑐𝑜𝑠 𝜑)𝑈1                       

           (3) 

The angles 𝜑 and 𝜑 for the attitude controller, which will 

be used as reference angles, can be obtained from Equation 

3. Where both of  𝑢𝑥 and 𝑢𝑦 can be divided by 𝑢𝑧 + 𝑔 we 

obtained: 
𝑢𝑥

𝑢𝑧+𝑔
=

𝑠𝑖𝑛𝜓𝑑 𝑠𝑖𝑛 𝜑+ 𝑐𝑜𝑠𝜓𝑑 𝑠𝑖𝑛 𝜃 𝑐𝑜𝑠 𝜑

𝑐𝑜𝑠 𝜃 𝑐𝑜𝑠 𝜑
                            (4)  

𝑢𝑦

𝑢𝑧+𝑔
= 

𝑠𝑖𝑛 𝜓𝑑 𝑠𝑖𝑛 𝜃 𝑐𝑜𝑠 𝜑− 𝑐𝑜𝑠 𝜓𝑑 𝑠𝑖𝑛 𝜑

𝑐𝑜𝑠 𝜃 𝑐𝑜𝑠 𝜑
                          (5) 

By simplifying both Equations (4) and (5) to become: 
𝑢𝑥

𝑢𝑧+𝑔
=

𝑠𝑖𝑛𝜓𝑑 𝑡𝑎𝑛𝜑

𝑐𝑜𝑠 𝜃
+ tan 𝜃 𝑐𝑜𝑠 𝜓𝑑                           (6) 

𝑢𝑦

𝑢𝑧+𝑔
= tan 𝜃 𝑠𝑖𝑛 𝜓𝑑 − 

𝑐𝑜𝑠 𝜓𝑑 𝑡𝑎𝑛𝜑

𝑐𝑜𝑠 𝜃
                           (7) 

From both Equations (6) and (7), we can find tan𝜑 as 

follows: 

𝑡𝑎𝑛 𝜑 =
(

𝑢𝑥
(𝑢𝑧+𝑔)

−tan𝜃 𝑐𝑜𝑠 𝜓𝑑)∗𝑐𝑜𝑠 𝜃

𝑠𝑖𝑛𝜓𝑑
                             (8) 

𝑡𝑎𝑛 𝜑 =
(tan𝜃 𝑠𝑖𝑛𝜓𝑑−

𝑢𝑦
(𝑢𝑧+𝑔)

)∗𝑐𝑜𝑠 𝜃

𝑐𝑜𝑠 𝜓𝑑
                              (9) 

From both Equations (8) and (9), we obtained the 

following: 

𝜃𝑑 = tan
−1(

𝑢𝑥

(𝑢𝑧+𝑔)
𝑐𝑜𝑠 𝜓𝑑 + 

𝑢𝑦

(𝑢𝑧+𝑔)
 𝑠𝑖𝑛 𝜓𝑑)         (10) 

To determine the value of 𝜑𝑑, one may employ either 

Equation 8 or Equation 9. Upon analysis of these equations, 

it is evident that they are equal. However, it should be noted 

that the equations become indeterminate for some values of 

𝜓𝑑, namely 𝑐𝑜𝑠 𝜓𝑑 = 0  when (𝜓𝑑 = ±
𝜋

2
) or 𝑠𝑖𝑛𝜓𝑑 = 0 

when (𝜓𝑑 = 0 𝑜𝑟 𝜓𝑑 = 𝜋). To solve these singularities, a 

threshold is introduced so that one Equation or the other can 

be used to avoid these singularities. Consequently, the 

computation of the desired roll angle (𝜑𝑑) adheres to the 

following rule: 

{
 
 
 
 

 
 
 
 𝑖𝑓 ((|𝜓𝑑| <

𝜋

4
  𝑎𝑛𝑑 |𝜓𝑑| >

7𝜋

4
) 𝑜𝑟             

 (|𝜓𝑑| >
3𝜋

4
  𝑎𝑛𝑑 |𝜓𝑑| <

5𝜋

4
))        

𝜑𝑑 = tan
−1(

(tan𝜃 𝑠𝑖𝑛 𝜓𝑑−
𝑢𝑦

(𝑢𝑧+𝑔)
)∗𝑐𝑜𝑠 𝜃

𝑐𝑜𝑠 𝜓𝑑
 )       

𝑒𝑙𝑠𝑒                                                                     

𝜑𝑑 = tan−1(
(

𝑢𝑥
(𝑢𝑧+𝑔)

−tan𝜃 𝑐𝑜𝑠 𝜓𝑑)∗𝑐𝑜𝑠 𝜃

𝑠𝑖𝑛𝜓𝑑
)        

         (11) 

Finally, the following Equation determines the total 

lifting force 𝑈1 calculation. 

𝑈1 =
(𝑢𝑧+𝑔)∗𝑚

cos𝜑 cos𝜃
                                                               (12) 

The presence of a singularity in the thrust force 𝑈1 is 

evident when the roll angle (𝜑) is equal to (±
𝜋

2
) or when the 

pitch angle (𝜃) is equal to (±
𝜋

2
). This singularity occurs 

when the quadrotor is positioned perpendicular to the 

ground. One potential solution for addressing this issue is 

the implementation of angle saturation, which prevents the 

system from approaching non-safety extreme angles. 

Before developing the suggested controller, it is 

essential to consider that all implemented controllers will be 

designed with a low pass filter on the derivative components 

to mitigate the impact of measurement noise [29]. The 

absence of a filter in the derivative term might potentially 

lead to the amplification of noise signals in the output of the 

controller, resulting in a loss of control. Equation 2 

represents the transfer function of a conventional derivative 

term lowpass filter [30]. 

𝐺(𝑠)𝐿.𝑓 =
𝑁

𝑠+𝑁
                                                          (13) 

Where the N is the frequency corner is ranged between 

(10-100). 

3.1. Classical PID Controller 

The PID controller is a widely extensively studied 

control algorithm in several applications. The system is 

comprised of three components, namely proportional, 

integral, and derivative actions. Using proportional terms in 

a control system leads to a decrease in the rise time of the 

response. On the other hand, including integral 

terms enhances the system's capacity to minimize steady-

state error. Additionally, the incorporation of derivative 

action serves to reduce overshoot and increase the stability 

margin. Equation 14 [9], [10], [11],  [31]denotes the 

standard PID controller. 

𝑈(𝑡)𝑃𝐼𝐷 = 𝐾𝑃𝑒(𝑡) + 𝐾𝐼 ∫𝑒(𝑡) + 𝐾𝐷
𝑑𝑒(𝑡)

𝑑𝑡
           (14) 

Where the three gains determine the effects of 

proportional, integral, and derivative actions 𝐾𝑃 , 𝐾𝐼, and 

𝐾𝐷, respectively. The equations of PID control action are 

derived from Equation 14 as follows: 

{
 
 
 
 

 
 
 
 𝑢𝑧 = 𝐾𝑃𝑧𝑒𝑧(𝑡) + 𝐾𝐼𝑧 ∫𝑒𝑧(𝑡)𝑑𝑡 + 𝐾𝐷𝑧  

𝑑𝑒𝑧(𝑡)

𝑑𝑡
  

𝑢𝑥 = 𝐾𝑃𝑥𝑒𝑥(𝑡) + 𝐾𝐼𝑥 ∫ 𝑒𝑥(𝑡)𝑑𝑡 + 𝐾𝐷𝑥  
𝑑𝑒𝑥(𝑡)

𝑑𝑡

𝑢𝑦 = 𝐾𝑃𝑦𝑒𝑦(𝑡) + 𝐾𝐼𝑦 ∫ 𝑒𝑦(𝑡)𝑑𝑡 + 𝐾𝐷𝑦  
𝑑𝑒𝑦(𝑡)

𝑑𝑡

𝑈2 = 𝐾𝑃𝜑𝑒𝜑(𝑡) + 𝐾𝐼𝜑 ∫ 𝑒𝜑(𝑡)𝑑𝑡 + 𝐾𝐷𝜑  
𝑑𝑒𝜑(𝑡)

𝑑𝑡

𝑈3 = 𝐾𝑃𝜃𝑒𝜃(𝑡) + 𝐾𝐼𝜃 ∫ 𝑒𝜃(𝑡)𝑑𝑡 + 𝐾𝐷𝜃  
𝑑𝑒𝜃(𝑡)

𝑑𝑡

𝑈4 = 𝐾𝑃𝜓𝑒𝜓(𝑡) + 𝐾𝐼𝜓 ∫ 𝑒𝜓(𝑡)𝑑𝑡 + 𝐾𝐷𝜓  
𝑑𝑒𝜓(𝑡)

𝑑𝑡

      (15) 

3.2. Backstepping Controller (BSC) 

The fundamental concept of backstepping is partitioning 

the system into many interconnected subsystems arranged 

in a cascade configuration. Control laws are subsequently 

formulated for each subsystem in a cascading design, 

developing a comprehensive control rule for the system[15], 

[32], [33]. 

To design the altitude control action, we must follow the 

following steps: 

 Step 1: define the z-error between the reference and 

actual altitudes. 

𝑒𝑧1 = 𝑧𝑑 − 𝑧                                                               (16) 

From taking the first Lyapunov function as: 

𝑉𝑧1 = 
1

2
 𝑒𝑧1

2                                                              (17) 

The derivative Equation for the first Lyapunov function 

is: 

𝑉̇𝑧1 = 𝑒𝑧1𝑒̇𝑧1                                                              (18)  

Where the z-error derivative can be defined as: 

𝑒̇𝑧1 = 𝑧̇𝑑 − 𝑧̇                                                               (19) 

By choosing the 𝑒̇𝑧1 = −𝑎𝑧1𝑒𝑧1, we found that 𝑉̇𝑧1 =
− 𝑎𝑧1𝑒𝑧1

2 < 0. So, we can re-writing Equation 18 as: 

 − 𝑎𝑧1𝑒𝑧1
2 = 𝑒𝑧1(𝑧̇𝑑 − 𝑧̇)                                           (20) 

If we set the virtual control 𝛼𝑧 = 𝑧̇  
𝛼𝑧 = 𝑧̇𝑑 + 𝑎𝑧1𝑒𝑧1                                                        (21) 
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  Step 2: set the tracking error of 𝛼𝑧: 

𝑒𝑧2 = 𝛼𝑧 − 𝑧̇                                                            (22) 

From Equation 21 substituted in Equation 22, we found: 

𝑒𝑧2 = 𝑧̇𝑑 + 𝑐𝑧1𝑒𝑧1 − 𝑧̇                                               (23) 

Then, we can determine 𝑧̇ as: 

𝑧̇ =  𝑧̇𝑑 + 𝑎𝑧1𝑒𝑧1 − 𝑒𝑧2                                              (24) 

The derive of tracking error 𝑒𝑧2 in Equation 23, we 

found: 

𝑒̇𝑧2 = 𝑧̈𝑑 + 𝑎𝑧1𝑒̇𝑧1 − 𝑧̈                                              (25) 

The second Lyapunov function is selected as: 

𝑉𝑧2 = 
1

2
 𝑒𝑧1

2 +
1

2
 𝑒𝑧2

2                                               (26) 

The derivative Equation for the second Lyapunov 

function is: 

𝑉̇𝑧2 = 𝑒𝑧1𝑒̇𝑧1 + 𝑒𝑧2𝑒̇𝑧2                                               (27) 

𝑉̇𝑧2 = 𝑒𝑧1(𝑧̇𝑑 − 𝑧̇) + 𝑒𝑧2( 𝑧̈𝑑 + 𝑎𝑧1𝑒̇𝑧1 − 𝑧̈)           (28) 

𝑉̇𝑧2 = 𝑒𝑧1(− 𝑎𝑧1𝑒𝑧1 + 𝑒𝑧2) + 𝑒𝑧2( 𝑧̈𝑑 +
 𝑎𝑧1𝑒̇𝑧1 − 𝑧̈)                                                                   (29) 

𝑉̇𝑧2 = − 𝑎𝑧1𝑒𝑧1
2 + 𝑒𝑧2(𝑒𝑧1 + 𝑧̈𝑑 + 𝑎𝑧1𝑒̇𝑧1 +

    𝑢𝑧)                                                                               (30)  

 Step 3: To satisfy the derivative of the second Lyapunov 

function as asymptotically stable, it must 𝑉̇𝑧2  ≤ 0 

𝑢𝑧 = (𝑒𝑧1 + 𝑧̈𝑑 + 𝑎𝑧2𝑒𝑧2 + 𝑎𝑧1𝑒̇𝑧1)                          (31) 

𝑉̇𝑧2 = − 𝑎𝑧1𝑒𝑧1
2 − 𝑎𝑧2𝑒𝑧2

2 ≤ 0                               (32) 

Where: 𝑎𝑧1  𝑎𝑛𝑑 𝑎𝑧2 are positive constants. To get the 

control law for both the x-, y- position, and attitude-based 

BSC, the identical approach employed in constructing the 

altitude controller is utilized, and all control actions are 

present as follows. 

{
 
 
 
 
 

 
 
 
 
 

𝑢𝑥 = (𝑎𝑥1𝑒̇𝑥1 + 𝑥̈𝑑 + 𝑒𝑥1 + 𝑎𝑥2𝑒𝑥2)

𝑢𝑦 = (𝑎𝑦1𝑒̇𝑦1 + 𝑦̈𝑑 + 𝑒𝑦1 + 𝑎𝑦2𝑒𝑦2)

𝑈2 = 𝐽𝑥𝑥(𝑎𝜑1𝑒̇𝜑1 + 𝜑̈𝑑 + 𝑒𝜑1 + 𝑎𝜑2𝑒𝜑2 +
𝐽𝑟Ω𝑟

𝐽𝑥𝑥
𝜃̇ −

𝐽𝑦𝑦−𝐽𝑧𝑧

𝐽𝑥𝑥
𝜃̇𝜓̇)

𝑈3 = 𝐽𝑦𝑦(𝑎𝜃1𝑒̇𝜃1 + 𝜃̈𝑑 + 𝑒𝜃1 + 𝑎𝜃2𝑒𝜃2 −
𝐽𝑟Ω𝑟

𝐽𝑦𝑦
𝜓̇ −

𝐽𝑧𝑧−𝐽𝑥𝑥

𝐽𝑦𝑦
𝜑̇𝜓̇) 

𝑈4 = 𝐽𝑧𝑧(𝑎𝜓1𝑒̇𝜓1 + 𝜓̈𝑑 + 𝑒𝜓1 + 𝑎𝜓2𝑒𝜓2 −
𝐽𝑥𝑥−𝐽𝑦𝑦

𝐽𝑧𝑧
𝜑̇𝜃̇)               

          (33) 

3.3. Integral Backstepping Controller (IBSC) 

The integral Backstepping (IBSC) controller is an 

extension of the Backstepping method that incorporates 

integral action into the control rule. This technique is 

employed when the objective is to reduce steady-state error 

while simultaneously achieving system stabilization. The 

integral term in this context performs the tracking error 

integration over time, enabling the continual adjustment of 

the control signal to eradicate any persistent steady-state 

faults effectively [18], [19]. 

To design the altitude control action, we must follow the 

following steps: 

 Step 1: define the z-error between the reference and 

actual altitudes. 

𝑒𝑧1 = 𝑧𝑑 − 𝑧                                                                   (34) 

From taking the first Lyapunov function as: 

𝑉𝑧1 = 
1

2
 𝑒𝑧1

2 + 
1

2
 𝜆𝐼𝑧𝜉𝑧

2
                                              (35) 

Where 𝜉𝑧 = ∫ 𝑒𝑧1(𝜏)𝑑𝜏
𝑡

0
 

The derivative Equation for the first Lyapunov function 

is: 

𝑉̇𝑧1 = 𝑒𝑧1𝑒̇𝑧1 + 𝜆𝐼𝑧𝜉𝑧𝑒𝑧1 =  𝑒𝑧1(𝑒̇𝑧1 + 𝜆𝐼𝑧𝜉𝑧) (36)  

Where the z-error derivative can be defined as: 

𝑒̇𝑧1 = 𝑧̇𝑑 − 𝑧̇                                                               (37) 

By choosing the 𝑒̇𝑧1 + 𝜆𝐼𝑧𝜉𝑧 = −𝑏𝑧1𝑒𝑧1, we found that 

𝑉̇𝑧1 = − 𝑏𝑧1𝑒𝑧1
2 < 0. So, we can be re-writing Equation 36 

as: 

 − 𝑏𝑧1𝑒𝑧1
2 = 𝑒𝑧1(𝑧̇𝑑 − 𝑧̇  + 𝜆𝐼𝑧𝜉𝑧)                             (38) 

If we set the virtual control 𝛼𝑧 = 𝑧̇  
𝛼𝑧 = 𝑧̇𝑑 + 𝑏𝑧1𝑒𝑧1  +  𝜆𝐼𝑧𝜉𝑧                                       (39) 

 Step 2: set the tracking error of 𝛼𝑧: 

𝑒𝑧2 = 𝛼𝑧 − 𝑧̇                                                            (40) 

From Equation 39 substituted in Equation 40, we found: 

𝑒𝑧2 = 𝑧̇𝑑 + 𝑏𝑧1𝑒𝑧1 + 𝜆𝐼𝑧𝜉𝑧 − 𝑧̇                               (41) 

Then, we can determine 𝑧̇ as: 

𝑧̇ =  𝑧̇𝑑 +  𝑏𝑒𝑧1 + 𝜆𝐼𝑧𝜉𝑧 − 𝑒𝑧2                                  (42) 

From both Equations 37 and 42, we can achieve: 

𝑒̇𝑧1 = − 𝑏𝑧1𝑒𝑧1 − 𝜆𝐼𝑧𝜉𝑧 + 𝑒𝑧2                                   (43) 

When deriving the 𝑒𝑧2 in Equation 41 and substituting 

Equation 43 in it, we found: 

𝑒̇𝑧2 = 𝑧̈𝑑 + 𝜆𝐼𝑧𝑒𝑧1 + 𝑏𝑧1(− 𝑏𝑧1𝑒𝑧1 − 𝜆𝐼𝑧𝜉𝑧 +
             𝑒𝑧2) − 𝑧̈                                                                  (44) 

The second Lyapunov function is selected as: 

𝑉𝑧2 = 
1

2
 𝑒𝑧1

2 +
1

2
 𝑒𝑧2

2  +  
1

2
 𝜆𝐼𝑧𝜉𝑧

2
                           (45) 

The derivative Equation for the second Lyapunov 

function is: 

𝑉̇𝑧2 = 𝑒𝑧1𝑒̇𝑧1 + 𝑒𝑧2𝑒̇𝑧2  +  𝜆𝐼𝑧𝜉𝑧𝑒𝑧1                           (46) 

By substituting both equations (43) and (44) in Equation 

46, we can get: 

𝑉̇𝑧2 = − 𝑏𝑧1𝑒𝑧1
2 + 𝑒𝑧2((1 + 𝜆𝐼𝑧 − 𝑏𝑧1

2)𝑒𝑧1 + 𝑧̈𝑑 −
𝑏𝑧1𝜆𝐼𝑧𝜉𝑧 + 𝑏𝑧1𝑒𝑧2 − 𝑢𝑧)                                                 (47)  

Step 3: To satisfy the derivative of the second Lyapunov 

function as asymptotically stable, it must 𝑉̇𝑧2  ≤ 0 

𝑢𝑧 = (1 + 𝜆𝐼𝑧 − 𝑏𝑧1
2)𝑒𝑧1 + 𝑧̈𝑑 − 𝑏𝑧1𝜆𝐼𝑧𝜉𝑧 + (𝑏𝑧1 +

𝑏𝑧2)𝑒𝑧2                                                                               (48) 

𝑉̇𝑧2 = − 𝑏𝑧1𝑒𝑧1
2 − 𝑏𝑧2𝑒𝑧2

2 ≤ 0                                (49) 

Where: 𝑏𝑧1, 𝑏𝑧2, 𝑎𝑛𝑑 𝜆𝐼𝑧 are positive constants. The 

control laws for both x-, y- position, and attitude-based 

IBSC are present as follows: 

{
 
 
 

 
 
 
𝑢𝑥 = ((1 + 𝜆𝐼𝑥 − 𝑏𝑥1

2)𝑒𝑥1 + 𝑥̈𝑑 − 𝑏𝑥1𝜆𝐼𝑥𝜉𝑥 + (𝑏𝑥1 + 𝑏𝑥2)𝑒𝑥2)                                                   

𝑢𝑦 = ((1 + 𝜆𝐼𝑦 − 𝑏𝑦1
2)𝑒𝑦1 + 𝑦̈𝑑 − 𝑏𝑦1𝜆𝐼𝑦𝜉𝑦 + (𝑏𝑦1 + 𝑏𝑦2)𝑒𝑦2)                                                  

𝑈2 = 𝐽𝑥𝑥((1 + 𝜆𝐼𝜑 − 𝑏𝜑1
2)𝑒𝜑1 + 𝜑̈𝑑 − 𝑏𝜑1𝜆𝐼𝜑𝜉𝜑 + (𝑏𝜑1 + 𝑏𝜑2)𝑒𝜑2 +

𝐽𝑟Ω𝑟

𝐽𝑥𝑥
𝜃̇ −

𝐽𝑦𝑦−𝐽𝑧𝑧

𝐽𝑥𝑥
𝜃̇𝜓̇)

𝑈3 = 𝐽𝑦𝑦((1 + 𝜆𝐼𝜃 − 𝑏𝜃1
2)𝑒𝜃1 + 𝜃̈𝑑 − 𝑏𝜃1𝜆𝐼𝜃𝜉𝜃 + (𝑏𝜃1 + 𝑏𝜃2)𝑒𝜃2 −

𝐽𝑟Ω𝑟

𝐽𝑦𝑦
𝜓̇ −

𝐽𝑧𝑧−𝐽𝑥𝑥

𝐽𝑦𝑦
𝜑̇𝜓̇)    

𝑈4 = 𝐽𝑧𝑧((1 + 𝜆𝐼𝜓 − 𝑏𝜓1
2)𝑒𝜓1 + 𝜓̈𝑑 − 𝑏𝜓1𝜆𝐼𝜓𝜉𝜓 + (𝑏𝜓1 + 𝑏𝜓2)𝑒𝜓2 −

𝐽𝑥𝑥−𝐽𝑦𝑦

𝐽𝑧𝑧
𝜑̇𝜃̇)               

                           (50) 
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3.4. Sliding Mode Controller (SMC) 

The SMC is a switching control law that maintains the 

system's state trajectory on the switching surface (sliding 

manifold) for all time steps while driving the state 

trajectory of a nonlinear system on a user-specified 

surface in the state space. The SMC objective consists of 

two components: first, a control law is devised to direct 

the error vector towards a decision rule called the "sliding 

surface." During the "reaching" phase, this control law 

switches between the various sides of the sliding surface. 

Secondly, once the error vector is constrained within the 

sliding surface, the controller monitors the dynamics 

imposed by the equations that describe the sliding surface 

[22], [23].  

To design the altitude control action, we must follow 

the following procedures:  

 Define the z-error between the reference and actual 

altitudes. 

𝑒𝑧 = 𝑧𝑑 − 𝑧                                                                      (51) 

The sliding surface is defined by utilizing the tracking 

error of Equation 51. 

𝑠𝑧 =  𝛾𝑧𝑒𝑧 + 𝑒̇𝑧                                                                (52) 

The parameter 𝛾𝑧 is taken to be positive. The time 

derivative of the sliding surface is as follows: 

𝑠̇𝑧 =  𝛾𝑧𝑒̇𝑧 + 𝑒̈𝑧                                                               (52) 

The stability of the first subsystem is examined by 

employing the Lyapunov candidate function. 

𝑉𝑧 =  
1

2
 𝑠𝑧

2                                                                       (53) 

The utilization of exponential reaching law is being 

employed. 

ṡz = −cz1sign(𝑠𝑧) − cz2𝑠𝑧                                           (54) 

Where the cz1 𝑎𝑛𝑑 cz2 are positive parameters. The 

expression for the derivative of the Lyapunov function 

concerning time is provided as follows. 

𝑉̇𝑧 =  𝑠𝑧𝑠̇𝑧 = 𝑠𝑧(−cz1sign(𝑠𝑧) − cz2𝑠𝑧)                        
(55) 

The sliding mode controller for altitude may be 

derived from Equations 3, 52, and 54. The resulting 

controllers are as follows: 

𝑢𝑧 = 𝛾𝑧𝑒̇𝑧 + 𝑧̈𝑑  +  cz1sign(𝑠𝑧) + cz2𝑠𝑧                 (56) 

The control laws for both x-, y- position, and attitude-

based SMC are present as follows: 

{
 
 
 
 
 

 
 
 
 
 

𝑢𝑥 = (𝛾𝑥𝑒̇𝑥 + 𝑥̈𝑑  +  cx1sign(𝑠𝑥) + cx2𝑠𝑥)

𝑢𝑦 = (𝛾𝑦𝑒̇𝑦 + 𝑦̈𝑑  +  cy1sign(𝑠𝑦) + cy2𝑠𝑦)

𝑈2 = 𝐽𝑥𝑥(𝛾𝜑𝑒̇𝜑 + 𝜑̈𝑑  +  c𝜑1sign(𝑠𝜑) + c𝜑2𝑠𝜑 +
𝐽𝑟Ω𝑟

𝐽𝑥𝑥
𝜃̇ −

𝐽𝑦𝑦−𝐽𝑧𝑧

𝐽𝑥𝑥
𝜃̇𝜓̇)

𝑈3 = 𝐽𝑦𝑦(𝛾𝜃𝑒̇𝜃 + 𝜃̈𝑑 + c𝜃1sign(𝑠𝜃) + c𝜃2𝑠𝜃 −
𝐽𝑟Ω𝑟

𝐽𝑦𝑦
𝜓̇ −

𝐽𝑧𝑧−𝐽𝑥𝑥

𝐽𝑦𝑦
𝜑̇𝜓̇) 

𝑈4 = 𝐽𝑧𝑧(𝛾𝜓𝑒̇𝜓 + 𝜓̈𝑑 + c𝜓1sign(𝑠𝜓) + c𝜓2𝑠𝜓 −
𝐽𝑥𝑥−𝐽𝑦𝑦

𝐽𝑧𝑧
𝜑̇𝜃̇)

    

(57) 

3.5. Integral Sliding Mode Controller (ISMC) 

The presence of aerodynamic effects in the sliding 

mode control leads to a static error in the steady state. To 

address this issue, an integrated action of the error is 

integrated into the sliding surface to remove the error. 

Hence, the ISMC to the attitude and location of the 

quadrotor is derived as follows[24], [25], [26]. 

Define the z-error between the reference and actual 

altitudes. 

𝑒𝑧 = 𝑧𝑑 − 𝑧                                                              (58) 

The sliding surface is defined by utilizing the tracking 

error of Equation 58. 

𝑠𝑧 =  𝛽𝑧𝑒𝑧 + 𝑒̇𝑧 + 𝑑𝑧1 ∫ 𝑒𝑧(𝜏)𝑑𝜏
𝑡

0
                                 (59) 

The parameters 𝛽𝑧  𝑎𝑛𝑑 𝑑𝑧1 are taken to be positive. 

The time derivative of the integral sliding surface is as 

follows: 

𝑠̇𝑧 =  𝛽𝑧𝑒̇𝑧 + 𝑒̈𝑧 + 𝑑𝑧1𝑒𝑧                                              (60) 

The stability of the first subsystem is examined by 

employing the Lyapunov candidate function. 

𝑉𝑧 =  
1

2
 𝑠𝑧

2                                                                   (61) 

The utilization of exponential reaching law is being 

employed. 

ṡz = −dz2sign(𝑠𝑧) − dz3𝑠𝑧                                          (62) 

Where the dz2 𝑎𝑛𝑑 dz3 are positive parameters. The 

expression for the derivative of the Lyapunov function 

concerning time is provided as follows. 

𝑉̇𝑧 =  𝑠𝑧𝑠̇𝑧 = 𝑠𝑧(−dz1sign(𝑠𝑧) − dz2𝑠𝑧)                    (63) 

The ISMC for altitude may be derived from Equations 

3, 60, and 62. The resulting controllers are as follows: 

𝑢𝑧 = 𝛽𝑧𝑒̇𝑧 + 𝑧̈𝑑 + 𝑑𝑧1𝑒𝑧 + dz2sign(𝑠𝑧) +
            dz3𝑠𝑧                                                                       (64) 

The control laws for both x-, y- position, and attitude-

based ISMC are present as follows: 

{
 
 
 
 
 

 
 
 
 
 
𝑢𝑥 = (𝛽𝑥𝑒̇𝑥 + 𝑥̈𝑑 + 𝑑𝑥1𝑒𝑥  +  dx2sign(𝑠𝑥) + dx3𝑠𝑥)

𝑢𝑦 = (𝛽𝑥𝑒̇𝑦 + 𝑦̈𝑑 + 𝑑𝑦1𝑒𝑦 + dy2sign(𝑠𝑦) + dy3𝑠𝑦)

𝑈2 = 𝐽𝑥𝑥(𝛽𝜑𝑒̇𝜑 + 𝜑̈𝑑 + 𝑑𝜑1𝑒𝜑 + d𝜑2sign(𝑠𝜑) +

d𝜑3𝑠𝜑 +
𝐽𝑟Ω𝑟

𝐽𝑥𝑥
𝜃̇ −

𝐽𝑦𝑦−𝐽𝑧𝑧

𝐽𝑥𝑥
𝜃̇𝜓̇)

𝑈3 = 𝐽𝑦𝑦(𝛽𝜃𝑒̇𝜃 + 𝜃̈𝑑 + 𝑑𝜃1𝑒𝜃 + d𝜃2sign(𝑠𝜃) +

d𝜃3𝑠𝜃 −
𝐽𝑟Ω𝑟

𝐽𝑦𝑦
𝜓̇ −

𝐽𝑧𝑧−𝐽𝑥𝑥

𝐽𝑦𝑦
𝜑̇𝜓̇) 

𝑈4 = 𝐽𝑧𝑧(𝛽𝜓𝑒̇𝜓 + 𝜓̈𝑑 + 𝑑𝜓1𝑒𝜓 + d𝜓2sign(𝑠𝜓) +

d𝜓3𝑠𝜓 −
𝐽𝑥𝑥−𝐽𝑦𝑦

𝐽𝑧𝑧
𝜑̇𝜃̇)               

  (65) 

A discontinuous sign function in the different 

commands of the suggested controllers (SMC and ISMC) 

leads to state trajectories that exhibit frequent switching 

and high oscillations. This phenomenon represents a 

significant drawback of the SMC approach. To mitigate 

this issue, the sign function is replaced by the hyperbolic 

tangent function, as seen in Equation 66: The sign function 

of a variable s may be expressed as the hyperbolic tangent 

of s divided by a tiny tunning parameter ν, which is used 

to modulate the control signals of the system [26]. 

sign(𝑠) = tanh ( 
𝑠

𝑣
 )                                                   (66) 

4. Optimization Algorithm 

A new method that draws inspiration from artificial 

pollination is the hybridization of the Flower Pollination 

Algorithm (FPA) and the Genetic Algorithm (GA). 

Natural pollination processes are divided into biotic and 

abiotic mechanisms, whereas artificial pollination is the 

intentional use of suitable pollen with the help of human 

intervention. The computational framework in this 

research models a process similar to mechanical artificial 

pollination, resembling palm pollination techniques[4], 

[34]. 
This combination of the FPA and GA tries to balance 

exploration and exploitation to reduce the possibility of 

local optima [4], as shown in Figure 3.  
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 Figure 3. The hybrid FPA-GA flowchart. 

5. Simulation and Results 

This section presents a comparative analysis of 

trajectory-tracking algorithms that utilize PID, BSC, BSC, 

SMC, and ISMC. Numerical validation is performed 

using the MATLAB environment to execute the fourth-

order Runge-Kutta (RK4) algorithm with a time step of 

0.001 seconds. This research aims to evaluate a spiral 

trajectory represented by Equation 67 and is characterized 

by initial conditions for the quadcopter's position, namely 

𝑥(0)=5, 𝑦(0)=0, and 𝑧(0)=0. The target Psi angle is set to 

zero. The suggested controller was tested in two settings 

to evaluate its performance in diverse conditions. The 

scenarios consisted of two conditions: (1) operating the 

system under controlled conditions without any 

disruptions or uncertainties and (2) introducing time-

varying external disturbances to the x, y, and z coordinates 

to simulate the effects of external wind and waves. These 

disturbances were generated using a sinusoidal function 

(𝑑𝑥=𝑑𝑦=𝑑𝑧=2sin(5𝑡)×𝑟𝑎𝑛𝑑) and included a 20% 

uncertainty in the mass. 

On the other hand, an FPA-GA is used to ascertain the 

optimal values for the parameters of controller algorithms. 

Table 2 presents the specifications of the proposed FPA-

GA configuration, which includes the number of tuning 

parameters and their corresponding range within the 

search space employed by the FPA-GA technique to 

determine the most optimal parameter set with Switch 

probability (ρ)=0.2, Mutation=0.1, and crossover =0.4. 

The main objective of the FPA-GA is to minimize the 

Integral of the Time-Squared Error (ITSE), as represented 

by Equation 68. 

{

𝑥𝑑 = 5 cos(0.25𝜋𝑡)

𝑦𝑑 = 5 sin(0.25𝜋𝑡)
 𝑧𝑑 =  𝑡

                                               (67) 

According to Table 3 and Figure 4, all the proposed 

controllers can track the desired trajectory, and the 

performance index (ITSE) values for all suggested 

controllers were found using the given starting point. The 

outcomes show that the ITSE value for the recommended 

controller, which uses BSC, is less than that of other 

controllers. According to the results, the described BSC 

structure has the best ITSE value (0.1253) compared to 

other controls that have been suggested.  

Table 3. The ITSE index of the Proposed Controllers for Nominal 

Quadcopter model. 

Controller Type ITSE 

PID 0.1564 

BSC 0.1253 

IBSC 0.1355 

SMC 0.6579 

ISMC 0.2896 

5.1. Robustness Test 

In the second simulation, we will assess the resilience 

of all proposed controllers without modifying the 

controller gains. This is intended to showcase the efficacy 

and robustness of each controller. To evaluate the 

effectiveness of controllers in a simulated setting, it is 

essential to incorporate external disturbances that replicate 

the impact of wind, waves, and uncertainties in mass. As 

stated in the second scenario, these disruptions may be 

created by utilizing sinusoidal functions and random 

perturbations while increasing the quadcopter mass by 

20%. The ITSE values for all suggested controllers are 

displayed in Table 4.  

Upon scrutiny in Figure 5, it is evident that the BSC 

controller has the lowest value of ITSE and the shortest 

overshoot. In contrast, the SMC controller remains stable 

but exhibits a notable oscillatory response with a 

substantial amplitude. The PID, ISMC, and IBSC exhibit 

inadequate control and stability. 

𝐼𝑇𝑆𝐸 = ∫(𝑡 × 𝑒𝑥(𝑡)
2 + 𝑡 × 𝑒𝑦(𝑡)

2 + 𝑡 × 𝑒𝑧(𝑡)
2 + 𝑡 × 𝑒𝜑(𝑡)

2 + 𝑡 × 𝑒𝜃(𝑡)
2 + 𝑡 × 𝑒𝜓(𝑡)

2)𝑑𝑡                                          (68) 

Table 2. The FPA-GA parameters values and parameters range. 

Controller 
Total Number of 

Parameters 
Parameters Range Corner frequency (N) Hz Number of Iterations Population Size 

PID 24 -10 to 100 10 to 100 1000 80 

BSC 18 0 to 100 10 to 100 1000 80 

IBSC 24 0 to 100 10 to 100 1000 80 

SMC 30 0 to 100 10 to 100 1000 80 

ISMC 36 0 to 100 10 to 100 1000 80 
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(a) (b) 

  

(c) (d) 
Figure 4. Quadcopter responses under proposed controllers with nominal plant: (a) x-position. (b) y-position. (c) z-position. (d) 3D 

trajectory tracking. 

   
(a) (b) 

  
(c) (d) 

Figure 5. Quadcopter responses under proposed controllers with both time-varying disturbance and mass uncertainty: (a) x-position. (b) 

y-position. (c) z-position. (d) 3D trajectory tracking. 
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Table 4. The ITSE values are based on the proposed quadcopter 

control algorithms in the second scenario. 

Controller Type ITSE 

PID Unstable 

BSC 0.5262 

IBSC Unstable 

SMC 6.9857 

ISMC Unstable 

6. Conclusion 

In conclusion, our investigation into trajectory tracking-

control approaches for highly maneuverable UAVs 

equipped with four heave thrusters yielded valuable 

insights. The use of Lyapunov functions provided a rigorous 

means to ascertain the stability of the proposed controllers. 

Through extensive numerical simulations comparing PID, 

BSC, IBSC, SMC, and ISMC, the BSC controller 

consistently outperformed its counterparts. The results 

show that the BSC controller works better than the other 

controllers that were suggested. The BSC ITSE values that 

were seen in all scenarios were 0.1253 and 0.5262 from two 

simulation tests, which are the lowest values. It also passed 

the robustness test with mass uncertainty and external 

disturbances, therefore underscoring the BSC controller's 

efficacy. These results add a lot to the field of UAV 

trajectory tracking and show that the BSC controller is 

better for UAVs with four-heavy thrusters that can turn 

quickly. These simulation tests provide superiority to the 

BSC over others, but the range of mass uncertainty and 

external disturbances is still not enough for practical 

operations. For that reason, the adaptive NN-BSC and an 

improvement to the IBSC are suggested as future works.  
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