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Abstract 

A polygeneration concentrated solar plant is designed and analyzed to investigate its techno-economic performance, and 

to investigate the different components that can be effectively combined in zero or positive energy districts, both in built and 

rural environments. The design was based on the results of an energy audit performed on the site which showed the 

prevalence of the summer cooling demand. The design is characterized by using Parabolic Trough Collectors as solar 

collecting technology installed on the roof of a building. The installation constraints, such as the size and the orientation of 

the available space, have driven the design of the plants and the selection of the possible storage and conversion 

technologies. The design includes a steam circuit that feeds a steam turbine manufactured at a very small scale, solar driven 

absorption chiller, direct heating system and water distillation unit.  Conclusions are drawn and documented about the 

potential impact of solar polygeneration in the Mediterranean solar belt and the future development of the involved 

technologies. Results showed that the polygeneration plant has a Utilization Factor of 0.66, while, the economics of such 

technology needs improvement as indicated by the Benefit-Cost-Ratio (BCR) of 0.62 due to the high cost of the small-scale 

components of this technology. 

 

© 2018 Jordan Journal of Mechanical and Industrial Engineering. All rights reserved 

Keywords:  CSP, Polygeneration, Energy Audit, Renewable Energy.

1. Introduction  

In the framework of the STS-Med Project, an EU-

funded project by European Commission under the ENPI 

CBCMED program, four solar polygenerative plants have 

been designed to be connected with public buildings in 

four different Mediterranean countries, respectively Italy, 

Cyprus, Egypt, and Jordan. All the plants are characterized 

by an innovative application of concentrating solar 

collectors with the aim to generate a balanced answer to 

the energy demanded by the buildings: electricity, heat and 

cold, as well as other energy-driven services like the 

supply of purified water.  

Energy demand for cooling and heating requirements 

has increased significantly over the last years. Global 

space cooling energy consumption increased by 60% in the 

period between 2000 and 2010 reaching 4% of global 

consumption in 2010 [1]. On the other hand, heat 

consumption accounts for more than 50% of the global 

consumption [2].Therefore, alternative heating and cooling 

systems derived from renewable or recovered energy have 

driven the interest of many researchers worldwide. The 

generation of electricity using renewable energy 

technology may cause problems to the electricity grid [3], 

thus, thinking of generating essential energy demand is a 

solution that avoids the pressuring use of national 

electricity grid. 

Many researchers [4-8] have carried out experimental 

and theoretical studies of using CS technology for Solar 

Heating Cooling (SHC) systems and/or power generation. 

Sakhriehaet al. [9], for example, carried out modeling 

investigation for the hybridization of CS technology with 

geothermal energy to produce electricity using organic 

Rankine cycle. For this paper, the work of [9] and [11] is 

of interest. They used the concentrated energy for 

polygeneration. Absorption heating and cooling systems 

were studied more than any other systems. These systems 

have many advantages over other refrigeration systems 

[11]: such as quiet operation, high reliability, long service 

life, meeting the variable load efficiently, minimum 

mechanical moving parts, no lubricants needed, and no 

atmosphere-damaging refrigerants .There are not many 

tools available for accurate dimensioning and evaluating 

the solar thermal contribution to the total energy 

requirements. The dynamic simulation tool is used by 

* Corresponding author e-mail: kiwan@just.edu.jo. 
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many researchers [12-14]. Fong et al. [15] made a 

theoretical, comparative study of five different solar 

cooling systems; Solar electrical compression, solar 

mechanical, solar absorption, solar adsorption and solid 

desiccant cooling system. The results show that solar 

electrical compression alongside solar absorption system 

has the best performance results. Moreover, the advantages 

of two-stage systems over other systems are investigated 

by [17]. They concluded that the cooling system could 

work steadily in spite of unsteady solar input, lower 

generator input, and outlet temperature. However, they 

demand higher temperature heat. 

The primary goal of using poly-generation systems is to 

maximize the utilization of the collected solar energy to 

the maximum possible extent. However, there are several 

challenges facing this approach: those challenges are 

mainly economical; first of all, the cost of the components 

of the systems are still high. Second,  no available 

commercial technology for some components of the 

system, and the third challenge is to match the building 

load with the system output especially in winter and night 

which needs special treatment. The concept of storage 

using the innovative solution presented by [17] is applied. 

In this paper, the case of designing and simulating a 

small scale poly-generation system to match the load for a 

building in Italy is presented. The techno-economic 

performance indicators are presented. 

2. Analysis 

To assess the impact of CS power plant from technical 

and economic points of view, we need to define technical 

and economic indicators. The concept of utilization factor 

is used to assess the technical performance of this poly-

generation plant. Since the main idea of the multi-

generation is to maximize the utilization of the incident 

solar energy on the solar field, it will be convenient to use 

the utilization factor which basically measures the amount 

of converted useful energy relative to the available energy 

from the source. It is defined as the ratio of the useful 

annual energy (thermal and electrical) produced by the 

system to the total annual incident energy on the system. 

The useful energy includes the energy produced for 

heating, cooling, water desalination, and electricity 

generation. That is 

𝜀 =
𝑈𝑠𝑒𝑓𝑢𝑙 𝐸𝑛𝑒𝑟𝑔𝑦 𝐶𝑜𝑙𝑙𝑒𝑐𝑡𝑒𝑑 𝑝𝑒𝑟 𝑦𝑒𝑎𝑟

𝐴𝑛𝑛𝑢𝑎𝑙 𝑖𝑛𝑐𝑖𝑑𝑒𝑛𝑡 𝑠𝑜𝑙𝑎𝑟 𝑖𝑟𝑟𝑎𝑑𝑖𝑎𝑡𝑖𝑜𝑛 𝑜𝑛 𝑡ℎ𝑒 𝑠𝑜𝑙𝑎𝑟 𝑓𝑖𝑒𝑙𝑑
           (1) 

AxDNI

EEEE welech 
                                        (2) 

where, DNI is the annual average direct normal solar 

irradiation in kWh/m2/year incident at the location. The 

energy used for water desalination is calculated as 

    3600 /Tcph= M *E fgw             (3) 

where, M is the total mass of water desalinated per year 

(kg/year), hfg (2200 kJ/kg) is the specific enthalpy for 

vaporization of water at ambient conditions, and T=(100-

20)=80 C. 

 

The energy output of the heating system, hE , is 

calculated as 

𝐸ℎ = ∑ �̇�𝑁
𝑖=1 𝑐𝑝(𝑇𝑖 − 𝑇𝑜)                                           (4) 

where, N is the number of hours in the year when the 

heating system is operating. m is the average hourly flow 

rate of the fluid conveying heat to space in (kg/s) and iT  

is the hourly average of the temperature of the fluid 

entering the heating coil and oT  is the hourly average 

temperature of the fluid leaving the heating coil.  

The energy output of the cooling system, cE , is 

calculated as 
𝐸𝑐 = ∑ �̇�𝑁𝑁

𝑖=1 𝑐𝑝(𝑇𝑐𝑜 − 𝑇𝑐𝑖)                                                 (5) 

where, NN is the number of hours in the year when the 

cooling system is operating.�̇�, is the average hourly flow 

rate of the fluid conveying heat to space (kg/s), and ciT  is 

the hourly average of the temperature of the fluid entering 

the cooling coil and coT is the hourly average temperature 

of the fluid leaving the cooling coil. The total annual 

energy from the electricity generation system is eleE  in 

kWh. 

The variation of the types of energy harvested from the 

CS poly-generation systems makes the benefit-cost ratio 

(BCR) as a comprehensive and straightforward indicator. 

Benefit-cost ratio is the ratio of the accumulated present 

value of all the benefits to the accumulated present value 

of all costs, including the initial investment. The BCR is 

expressed as: 
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where,BA is the sum of the annual benefits of the 

system (in Euro), I the real rate of discount, n is the 

lifetime of the system, CI is the initial investment of the 

system, and m is the cost of annual O&M as a percentage 

of the initial system cost. Now, if BCR is higher than one, 

then the project is asuccess. 

3. CS Plant Description 

The plant under consideration is as shown in Fig.1. It is 

merelya parabolic trough for space heating, cooling, water 

distillation, and power generation. The solar thermal 

system loop consists mainly of the: concentrated solar 

collector of type linear parabolic trough Soltigua 

concentrating Solutions. The collector model is aPTMx-36 

model (net collecting Area = 164 m2) of a nominal 

capacity of 100 kWth. The Heat Transfer Fluid is the 

thermal oil“Seriola Eta”by TOTAL. The nominal 

temperature of the oil at receiver inlet is 200 C, and at 

receiver outlet is 240 C. The collected heat from the solar 

field is extracted from the thermal oil in a counter flow 

heat exchanger and delivered to fan coil units to provide 

heating to the designated space in winter. While in 

summer, the extracted heat from the solar field through the 

thermal oil is used to drive an absorption chiller of 17.2 

kW.  
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Figure 1: System Layout of the CS Polygeneration Plant in Jordan 
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Figure 2: Percentage of cost for the CS-Polygeneration system in Jordan's pilot project 

 

Figure 3. Normalized Cost (€ per Unit Output) for system components in Jordan's project 

The chiller is Robur with inlet oil temperature at 

240C, and outlet temperature at 190 C. It is a single 

effect Ammonia absorption chiller with COP of 0.5. Part 

of the hot thermal oil is extracted to generate steam at 200 

C, 5.2 bar through a locally made steam generator. The 

generated steam is fed to a small steam Turbine of 1.2 kW 

nominal power output. The condensate of the steam 

leaving the turbine is used as adistillate at a rate of 18 

kg/hr.  

The cost of subsystems is evaluated and analyzed. 

Table 1 shows the summary of the cost based on 

subsystems/components classified according to the nature 

of the energy outputs from the system. 

 

Table 1: Breakdown of the cost of the pilot project in Jordan 

Sub System/  

Component 

Size Unit Cost in€ 

per unit 

size 

% 

Share 

Solar Field 100 kWth 1778 50 

Solar Cooling Cycle 17 kW 3120 15 

Solar Heating Cycle 12 kW 1726 6 

Power Cycle 5 kWe 6148 9 

Electric wiring and 

cables 

100 kWth 114 3 

Control 100 kWth 358 10 

Installation and 

commissioning* 

100 kWth 278 8 

*Estimated values 
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Figure 2 shows the pie chart of the distribution of the 

percentage of system cost. It is clear from this figure and 

the above table that the solar field cost 50% of the project, 

while, the heating system cost is about 6%. It is worth 

mentioning that most of heating system cost goes to the 

fan coil units. These unit were not available in the space. 

Moreover, the unit cost of the solar cooling system per kW 

is high compared to other components. Its cost is almost 6 

times higher than conventional cooling systems such as 

vapor compression AC units. In spite of this, the cost of 

the solar chiller and the dry cooler compromise the main 

components of the solar cooling system, as shown in Fig. 

(3),in which their cost share is 15 %, as shown in Table 2, 

and they cost 3120 Euro/kW.Of particular interest in Fig. 3 

is the cost of the energy block to produce electricity. The 

use of steam engine or steam turbine at small scale is 

unconventional in the market. This made the unit cost is 

very high.  Figure 3 shows the normalized cost of power 

machine is 6148 Euro per kW. This causes a constraint to 

the required size of the power production unit in the 

polygenerative system.  

4. System Output 

The performance of the system and its components are 

simulated using TRNSYS where the weather data for the 

site is (Irbid, Jordan).The model equations for each 

component or subsystem were taken from manufacturers. 

The results are listed in Table 3. The output data in this 

table is calculated using the Eqns. (3-5) and assuming the 

COP of conventional A/C is 3. The real discount rate of 

5%, and the annual operation and maintenance cost 2% of 

the initial cost. The lifetime of the system is assumed to be 

20 years. The cost of electricity is sold to the facility at 

0.25 euro/kWh (large consumer Tariff). The results of the 

simulation indicated the outputs as listed in Table 3 below. 

Table 3:  Energy and benefits extracted from the system in one 

year 

Sub 

System 

Quantity 

output/year 

Unit Annual 

Output 

kWhth 

Annual 

Benefit 

(€/year) 

Cooling 2618 kWhth 2618 655 

Heating 12240 kWhth 12240 3060 

Distilled  

water 

360 m3 220500 18000 

Electricity 1825 kWhelec 1825 456 

  Total 237183 22171 

Based on the data given in the above table and applying 

Eqns. (1) and (6) respectively, it is found that the 

utilization factor is = 0.66 and the Benefit Cost Ratio 

(BCR)= 0.62. 

Figure 4 shows that the income drawn from selling 

distilled water contributes about 80% to the total Benefits 

of the system. 

 

Figure 4:  Percentage share of system benefits for Jordan’s Pilot 

Project 

5. Conclusion 

The STS-Med Jordan pilot project was designed to 

demonstrate the ability to utilize solar poly-generation 

systems using CS technology. The project will also serve 

as a living laboratory to students at the college.  On the 

other hand, the results indicated that the proposed plant 

would provide the heating and cooling load for the 

auditorium at the building. The system will cover part of 

the electric load. It will also provide a considerable amount 

of distilled water.  

The results show that 66% of the incident solar energy 

at the solar field will be converted into different forms of 

useful energy. However, the cost-benefit ratio is lower 

than one. The percentage of the cost of the solar field 

reaches 50% of the total cost of the plant. Thus, to make 

such system economically feasible in the future, the cost of 

the solar field must be reduced at least by 25%. This 

should be an interesting perspective for the development of 

polygenerative solar fields in the Mediterranean area. 

Furthermore, it is found that 81% of the benefits of the 

studied plant come from water distillation. This is also an 

interesting future perspective of such plants. 
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Abstract 

In this work, the behavior of a thick-walled tube in a hydrogenated medium was simulated. The study focused on the 

deformation and the rupture of the hydrogenated material at ambient temperature, taking into account the appearance of 

heterogeneity of the mechanical properties. For this, the influence of stress states on mechanical properties and diffusion in 

materials has been taken into account. During the development of the methodology of calculation of the thick wall tube, the 

work of the structure was presented in the form of three successive stages. Numerical simulation shows that the most 

dangerous case is the simultaneous action of hydrogen and the charge on the inner surface of the wall of the hollow cylinder 

due to the fact that the combination of the action of constraints of traction and hydrogen leads to an intense degradation of 

the material. It should be noted that such a case of the influence of charge and hydrogen is most typical for real conditions. 

 
© 2018 Jordan Journal of Mechanical and Industrial Engineering. All rights reserved 
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1. Introduction  

The hydrogenated environment has a destructive 

impact on the materials and structures. Furthermore, 

hydrogen can act on the structures at high temperatures 

and pressures, as well as at normal temperatures which are 

generally called low [1-7].  

During its interaction with the structure materials, the 

hydrogen at high temperatures and pressures, can cause 

what is known as corrosion by hydrogen, during which 

decarburization takes place of section part, leading thus to 

decreasing the tensile strength, modulus of elasticity, the 

deformation pattern of transverse deformation coefficient, 

creep curves, the plastic limit and the limit of deformation. 

Following these changes, the stress-strain state in the 

structures changes and reduces longevity. The different 

experimental data on the effect of hydrogen at high 

temperature are given by [8-11].  

To date, a number of deformation and fracture models 

of structures in the conditions of corrosion with hydrogen 

at high temperature has been developed; the review and 

analysis can be found in publications [12-15]. 

Unlike hydrogen at high temperature, hydrogen at low 

temperatures has a selective effect on the material 

structures so that the mechanical properties are not 

changed in the compressed regions, but they change in the 

stretched areas.  However, the magnitude of the variation 

depends on the hydrogen concentration and the stress state 

diagram in such point. For only one and the same figure of 

the stress state, a high hydrogen concentration causes a 

large variation in mechanical properties, and for only one 

and the same concentration of hydrogen, a more rigid 

stress state diagram causes a significant mechanical 

properties change. 

The review and analysis of experimental data on the 

hydrogenation effect at low temperature on the mechanical 

properties of materials that cause stress corrosion cracking, 

are presented in the work [16, 17]. 

The analysis shows the following possible cases of the 

hydrogen interaction with metals: 

 During electrochemical processes at low-temperature, 

when hydrogen atoms are adsorbed  -  the surface of the 

structures become absorbed by the metal (this 

mechanism occurs in particular cases, such as 

hydrogenation etching, degreasing and galvanizing) 

 During corrosion, when there is a chemical release of 

hydrogen, then it happens to penetrate into the metal;  
 By direct contact of metal with hydrogen or hydrogen 

media where hydrogen enters the metal under its own 

pressure (many accidents known in the petroleum 

industry, due to the extraction of oil with high content 

hydrogen, which led to material losses and sometimes  

can cause losses of human lives). 

* Corresponding author e-mailamina.lakhdari@univ-usto.dz. 
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Such a negative effect of hydrogen on the mechanical 

properties of metals leads for the need to take this effect 

into account in the design and calculation of structures; 

this will ensure better security for structures work. To date, 

there have been a number of developed models for the 

structure calculation subjected to hydrogenation. In the 

research done by [16] a method of calculating a cylindrical 

vessel has been proposed, taking into account the effect of 

hydrogen, the state of stress and temperature on the metal 

plasticity. 

The authors [17] have developed a model of the 

hydrogen influence, taking into account the effect of 

hydrogen on the structure stretched zone as a function of 

the dependence of the mechanical properties of the 

hydrogen concentration. In the investigation [16] a model 

was proposed for the interaction of structures with a 

hydrogen environment, taking into account not only the 

influence of the sign, but also of the state of stress diagram 

on kinetics of change the properties of the structure during 

its interaction with the hydrogen. The authors of the work 

[17] proposed a theory of plasticity of materials exposed to 

hydrogen embrittlement, leading to the appearance of a 

different capacity for resistance of materials 

In the above investigations, we tried to take into 

account the influence of the hydrogen concentration and 

the stress state diagram of material properties change, but 

without considering the influence of the stress state on the 

penetration of hydrogen in the volume of the structure. 

2. Model of deformation and fracture of materials 

subjected to hydrogenation 

When developing the models, it is important to take 

into consideration the following effects of the interaction 

of structures with hydrogen: 

 The hydrogen penetrates into the structure of the 

activated diffusion mechanism, in which  there is a 

diffusion of hydrogen in areas with a predominance of 

traction components, and optionally the extraction of 

hydrogen from the areas with predominantly 

compressive components, that is to say that the diagram 

of the state of stress influences the hydrogenation 

kinetics; 

 The hydrogen penetrating into the metal leads to a 

deterioration in strength and plasticity according to the 

concentration of hydrogen, and in addition the change 

in mechanical properties depends on the hydrogen 

concentration and not of the nature of the 

hydrogenation process; 

 The type and the state of the stress impact level on the 

interaction of the metal with hydrogen, in that during 

the predominance of compression components, the 

metal, and after an intensive hydrogenation retains its 

properties, but with a predominance of traction 

components, the strength and plasticity properties 

decrease, and in addition to the tightening of the stress 

state diagram, the change in properties is most 

important. 

To develop deformation models and fracture of 

structures subjected to hydrogenation; an approach [17] is 

used, based on the systems of the examined: penetration 

model hydrogen, model of deformation of the material, 

progression model of limit state model of the constructive 

element. 

2.1. Hydrogen permeation model in the material of the 

structure 

The hydrogen permeation kinetics in the structure is 

described by the diffusion form as given in the following 

equation: 

∂C

∂t
= 𝑑𝑖𝑣(𝐷𝑔𝑟𝑎𝑑𝐶)                                                              (1) 

With the initial conditions and the appropriate limits 

see work [17]. 

Where:  D is a diffusion coefficient, which is a function 

of local parameters; C is concentration; T is temperature; t 

is time. 

To reflect the influence of the stress-strain state of the 

hydrogen permeability, different approaches are used. 

A process of diffusion of the hydrogen has been 

suggested by [17], in the field of elastic stresses, which is 

described by the equation: 

  ∂C

∂t
= 𝐷∇²𝐶 − (

𝐷𝑉𝐻

𝑅𝑇
) ∇𝐶∇𝜎0 − (

𝐷𝑉𝐻

𝑅𝑇
) 𝐶∇²𝜎0            (2) 

Where VH – Hydrogen partial molar volume, σ = (σx + 

σy + σz)/3- mean stress, R - Gas constant. 

The hydrogen equilibrium concentration Сδ in the field 

of elastic stresses σ0 is determined by the expression: 

𝐶𝛿 = 𝐶0 exp (
𝜎0𝑉𝐻

𝑅𝑇
)                                                              (3)                                            

Where C0 – equilibrium concentration of hydrogen in 

the absence of stress field. 
In equation (2), the last two members reflect the 

directed broadcast hydrogen in areas with predominance of 

the traction component (σ0 > 0) and the extraction of 

hydrogen from areas with predominance of the 

compression component (σ0 < 0). For the equation (3), the 

initial conditions and the appropriate limits must be taken 

into account. 
Another approach for taking into account the influence 

of the stress state on the hydrogen permeation is to assume 

that the hydrogen diffusion coefficient D and the hydrogen 

absorption limit of C* are functions a special 

dimensionless parameter: 

S= 
з𝜎0

𝜎𝑈
                                                                                           (4) 

Characterizing the pattern of the stress state, σu- stress 

intensity. 
Parameter values S for certain patterns of the stress 

state are given in table 1. 
Table 1: Parameter values S for certain patterns of the stress state 

schema 

of the 

state of 

stress 

 

biaxial 

compression 

 

uniaxial 

compression 

 

cisaillement 

 

uniaxial 

traction 

 

biaxial 

traction 

S -2 -1 0 +1 +2 

The expressions for D and C* are taken in the form:      

D= 𝐷0(1 + 𝛼𝑆𝛽)                                                                     (5)                                                                                                                                     

𝐶∗ = 𝐶∗
0(1 + 𝛾𝑆𝛿)                                                                (6) 

D0 and C*
0- values of D and C* in the idle state (non-

constraint state), α, β, γ, δ - coefficients. 

In this case, equation (1) takes the form: 
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𝜕[
𝐶

𝐶∗(𝑆)
]

𝜕𝑡
= 𝑑𝑖𝑣 (𝐷(𝑆)𝑔𝑟𝑎𝑑 [

𝐶

𝐶∗(𝑆)
])                                   (7)                                                                                   

2.2. Material model deformation under the influence of the 

hydrogenation 

For model elaboration, we apply the deformation 

theory of A. A. Iliouchine, whose basic assumptions are 

adjusted to reflect the influence of hydrogen: 

 First hypothesis: the spherical deformation tensor is 

proportional to spherical stress tensor, and the 

coefficient of proportionality is a function of the 

parameter S and the hydrogen concentration С: 

𝜎0 = 𝐾(𝑆, 𝐶)3𝜀0                                                                    (8) 

Where ε0- average strain, K (S, C) - three-dimensional 

elastic modulus. 

K (S, C) = {
𝐾0, 𝑆 ≤ 𝑆0

𝐾1(𝑆, 𝐶), 𝑆 > 𝑆0
                                                  (9) 

S ≤ S0 - value of the parameter S, corresponds to the 

diagram of the state of stress with predominance of 

compression components, which starts the degradation of 

properties of the metal under the influence of hydrogen. 
 Second hypothesis: In any point of the body, the stress 

deviator is directly proportional to the deflection 

deformation. Below the scalar form is written as 

follows: 

 (10) 

𝜎𝑥 − 𝜎0 =
2𝜎𝑢

3𝜀𝑢
(𝜀𝑦 − 𝜀0)      ;     𝜏𝑦𝑧 =

𝜎𝑢

3𝜀𝑢
𝛾𝑦𝑧           (11) 

 𝜎𝑧 − 𝜎0 =
2𝜎𝑢

3𝜀𝑢
(𝜀𝑧 − 𝜀0)      ;     𝜏𝑧𝑥 =

𝜎𝑢

3𝜀𝑢
𝛾𝑧𝑥                   (12) 

Where: σx, σy, σz, τxy, τyz, τzx - components of the stress 

tensor, εx, εy, εz, γxy γyz, γzx - components of the tensor 

deformations. 

 Third hypothesis: Assume that the intensity of σu 

stresses is a function of the deformation intensity of εu 

of pattern setting for stress state S and the hydrogen 

concentration С: 

𝜎𝑢 = 𝜑(𝜀𝑢, 𝑆, 𝐶)                                                                  (13) 

This function has the following form: 

𝜑(𝜀𝑢, 𝑆, 𝐶) =  {
𝜑0(𝜀𝑢);    𝑆 ≤ 𝑆0

𝜑1(𝜀𝑢, 𝑆, 𝐶), 𝑆 > 𝑆0  
                      (14)                                                                                                     

It is obvious that in order  to determine the functions 

φ0(εu) and the  φ1(εu, S, C), we need the experimental 

curves of metal deformation for different S state of stress 

patterns and concentration of hydrogen С in the test 

samples. 

In the particular case, we can take: 

𝜑1(𝜀𝑢, 𝑆, 𝐶) = 𝜑0(𝜀𝑢). 𝑦(𝑆, 𝐶)                                      (15) 

where : φ0(εu) - approximating the function of the 

material deformation curve for S ≤ S0 and the function of 

the influence of the pattern of the stress state and the 

hydrogen concentration  y(S, C) is defined as: 

 y(𝑆, 𝐶) {
1,     𝑡ℎ𝑒𝑛  𝑆 ≤ 𝑆0

exp [−𝐾𝐶𝛼(𝑆 − 𝑆0)𝑏 ,    𝑡ℎ𝑒𝑛   𝑆 > 𝑆0
      (16) 

Where k, a, b – constants. 

The type of the function y (S, C) in the equation (16) 

has been suggested by [17], on the basis of the 

experimental data analysis on the influence of the pattern 

of the stress state and hydrogen concentration on the 

mechanical properties of materials. 

2.3. Progression model limit state 

     Much attention has been paid by the authors of the 

work [17], to the problem of developing models limit state 

of structures under the hydrogenation conditions. To 

develop the limit state model, we will consider the fact 

observed experimentally that the material located in a 

plastic state before hydrogenation, under the influence of 

hydrogen, is weakened. To reflect this, we introduce the 

fragility parameter: 

ξ (S, C) = σB (S, C) / 𝜎𝐵
0

                                                             (17) 

Representing the resistance ratio of the rupture strength 

of the material after hydrogenation σB (S, C) to the initial 

rupture resistance 𝜎𝐵
0 of the material before hydrogenation. 

In the absence of hydrogenation effects σB (S, C) = 𝜎𝐵
0, 

and the embrittlement parameter ξ =1.  Under the action of 

hydrogen on the material under stress, there is a reduction 

σB (S, C) and a decrease in the parameter ξ. 

By analogy with equation (13) can be taken: 

σB (S, C) = 𝜎𝐵
0𝜓(𝑆, 𝐶)                                                             (18) 

Where: ψ (S, C) - influence function of the form 

equation (16). 

Resistance condition of the material subjected to 

hydrogenation, we take the form: 

σU ξ +(1- ξ ) σ1 ≤  𝜎𝐵
0(𝑆, 𝐶)                                                     (19) 

    One can see that for ξ =1, the condition (19) becomes 

a plastic material condition resistance    σU ≤ 𝜎𝐵
0, and 

during hydrogen embrittlement as a measure that ξ 

decreases, a second term is included in the condition (19), 

reflecting the process of hydrogen embrittlement. Taking 

into account equation (15), the equation (17) can be 

transformed into the form: 

σU + (
1

𝜉
− 1)𝜎1 ≤ 𝜎𝐵

0
                                                             (20)                                                                                   

If, at the end, and taking into account the equation  

(14), equation (15), equation (16), then resistance 

condition can be written permanently as follows: 

σU  ≤ 𝜎𝐵
0       𝑡ℎ𝑒𝑛  𝑆 ≤ 𝑆0                                                    (21) 

σU + 
{𝑒𝑥𝑝[𝑘𝐶∝(𝑆 − 𝑆0)𝑏] − 1} 𝜎1 ≤ 𝜎𝐵    

0       𝑡ℎ𝑒𝑛  𝑆 > 𝑆0 

2.4. Delayed fracture model of metals in a hydrogenated 

medium 

Delayed rupture of structures under the influence of 

hydrogen accounts for the process of accumulation of 

scattered damage, whose kinetics is determined by the 

pattern of the stress state and the hydrogen concentration. 

During the simulation of delayed fracture in hydrogen, 

we assume that the assumptions are correct: 

1. The influence of hydrogen on the mechanical 

properties of metals is the same for the short-term 

loading as for long-term loading; 
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2. In the case of the predominance of compressive 

components (S ≤ S0), the metal retains, its long term 

properties regardless of the concentration of hydrogen.  

3. In the case of the predominance of traction components 

(S > S0), under the influence of hydrogen, long-term 

mechanical properties are reduced, and the degree of 

reduction increases with the rigidity of the pattern of 

the S constrained state and the hydrogen concentration 

C. 

To describe the kinetics of delayed fracture, one can 

use either the L.M. Kachanov approach, based on the use 

of the continuity of ψ parameter or the Y.N. Rabotnov 

approach based on the use of damage parameter П or the 

A.R. Rzhanitsyn approach, based on the use of the concept 

of instantaneous resistance R of the material see reference 

[16].  

Since the interaction process metal structures with 

hydrogen causes a change in mechanical properties, 

resulting in a change in the stress-strain state of the 

structure, and to describe the delayed fracture, it becomes 

important to use the model of the accumulation of damage 

of Moskvitin see reference [16], which is suitable for both 

stationary stress states and non-stationary. 

     The V. V. Moskvitin model applied to the case of 

delayed fracture of the metal in the hydrogen has the form: 

Π = ∫ (𝑡 − 𝑇)𝑚𝑡

0
𝜂[𝜎э(𝜏), 𝑆(𝜏), 𝐶(𝜏)]𝑑𝜏                                 (22) 

The function η [σЭ, S, C] in this equation can be taken as: 

𝜂[𝜎э, 𝑆, 𝐶] =
𝑚(𝑆,𝐶)+1

𝑡𝑟
𝑚(𝑆,𝐶)+1

(𝜎э)
                                                  (23)                                                      

and dependence breakup time tr depending on the 

equivalent stress (long-term resistance curve) is 

approximated by the following function: 

𝑡𝑟(𝜎э) =
𝐴(𝑆,𝐶)

𝜎э
𝑏(𝑆,𝐶)

                                                                     (24) 

Substituting equation (23) in equation (22) taking into 

account equation (24), we can write: 

Π = ∫
[𝑚(𝑆,𝐶)+1]𝜎э

𝑏(𝑆,𝐶)[𝑚(𝑆,𝐶)+1]

[𝐴(𝑆,𝐶)+1][𝑚(𝑆,𝐶)+1]

𝑡

0
(𝑡 − 𝑇)𝑚(𝑆,𝐶)𝑑𝜏                 (25) 

As can be seen, the effect of the hydrogenation is taken 

into account through the dependence of the coefficients A, 

b, m of the parameter diagram of the S state of stress and 

hydrogen concentration C. 
In the case of the predominance of compressive 

components (S ≤ S0), equation (25) is simplified and 

reduced in the form: 

Π =
𝑚0+1

𝐴0
𝑚0+1 ∫ 𝜎э

𝑏0(𝑚0+1)𝑡

0
(𝑡 − 𝑇)𝑚0𝑑𝜏                         (26) 

Where the coefficients A0, b0 and m0 correspond to the 

metal in the non-hydrogenated state. 

3. Application of the developed model to the  

hydrogenation problem of a thick-walled tube 

3.1. Basic equations for deformation of a thick-walled tube 

during hydrogenation 

We examine the application of the model developed to 

the hydrogenation problem of a thick-walled tube 

subjected to an axisymmetric load in a hydrogenated 

medium. In this case, stress and strain tensors will have 

non-zero components σr,σ
 , σz, εr, ε . . All three 

components of deformation, shear and tangential stresses 

will be equal to zero, due to symmetry with the tube axis  

and the constancy of the conditions along its axis. The 

relationship between the stresses and the deformations has 

the following form: 

  z

1



   rr

 

  z

1



   r

                                        

(27) 

  


  rzz

1

 

Where: r, z - radial, circumferential and longitudinal 

coordinates, and ψ(εu, C, S) - function of strain intensity εu, 

С - hydrogen concentration (in the traction zones of the 

hollow cylinder) = S = σ0/σu - parameter characterizing the 

stiffness state of stress state, σ0 - average stress, σu - stress 

intensity. 

The function ψ(εu, C, S ) is taken as: 
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The transverse strain coefficient ν and is also taken as a 

function of εu, C and S: 
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The function (C, S) in equation (28) is written in the form: 
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 (30) 

Where: k, a, b - coefficients. 

By expressing σz through σr and σφ in the third equation 

(27) and substituting it in the first two equations (27), it is 

found: 

.
1

1

,
1

1

2

2

zr

zrr

























































                    

 (31) 

By substituting the expressions of εr and εφ  in the 

continuity equation of the deformation: 

rdr

d
r )(   

                                                        (32) 

And taking into consideration, that according to the 

equation of equilibrium: 
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After some transformations, we obtain the following 

nonlinear equation of constraints. 
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The coefficients λ and η in this equation are nonlinear 

functions of ψ and ν and their derivatives: 
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Where: ν and ψ - derived from r. 

The right part of F has the form: 

)1( 22   rF z                                                
 (37) 

The longitudinal deformation εz is determined from the 

equilibrium conditions of the thick-walled tube in the 

longitudinal direction: 
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Hence, replacing by the expression of σz, we obtain: 
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Where: r1 and r2 - internal and external radius of the 

thick-walled tube, respectively. 

If the tube is loaded by external and internal pressures 

(fig.1.a) then the boundary conditions for the differential 

equation (35) are written as follows: 

11)( Prrr    ,    
22 )( Prrr               (40) 

The  concentration distribution of hydrogen according 

to the tube thickness is determined from the diffusion 

equation (2), written in a cylindrical coordinate system and 

taking into account the influence of the stresses: 

        (41) 

Where: σ0 - mean stress determined from the 

expression: σ0=(σr+σφ +σz)/3 

t - time, D - diffusion coefficient, R - gas constant. 

The initial and boundary conditions must be added to 

equation (41), taking into account  the action of the 

hydrogenous medium on the thick-walled tube. 

If hydrogen acts on the inner and outer surfaces of the 

tube (fig.1.b), then the boundary and initial conditions will 

be: 

,)()( 21  CrrCrrC inC0)C(t   (42) 

If the hydrogen penetrates into the wall of the tube 

from the inside, and the reflux of the outer surface is not 

taken into account (fig. 1.c), then we have: 

,)( 1  CrrC  0)( 2 



rr

r

C
 , inC0)C(t 

      (43) 

Under the action of hydrogen on the outer surface tube 

and the absence of the reflux of the inner surface (fig. 1.d)   

0)( 1 



rr

r

C
,

,)( 2  CrrC
inC0)C(t      (44) 

 

                

                      a                                                           b                                                   c                                                      d 

Figure1: Variants of the influence of the hydrogen medium and of the pressure on a thick-walled tube 
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3.2. Method of  the thick-walled tube calculation, 

subjected to hydrogenation 

When designing the method of calculating the thick-

walled tube, subjected to a combined action of the filler 

and the hydrogen-containing medium, the work program 

of the structure is presented in the form of a succession of 

three stages [17]: 

1. the stage of loading; 

2. the stage of establishing the boundary conditions on the 

surfaces in contact with the hydrogenated medium; 

3. stage of deformation of the thick-walled tube as a result 

of the change in the properties of the material under the 

influence of the hydrogenated medium in accordance 

with (28) and (29). 

At the stage of application of the load, the calculation 

of the thick-walled tube is reduced to the solution of the 

homogeneous differential equation of the type: 

0
2

2










r

rr

rr






                                         (45) 

With boundary conditions (40). 

The coefficients λ and η are determined for the initial 

characteristics of the material. 

The solution of the linear - elastic problem for the thick 

- walled tube is solved for the resolution of the non - linear 

part of the problems (45), (40), and as a zero 

approximation Of Blade), which has the form: 

2rJIo

r     ,     2rJIo 
                  

  (46) 

where :  
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For the resolution of the other part (problem at the 

limits) of the problems (45), (40), we use the method of 

scanning (algorithm of tridiagonal matrix), and in addition 

to find the derivatives one uses the formula of Lagrange, 

and the integrals in the expressions for λ and η by the 

Simpson formula of order 4. 

At the next stage of the boundary conditions it is 

assumed that the concentration of hydrogen required on 

the surfaces of the tube is not established immediately, but 

during a certain td, given by the expression: 

4DΔrtd 
                                                                      (48) 

A suitable distribution of the mechanical parameters 

(and consequently the coefficients λ, η and the right part of 

the equation (35)) is found according to the concentration 

field of the hydrogenated medium at the corresponding 

time tr. 

The third stage is devoted to the study of the 

deformation process of the thick-walled tube, caused by 

the action of the hydrogenated medium. The problem is 

solved by time increments. First, by the finite difference 

method, the diffusion equation (41) is solved with the 

initial conditions and with the corresponding limits, taking 

into account the distribution law of the mean stress σ0 

according to the thickness of the wall of the tube. 

Depending on the found distribution of the hydrogen 

concentration C, taking into account the rigidity of the 

stress state diagram S according to formulas (36), (37), in 

the nodes of the network are found the values of the 

coefficients Λ and η and the right-hand part of F of 

equation (35), which is then solved by the scanning 

method. Then, the following time increment Δt is given 

and the calculation process is repeated.  

The problem is solved by time increments until the In 

order to evaluate the reliability of the solution obtained, an 

example of calculation of a thick-walled tube of non-linear 

material was tested with the strain diagram σ = Аε-Вεm, 

where А = 3 ∙ 104 МPа, В = 2 ∙ 105 МPа, m = 1.5. In the 

calculations we have taken Р1 = 0,  

Р2 = 20 МPа, r1 = 30 сm, r2 = 60 сm, ν = 0.3. 

In Figure 2, we present the results of our calculation in 

dotted lines, and in solid lines those of the work [17]. We 

observe a certain difference in the distribution of 

constraints, which is explained by the use by the authors of 

the work [17] of assumptions about the incompressibility 

of the material (ν = 0.5), and in our calculations ν = 0.2. 

The calculation for ν = 0.5 leads to a total similarity of the 

results. 

 

Figure 2: Calculation results for thick-walled tube 

In order to evaluate the influence of the size of the 

finite difference network (depending on the wall thickness 

of the thick-walled tube) on the results of the calculation, a 

test calculation was made on a tube made of material with 

the In the calculations, we took Р1 = 20 МPа, Р2 = 0, r1 / r2 

= 0.5. The results of the calculation are shown in Table 2. 

Table 2. The results of the calculation 

 

Number of 

nodes in the 

mesh 

Values 

σn/Р1 εn, % 

11 

21 

41 

81 

161 

2,1458 

2,1437 

2,1570 

2,1466 

2,1380 

0,2255 

0,2218 

0,2241 

0,2220 

0,2225 

Subsequently, the calculations are carried out on a 

network with 81 nodes. 
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3.3.  Analysis of the influence of the state of stress on the 

permeability to hydrogen of the thick-walled tube (long 

hollow cylinder).  

In order to evaluate the influence of the stress state on 

the hydrogen diffusion kinetics in the wall of the thick-

walled tube, the calculation was carried out initially 

without taking into account the influence of the stress state 

on the Kinetics of diffusion, and then taking it again into 

consideration. The studies were carried out for three cases 

of loading and effects of the hydrogenated medium: 

1. the charge Р1 and the hydrogen medium act on the 

inner surface of the thick-walled tube; 

2. the charge acts on the outer surface of the thick-walled 

tube, and the hydrogen on the inner surface; 

3. the charge acts on the inner surface of the thick-walled 

tube, and the hydrogen on the outer surface. 

The pressure in all calculations is P1 = P2 = 20 МPа, the 

dimensions of the tube: r1 = 5 сm, r2 = 10 сm. 

In Fig. 3, the graphs of the hydrogen concentration 

according to the tube radius for case 1 are presented, in the 

absence of the influence of the constraints on the diffusion 

kinetics (dotted line) and taking account of this influence 

(full line). 

The analysis shows that the stress state has an 

intensifying effect on the hydrogen saturability of the tube 

wall, and with the increase of the time of the effect of the 

stresses, it increases and the increase reaches 34%. 

The influence of the stress on the hydrogen saturation 

kinetics for case 2 is shown in fig.4. 

In this case, there is a stress-inhibiting effect on the 

hydrogen saturability of the tube walls, because the load 

causes compression stresses to occur. The largest 

difference in the hydrogen concentration graphs is 29% for 

t3 / tr = 0.31. 

Fig. 5 illustrates the influence of the stress state on the 

hydrogen diffusion kinetics for case 3, when the charge 

acts from the inside, and the hydrogen from the outside 

As can be seen, at certain points on the wall of the tube, 

the difference in the magnitude of the hydrogen 

concentration can reach 50% (at t2 = 0.15), and destruction 

t2 = tr it reaches 26%. 

The analysis carried out makes it possible to conclude 

that taking into account the influence of stress state on the 

hydrogen permeability of the structures is necessary both 

under the action of compressive stresses (fig.4). With the 

predominance of tensile stresses (figures 3 and 5). 

 

Figure 3: Concentration of hydrogen according to the thickness of 

the wall of the tube (case 1) 

(dotted line - absence of the influence of constraints on the 
kinetics of diffusion, full line - with considering 

(1 – t=0,076; 2 – t=0,15; 3 – t=0,31; 4 – t=tr=1) 

 
Figure  4: Concentration of hydrogen according to the wall 

thickness of the tube (case 2) 

(dotted line - excluding the impact of stress, full line - with 

considering) , (1 – t=0,076; 2 – t=0,15; 3 – t=0,31; 4 – t=tr=1) 

 
Fig.5: Concentration of hydrogen according to the wall thickness 

of the tube (case 3) 
(dotted line - excluding the impact of stress, full line - with 

considering), (1 – t=0,076; 2 – t=0,15; 3 – t=0,31; 4 – t=tr=1) 

3.4. Analysis of the influence of the loading scheme on the 

character of the stress state of a thick-walled tube under 
the action of the charge and the hydrogenation 

In order to evaluate the effect of the stiffness of the 

stress state diagram that is characterized by the parameter 

S, the equations mentioned above, the mutual influence 

and the hydrogenated medium should be taken into 

consideration, which have been used on the mechanical 

characteristics of the material, and on the stress-strain 

condition, and the stress state on the hydrogen diffusion 

kinetics in the tube wall. That is to explain that the 

problem is part of non-linear deformation. 

The same cases of loading and effects of the 

hydrogenated medium are examined as in paragraph 3. 

For case 1 (the charge and the hydrogen acting from the 

inside), the results of the calculation in the form of 

diagrams of the concentration of hydrogen C and the 

circumferential stress σ are shown in Fig.6. It can be seen 

that in the zone close to the inner surface of the tube, on 

which the charge and the hydrogen are acting, the stress 

field is restructured, resulting in the most hydrogenated 

zones being discharged and the less hydrogenated - are 

charged. 
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In fig. 7, the hydrogen concentration diagrams C, the 

circumferential stresses σf and the longitudinal stresses 

σz for case 2 (external charge, hydrogen from the inside) 

are presented. As can be seen, in this case the change in 

the state of stress is less important, which is explained by 

the fact that the walls of the tube are in a compressed 

state and that is why the change in the mechanical 

characteristics is insignificant. 

Finally, the illustrated fig.8 the character of the 

distribution of concentration hydrogen C, of the 

circumferential stresses σf  according to the thickness of 

the wall of the tube for case 3 (charge from the inside, 

hydrogen from the outside). As can be seen, under the 

influence of the constraints of traction and hydrogenated 

medium a place a change of the mechanical properties of 

the material, resulting in a change in the character of 

distribution of the constraints. In addition, the greatest 

changes in the stress state occur in the internal zones of 

the tube wall and the values of these changes reach 18%. 

 

 

 
Figure 6: Hydrogen concentration and stresses σf at different times 

(1 – t=0,076; 2 – t=0,15; 3 – t=0,31; 4 – t=tr=1) 

 

 
Figure 7: Concentration of hydrogen C, circumferential σf and longitudinal σz stresses in the tube 

(case 2) at different times (1 – t=0,076; 2 – t=0,15; 3 – t=0,31; 4 – t=tr=1) 

 

 
Figure 8: Hydrogen concentration and stresses σf  at different times (case 3) 

(1 – t=0,076; 2 – t=0,15; 3 – t=0,31; 4 – t=tr=1) 
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4. Conclusions 

1. The elaborated model of material deformation in a 

hydrogenated medium takes into account the selective 

effect of hydrogen at low temperature on the 

mechanical characteristics of materials, leading to the 

appearance of an induced anisotropy and changing with 

saturation of the hydrogen material. The selectivity is 

expressed as a function of the value of the anisotropy 

induced not only by the concentration of hydrogen, but 

also by the state rigidity of the stress state. 

2. In the proposed model, consideration is given to the 

influence of the type and level of stress state of the 

material on the penetration kinetics (permeation) of 

hydrogen in the material through the dependence of the 

coefficient of diffusion and the hydrogen absorption 

limit of the special parameter, characterizing the stress 

state diagram. 

3. The analysis carried out shows that the established 

relations describe quite correctly the behavior of the 

thick-walled tube under the conditions of the combined 

action of the charge and of the hydrogenation taking 

into account the destructive action of hydrogen and 

allow to take into account the main effects, 

accompanying the interaction of the thick-walled tube 

with hydrogen. 

4. The proposed method and the computational algorithm 

allow to perform a correct analysis of the kinetics of the 

hydrogenation changes and the stress state of a thick-

walled tube taking into account the connectivity of the 

solved problem, I.e. the combined effect of hydrogen 

on the mechanical properties of the material and then 

on the state of stress of the tube and the influence of the 

state of stress on the diffusion kinetics of the material. 

Hydrogen in the walls of the thick-walled tube. 

5. The numerical simulation carried out has shown that 

the most dangerous case is the case of the simultaneous 

action of the charge and of hydrogen on the surface 

Inside the wall of the thick-walled tube, because in this 

case the combination of the action of tensile stresses 

and hydrogen leads to the most intensive degradation of 

the tube material. It should be noted that such a case of 

the influence of the charge and of the hydrogenated 

medium is the most characteristic for the actual 

operating conditions of the thick-walled tubes. 
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Abstract 

This study focuses on optimizing different welding parameters which affect the mechanical properties such as YS, UTS, 

Toughness, and Vicker hardness (VHN) of SS304H, Taguchi technique was employed to optimize the welding parameters, 

and fracture mode characterization was studied. A series of experiments have been carried out. L9 orthogonal array (3xx3) 

applied for it. Statistical methods of signal to a noise ratio (SNR) and the analysis of variance (ANOVA) was applied to 

determine the effects of different welding parameters such as wire feed speed, welding current and gas flow rate on 

Mechanical properties. Tensile strength, toughness, Vicker hardness (VHN), and mode of fracture were examined to 

investigate the weld quality of SS304H, and it was observed from the results that the welding voltage has significant effect 

whereas gas flow rate has insignificant effect on tensile strength of the weldment, and optimum process parameters were 

found to be 23 V, 350 IPM travel speed of wire and 20 l/min gas flow rate for tensile strength and mode of fracture was 

ductile fracture for tensile test specimen. 

 
© 2018 Jordan Journal of Mechanical and Industrial Engineering. All rights reserved 
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1. Introduction  

Gas metal arc welding (GMAW) is an advanced 

version of electric arc welding in which no pressure is 

applied during the welding process and arc is created 

between a continuous copper coated wire and work piece 

[1]. This GMAW commonly used method for joining of 

steels structural, components for the automotive industry 

[2-3]. Type 304/304L is the modern evolution of the 

original “18-8” austenitic stainless steel. It is very 

economical and versatile corrosion resistant stainless steel 

suitable for a wide range of general purpose 

applications.SS304H with a higher chromium and lower 

carbon content. Lower carbon contents minimize 

chromium carbide precipitation during welding and its 

susceptibility to intergranular corrosion.SS304H 

frequently was used in various industries such as Chemical 

and Petrochemical, Processing industries, pressure vessels, 

tanks, valves and pumps, heat exchangers, piping systems, 

flanges, fittings, Medical, Pharmaceutical Processing, 

Food, Beverage Processing and nuclear industries due to 

its excellent tensile strength, good weldability, and better 

corrosion resistance properties [4]. Dinesh Mohan arya et 

al [5] investigated process parameters for Metal Inert Gas 

welding and they reported that welding current is having 

maximum percentage contribution in experimental work. 

Nabendu Ghosh et al [6] optimized the metal inert gas 

welding parameters, by Grey-Based Taguchi method and 

they reported in their result that current having the more 

significant effect than gas flow rate in influencing the 

strength of the welded joints. 

 

Vikas Chauhan and R. S. Jadoun [7] studied the joining 

of two dissimilar metals SS304 and Low Carbon Steel by 

metal inert gas Welding (MIG) and they optimized the 

process parameter by using Taguchi Design Method and 

finally they informed that the effect of welding parameters 

on the ultimate tensile strength can be ranked in decreasing 

order as follows: voltage >speed > current. Abhishek 

Prakash et al [8] determined the (welding) process 

parameters which influence the mechanical properties by 

using the Taguchi method and they produced a result that 

Welding Current has the greatest influence on Tensile and 

Hardness in the Weldability of welded joint followed by 

wire feed speed and arc voltage. S. M. Bayazid et al [9] 

predicted welding parameters such as travel speed, 

rotational speed and plates position on microstructure and 

mechanical properties of Friction Stir Welded joint of two 

dissimilar Aluminum 6063 and 7075 alloys via Taguchi 

method and they reported that rotational speed, travel 

speed and plates position have 59, 30 and 7 % influence on 

* Corresponding author e-mail: sarizvi1@jmi.ac.in. 
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tensile strength of welded joint respectively. Saurav Datta 

et al [10] developed a multi-response problem to optimize 

parameters by combining to yield favorable bead geometry 

of submerged arc bead on-plate weldment and they 

coupled the Taguchi optimization method with Grey 

relation technique to evaluate the optimal parametric 

combination for deeper penetration, minimum bead height 

and depth HAZ of welded part. D Kalita and P. B 

Barua[11] investigated the effect of the process parameters 

of Metal Inert Gas Welding such as  welding current, arc 

voltage and shielding gas flow rate on tensile strength of 

welded joints by the Taguchi Optimization method and 

they concluded that welding voltage has significant effect, 

both on mean and variation of the Tensile strength of the 

weld having 87.019% and 85.398% contribution 

respectively, whereas welding current has significant 

effect on mean only (10.807% contribution) whereas 

Shielding gas flow rate has insignificant effect on the 

tensile strength of the welded joint.  

Therefore, in this research article, an attempt has to be 

made to optimize the process parameters of metal inert gas 

(MIG) welding. S R.Chikhale et al [13] predicted the 

mechanical properties of Al Alloy 6061-T6 by metal inert 

gas welding and they consider the welding current, arc 

voltage and wire feed speed as welding parameters and 

finally they optimized the parameters by reporting that 

welding current has the most significant effect on the 

Tensile strength, depth of penetration and toughness of 

weld joint. Saadat Ali Rizvi et al [14] optimized various 

welding process parameters by application of Taguchi 

method on MIG welding during welding of IS2062, and 

they mentioned in their research results that welding 

current and welding voltage have significant effect 

whereas gas flow rate has an insignificant effect on tensile 

strength of the weldment. Emmanuel O. Ogundimu et al 

[15] studied the mechanical properties and microstructure 

of AISI 304 weldment, welded by MIG and TIG welded 

and they concluded that welding current has the most 

significant effect on weldment hardness and they also 

added that UTS is depended on welding parameters. Woei-

Shyan Lee et al [16] studied the fracture behaviour of SS 

304 welded and they analysed the fractography of failed 

samples and observed that weldments, all fail in a ductile 

manner as a result of an extensive localized shearing in the 

fusion zone and they also added that failure of the 

weldments initiates at the site of second-phase particles 

within the fusion zone. Uğur ÇALIGÜLÜ et al [17] 

observed the tensile fracture of weldment and they 

concluded that after welding, it is seen that tensile strength 

values can be decreased depending on increasing the 

welding speed and this values can be increased depending 

on increasing the heat inputs, mainly in ductile fracture 

manner due to the fact that the ferritic stainless steel is a 

ductile steel. Anmol jeet Singh and Rutash Mittal[18] 

applied the Taguchi technique to optimize the process 

parameters and the observed that a dimple pattern in 

the whole width of impact fracture specimen 
which confirms the ductile mode failure of the 
joints. Ýhsan Kirik and Niyazi Özdemýr [19] examined 

the fracture mode of SS 304 weldment and mentioned that 

the tensile test mostly occurred on the AISI 1040 side, and 

especially ductile fractures in the form of quasi-cleavages 

were observed in the dimples. Ravindra V. Taiwade et al 

[20] examined the fractured surface of tensile test of AISI 

304 weldment and they observed that the AISI 304 SS 

failed due to ductile fracture. The fractured surfaces of 

AISI 304 SS showed a wide range of dimple sizes of 

equiaxed type. 

2. Design and Experimental work 

2.1. Workpiece material 

In this research article i,e Stainless steel 304H was used 

as a raw material.SS 304H plate of dimension 150mm × 60 

mm× 5 mm were welded using Gas Metal Arc Welding 

(GMAW) machine, with Polarity Direct Current Electrode 

Negative [DCEN]. Actual GMA welding set up is shown 

in fig 1. 

 
Figure 1:  Actual welding setup of GMA  

After completed weld, welded plates were machined on 

a horizontal milling machine for making V-groove. The 

chemical composition of the base metal plate and filler 

wire used in the process for welding purpose is given in 

Table .1 respectively. 

Taguchi design of the experiment is a simple and foolproof 

approach which is used to reduce the analysis up to an 

optimal level. In this research article, three factors were 

selected with their levels as shown in Table 2. Selection of 

the orthogonal array was based on DOF. The degree of 

freedom for all three factors is 6 in this design and welded 

by GMAW process with different welding parameters, 

nine tensile test specimens were cut from welded piece 

longitudinally; vertical milling machine is used to produce 

an arc of R12.5mm and to produce “V” notch in Charpy 

impact test specimens. Tensile test specimens are 

fabricated as per ASTM standard and a tensile test 

specimen is shown in fig 2. 

Table 1: Composition of base metal and filler wire 

Material   % C % Cr % Ni % Mn % Si % P % S Cu       Fe  

Base plate 0.06 18.68 8.54 1.9 0.41 0.031 0.005 ----      rest 

Filler wire 0.08 19.5-22.0 9.0-11.0 1.0-2.5 0.3-0.65 0.030 0.03 0.75      rest 
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Figure 2: Tensile test specimen as per ASTM [12] 

All tensile test specimens are tested on UTM-40T at 

room temperature. Tensile test specimens after fracture are 

shown in fig 3. Three different welding parameters are 

used to perform the welding. In entire, this research work 

pure Argon (Ar) was used as shielding gas to avoid any 

contamination of weld pool , as pure argon having special 

characteristics.  

 

Figure 3: Tensile test specimens after fracture 

2.2. Welding parameters 

In this research article, parameters which are used for 

welding purpose are given in Table 2. 

Table 2.Input (welding) parameters with their level 

Variable Level I Level II Level III 

Voltage(V) 22 23 24 

Gas flow rate (l/min) 10 15 20 

Wire feed rate(IPM) 250 300 350 

In the present experimental work, an L9 OA with 3 

columns and 3 rows was used. This array can handle three 

level process parameters. Nine experiments conducted to 

study the welding parameters using the L9 OA.OA and the 

corresponding values of welding parameters are listed in 

Table 3. 

3. Results 

3.1. Evaluating the signal-to-noise (S/N) ratios 

Noise factors are those uncontrollable factors which 

affect the process result (Output), whereas derived 

response is known as the signal. The variation of the index 

is known as S/N ratio. Variations are usually three types i, 

e “lower is better”, “higher is better’’ and “Normal is 

better”. In the Present study Ultimate tensile strength 

(UTS), Vicker hardness (VHN), Toughness was output 

(weld quality). For good quality of weld hardness (VHN), 

Toughness and Ultimate tensile strength (UTS) consider as 

“higher is better’’. In order to evaluate the influence of 

each selected factor on the response, S/N ratios for each 

control factor was calculated. 

In the present research work tensile strength, Vicker 

hardness (VHN) and Toughness of welded pieces were 

identified as the responses, therefore, “higher the better” 

consider for tensile strength and “nominal the best” for 

Vicker hardness (VHN) characteristic chosen for analysis 

purpose 

𝑆

𝑁
= −10 log10 (∑

1

𝑦𝑖
2

𝑛
𝑖=0 ) , Higher is better          (1) 

𝑆 

𝑁
= −10 𝑙𝑜𝑔10 (

1

𝑛
∑ (𝑦𝑖

2)𝑛
𝑖=0 ), Lower is better (2) 

𝑆/𝑁 =   −10 𝑙𝑜𝑔10 (
1

𝑛
∑ (𝑦𝑖 − 𝑚)2𝑛

𝑖=0 ) ,      

(3) 
Normal is better                                                                 

For tensile strength. Response table or signal to noise is 

shown in table 4. 

Table 4: Response Table for Signal to Noise Ratios 

Level Voltage 

(V) 

Gas flow rate 

(l/m) 

Wire feed speed 

(ipm) 

1 53.83 54.31 54.44 

2 55.79 54.74 56.64 

3 54.24 54.81 54.78 

Delta 1.96 0.50 0.24 

Rank 1 2 3 

Table 3: Result for Ultimate Tensile Strength, Vicker Hardness (VHN), and Toughness 

Experime

nt  

No 

Voltage 

(V) 

Gas 

flow 

rate 

(l/m) 

Wire feed 

speed 

(IPM) 

 

UTS 

(MPa) 

 

SNRA1 

 

VHN 

 

 

SNRA2 

 

Toughness 

(Joule) 

 

SNRA3 

1 22 10 250 480 53.6248 190 45.5751 250 47.9588 

2 22 15 300 453 53.1220 199 45.9771 262 48.3660 

3 22 20 350 546 54.7439 177 44.9595 240 47.6042 

4 23 10 300 636 56.0691 180 45.1055 180 45.1055 

5 23 15 350 657 56.3513 187 45.4368 232 47.3098 

6 23 20 250 559 54.9482 180 45.1055 176 44.9103 

7 24 10 350 459 53.2363 179 45.0571 234 47.3843 
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8 24 15 250 546 54.7439 202 46.1070 230 47.2346 

9 24 20 300 545 54.7279 187 45.4368 264 48.4321 

3.1.1.  Tensile strength 

Ultimate tensile strength (UTS) was calculated 

experimentally, Taguchi technique was applied for 

analysis with support of ANOVA and mode of fracture 

was studied. On the basis of data analyzed, plots for S/N 

ratio are shown in fig 4.it is much cleared from fig 4 that 

third level of voltage (23V), the second level of gas flow 

rate (20 l/min) and third level of wire feed speed (350IPM) 

gives higher tensile strength. 

 

Figure 4: Main Effects Plot for SN ratios (UTS) 

3.1.2. Hardness  

Vicker hardness (VHN) of test samples also 

experimentally calculated, Taguchi technique was applied 

to determine the optimal process parameters with help of 

ANONA .on the basis of data analyzed, plots for S/N ratio 

are shown in fig 5. From fig 5 it is observed that and 

voltage (24V), second level of gas flow rate (15 l/min) and 

third level of wire feed speed (250IPM) gives normal 

values of hardness. 

 

Figure 5:  Main Effects Plot for SN ratios (VHN) 

3.2. ANOVA- 

Analysis of variance is a statistic technique, which is 

used to evaluate the differences between the mean and 

their associated procedure. ANOVA result for Ultimate 

tensile strength (UTS) is given in table 5, shows that Arc 

voltage has the most significant effect with 63.72%, while 

gas flow rate and wire feed speed having least effect. 

Table 5: Analysis of Variance for SNRA1 (UTS), using Adjusted 

SS for Tests 

Source DF Seq SS Adj SS 
Adj 

MS 
F P 

% 

Contribution 

Arc 

voltage 
2 26153 26153 13076 2.09 0.324 63.72 

Gas 
Flow 

rate 

2 1358 1358 679 0.11 0.902 3.31 

Wire 

feed 
speed 

2 1013 1013 506 0.08 0.925 2.47 

Error 2 12521 12521 6260   30.50 

Total 8 41044      

ANOVA for S/N ration for hardness is summarized in 

Table 6 and it is observed that gas flow rate has the most 

significant effect with 60.49% contribution followed by 

arc voltage 25% contribution, while wire feed speed 

having least effect. 

Table 6: Analysis of Variance for SNRA2 (Hardness), using 

Adjusted SS for Tests 

Source DF Seq SS Adj SS 
Adj 

MS 
F P 

% 

Contribution 

Arc 

voltage 
2 89.56 89.26 44.78 13.0 0.071 14 

Gas 

Flow 

rate 

2 386.89 386.89 193.44 56.16 0.017 60.49 

Wire 

feed 

speed 

2 156.22 156.22 78.11 22.68 0. 042 24.43 

Error 2 6.89 6.89 3.44   1.1 

Total 8 639.56      

4. Mode of fracture 

4.1. Fracture mode of the tensile test specimen 

Fracture mode of the tensile test specimens was studied 

by SEM apparatus at room temperature. The fracture 

surface of SS304H welded joint obtained with MIG 

welding is shown in Fig 6. Mode of fracture of tensile test 

specimens is tried to understand by given Figure. Fig 6(b) 

shows the fractography of tensile fractured surface. It is 

very clear from the figure that mode of fracture was ductile 

with numerous dimples. It is also observed from the result 

that fracture pattern is not uniform; cleavage fracture is a 

tear type fracture. Cleavage and secondary cleavage are 

clearly visible in SEM image of the fracture surface. 

4.2.  Fracture mode of toughness test specimen 

To determine the toughness “V” notch Charpy samples 

were prepared as per ASTM. Specimens after fracture are 

shown in fig 7. Toughness fractured specimens examined 

to determine the surface morphology.  

Figure 8 (a) and (b) shows the images of fractography 

of impact charpy “V” notch test piece. Sample 1 in Figure 

8 shows the ductile fracture with coarse dimples. Enough 

finer dimples are observed in sample 3 in figure 

8.combined ductile and brittle fracture mode formation is 
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responsible for poorly absorbed energy. Sample 2 shows 

shallow dimples. 

 

 

 

Figure 6: Fractograph morphology (SEM) of tensile test specimens 

 

(a) Toughness test before fracture 

 

(b) Toughness test after fracture(Centre) 

Figure 7: Toughness test samples 

 

Figure 8: Macro images and SEM images of Impact fracture samples for morphology 
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5. Conclusions 

In this study to investigate the effect of GMAW 

processes on different welding parameters and fracture 

mode characterization was studied. The variables 

parameters in this experiment were arc voltage, wire feed 

speed, and gas flow rate. In this conclusion it found that: 

 In this experimental work, the selection of the process 

parameters for MIG welding of SS 304 weldment with 

the optimal mechanical quality has been presented. 

 Weld bead surface finish is better by this process. 

 It is also observed from experimental work that 

mechanical properties and microstructure of weldments 

depend on the heat input. 

 It is also observed from fractograph morphology 

(SEM) of tensile test specimens that small dimple size 

or high dimple size are responsible for fracture. 

 SEM analysis of fractured samples fracture 

morphology shows coarse dimples with the 

combination of ductile and brittle fracture in impact 

toughness weldment samples 

 Deeper penetration is achieved in this process.  

 Taguchi technique is method power pull tool to 

discover the effect of welding process parameters on 

mechanical quality. 

 It is also observed that from the SEM result that if the 

dimple size is smaller, the strength and ductility of 

weldments is higher. 

 ANOVA (Analysis of variance) depicts that Arc 

voltage having a significant parameter that affects the 

UTS and VHN followed by gas flow rate and wire feed 

speed  

  Ductile fracture mode observed with fine dimples for 

tensile test samples. 
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Abstract 

A finite element method is proposed for modeling the crevice corrosion effect on sheet pile steel, through a multiphysics 

field coupling techniques. In this paper, the results show that while a tensile strain enhances stress uniformly through sheet 

pile steel, an increasing depth of crevice corrosion results in a concentrated stress at localized corrosion. When the crevice 

corrosion is under an elastic deformation, there is no apparent effect of mechanical–electrochemical interaction on corrosion. 

However, when the applied tensile strain on the side of crevice corrosion is enough to produce a plastic deformation, 

corrosion activity is also increasing. 
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1. Introduction  

Corrosion of sheet pile steel is the term which is 

usually given to the level that is higher than expected 

corrosion loss. In an advanced state, typically after many 

years of exposure, this vertically oriented differential 

corrosion along the sheet pile length causes localized 

crevice of the wall thickness. Such crevice and loss of 

sheet pile wall thickness can have a significant effect on 

the structural capacity wherever the place of the crevice 

occurs. The general pattern of crevice corrosion is 

remarkable [1]. For U-profile sheet piling the perforations 

occur predominantly on the out-pans, while for Z-profile 

piles perforation appears to occur predominantly as 

elongated slots on the web of the Z shape as shown in 

Figure 1[2, 3]. In practice the corrosion rate is also 

assumed to be a linear function of time by most 

researchers [4] and the values on corrosion rates are 

recommended [5].Corrosion behaviour of steel structural 

in soils, water, and air was studied with a specific 

conditions by means of several techniques also developed 

test method [6,7]. 

Many studies have mainly focused on the distribution 

of the electrical potential, current within the corrosion 

crevice, the mechanism and modeling of the phenomenon 

of cathodic protection [8,9]. Significant research has been 

performed in the past to understand the mechanisms of 

external corrosion of soil. Crevice  with minimal overall 

metal loss of thickness can lead to the failure of structures 

because of several corrosion types that can stem from 

pitting corrosion such as stress corrosion [10]. 

It has been recommended that mechanisms are there to 

describe the initiation of crevice corrosion which is 

attributable to the development of a differential aeration 

cell with the subsequent acidification of the crevice 

solution and/or migration of aggressive anions [11–

13],there have been a number of industrial 

codes/standards, such as Eurocode 3 [5], that can be used 

to evaluate remaining strength and failure under complex 

stress/strain conditions. However, this industry code was 

developed according to corrosion process and grades of 

steel and environment of corrosion (air, soil, water). 

Besides, this model usually provide prediction of behavior 

steel structures at a relatively high tolerance as reported in 

literature [14,15]. 

The simulating parameters include stress distribution, 

corrosion potential, and current densities as a function of 

the corrosion crevice size and tensile strain. It is 

anticipated that this research provides a sufficiently 

reliable method for simulation and prediction of crevice 

corrosion on sheet pile steel under complex stress and 

strain conditions, and develop recommendations to 

industry for risk assessment[16, 17] 

In this paper, a finite element model is developed to 

study the mechanoelectrochemical effect of corrosion of a 

segment of sheet pile steel, under corrosion effects. The 

reliability of the model is validated by various mechanical, 

and corrosion measurements. 

* Corresponding author e-mail: balegh.benamar@yahoo.com. 
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Figure 1: Sheet pile steel formed by U, Z and I profile piles and 

the types and locations of crevice corrosion. 

2. Simulation 

2.1. Boundary geometrical parameters 

The simulation of mechanoelectrochemical effect of 

corrosion of sheet pile steel was performed. The 

geometrical model containing crevice corrosion is shown 

in Figure 1,where the segment of sheet pile thickness is 18 

mm and, the length is 60mm for finite element simulation. 

The crevice corrosion on sheet pile wall is elliptically 

shaped, with a length of 2 mm, and its depths dt are:1mm, 

1.75mm,2.5mm, 3.75mm respectively. This work assumes 

an unchanged length with growing depth for crevice 

corrosion in order to investigate propagation of the 

corrosion defect along the sheet pile direction. 

The boundary condition of solution is that the solution 

boundary is electrically isolated, except for the steel 

interface that is set as a free boundary at right side. While 

the bottom segment is fixed, the left segments loaded with 

prescribed tensile strains as described below and is set as 

an electric grounding. Themesh type used is triangular. A 

full mesh consists of 977 nodes with 133 edge elements 

and 18 integration points. The maximum and minimum 

element sizes are 1.6 mm and 0.001 mm, respectively, 

with a maximum element growth rate of 1.3 also the 

predefined size is extremely fine. A stationary solver of 

and time dependent solver is selected for this case. 

The geometry of sheet pile segment is simplified into a 

2D model due to the symmetrical property, as shown in 

Figure 2. The finite element simulation contains two 

aspects, mechanical elasto-plastic solid stress analysis of 

the steel sheet pile and corrosion secondary potential and 

current density analyses [18] 

2.2. Simulation of mechanical parameters 

An elasto-plastic solid stress simulation was performed 

on sheet pile steel. The isotropic hardening model is used, 

E is Young’s modulus of200GPa. Von Mises yielding 

criterions used for the elasto-plastic simulation then a 

stress is applied on the steel sheet pile along the 

longitudinal direction to simulate steel strainof5 MPa[20]. 

The total strain εis equal to the totaldeformation ∆ldivided 

by segment lengthl: 

𝜀 =
∆𝑙

𝑙
                                                                               (1) 

2.3. Simulation of electrochemical corrosion parameters 

The interface of secondary corrosion, found under the 

electrochemistry corrosion, deformed geometry branch 

when adding a physics interface, describes the current and 

potential distributions in corrosion under the assumption 

that the variations in composition in the electrolyte are 

negligible[20]. The physics interface can be combined 

with physics interfaces modeling mass transport to 

describe concentration dependent current distributions. 

The electrochemical reactions of iron dissolution occur 

in the crevice according to: 

Anodic reaction :  

Fe(s) → Fe2+(aq) + 2é                                               (2) 

which Fe(s) is iron in solid state, Fe+2(aq) is iron in 

liquid state and é is electron 

Experimental polarization data is used for this reaction, 

where the local current density of the reaction is evaluated 

as:  

iFe = f( φs−φl)                                                             (3) 

The crevice corrosion is modeled as a porous electrode, 

with the specific surface area, and the electric potential is 

assumed to be constant over the crevice, solving for 

electrostatic potential φsis disabled in the solver[21].The 

problem is solved using a parametric sweep on a stationary 

solver, sweeping the potential in the electrode phase. The 

parametric sweep is needed to ensure that the intended 

active-to-passive polarization behavior is captured in the 

simulation, since due to the non-monotonic shape of the 

polarization curve the problem may have more than one 

solution. Several numerical models have been studied for 

describing crevice corrosion not only in the one-

dimensional approximation, but also in the two and three-

dimensional cases In concentrated solutions in the 

presence of chemical reactions and practically with 

arbitrary boundary conditions as it is reported to describe 

crevice corrosion models[22,23]. The FE simulation of 

mechanoelectrochemical effect of crevice corrosion of 

sheet pile steel was performed using a commercial 

COMSOL Multiphysics[24]. 

Table 1: Composition of steel sheet piling used in study measured by Optical Emission Spectroscopy (wt%) [19] 

Profile C P Mn si S Ni Cr Mo Cu Al V Ti Sn Pb Fe 

U 0.1 0.069 0.87 0.173 0.021 0.47 0.09 0.05 0.55 0.003 0.021 0.004 0.019 - Bal. 

Z 0.1 0.073 0.86 0.165 0.023 0.47 0.08 0.04 0.58 ≤0.005 0.021 0.002 0.017 0.01 Bal. 
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3. Experimental testing 

Specimens used in this paper were cut from a sheet of 

sheet pile steel wall along circumferential direction, with 

achemical composition shown in Table 1. The specimen 

was machined into dumbbell shaped and itssurface was 

ground up[25]. 

The test solution was a near-neutral pH bicarbonate 

solution,i.e., NS4 solution, which has been used widely to 

simulate electrolyte. The solutioncontained 0.483 g/L 

NaHCO3, 0.122 g/L KCl, 0.181 g/L CaCl2_H2Oand 0.131 

g/L MgSO4_7H2O, and was made from analytic grade 

reagentsand ultra-pure wateratambient temperature (22 

C°). 

The engineering stress–strain curve of sheet pile  steel 

was obtainedby tensile testing through a Bose Electroforce 

dynamic materialstest system. Potentiodynamic 

polarization curve was measured on steelelectrode through 

a Solatron 1280C° electrochemical workstation after a 

steady-state corrosion potential was achieved upon 

immersing in NS4 solution for 1 h. The potential scanning 

ratewas 0.3 mV/s, and potential polarization started at 0.9 

Vand ended at 0.6 V[26].  

Mechanical properties of the steel and various 

electrochemicalcorrosion parameters derived from the 

polarization curve were used as initial conditions for FE. 

These included corrosion potential,corrosion current 

density. 

4. Results and discussion 

4.1. Von Mises stress under corrosion depth 

Figure4 shows the distributions of Von Mises stress at 

the crevice corrosion under various corrosion depths.It is 

seen that, the local Von Mises stresslevelincreases 

apparently and is distributed symmetrically to the center of 

the crevice that the highest stress occurs at the crevice 

center. 
 

 

Figure 2: Geometry of model 
 

Figure 3: Meshing of model 

 

Figure 4: Distributions of Von Mises stress under various crevice corrosion. 
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4.2. Elastic strain under corrosion depth 

Figure 5 shows the distributions of elastic strain tensor 

at the crevice corrosion under various corrosion depths. It 

is noticed, the local elastic strain level increases apparently 

at the opposite face of crevice corrosion as indicated by the 

red and dark red colors with minor change. It is seen that 

the strains is distributed symmetrically around the crevice 

that the highest stress locates at the center of crevice. 

Figure 6 shows finite element simulating results of 

growth of von Mises stress values surrounding the crevice 

with increasing of depth corrosion in it. It is seen that the 

results obtained from simulation are well consistent with 

the experimental data, indicating the validity and reliability 

of the finite element model. The von mises stress is further 

enhanced becomes apparent, as indicated by vectors 

pointing from the crevice center to the sides. The deeper of 

corrosion crevice results the higher stress concentration. 

Figure 7 shows also growth of elastic strain values 

surrounding the crevice with increasing of depth corrosion 

in it. It is seen that the results obtained from simulation are 

well consistent with the experimental data, indicating the 

validity and reliability of the finite element model. The 

elastic strain is further enhanced. The deeper of corrosion 

crevice results the higher strain concentration. 

 
Figure 5: Distributions of elastic strain tensor under various crevice corrosion. 

 
Figure 6:  Linear distribution of von Mises stress along the 

bottom of  crevice  corrosion  with various depths 

 
Figure 7: Linear distribution of elastic strain along the bottom of  

crevice  corrosion  with various depths. 
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4.3. .Von Mises stress  under load 

Figure 8 shows the distributions of Von Mises stress at 

fixed depth  corrosion of 1mm under various applied load 

represented in active forces which is naturally variant 

along of high of sheet pile steel. It is seen that, the local 

Von Mises stress level increases apparently, and also it is 

distributed symmetrically to the center of the crevice, that 

the  highest stress occurs at the crevice center. 

4.4. Elastic strainunder load 

Figure9 shows the distributions of elastic strain at the 

crevice corrosion under various applied load. The local 

elastic strain level increases apparently at the opposite face 

of crevice corrosion as indicated by the red and dark red 

colors. 

 

 

Figure 8: Distributions of von Mises stress at the corrosion crevice under various applied load. 

 

Figure 9: Distributions of elastic strain tensor at the corrosion crevice under various applied load. 
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Figures10,11 show finite element simulating results of 

growth of Von Mises stress and elastic strain values 

surrounding the corrosion crevice with increasing applied 

load. It is seen that the results obtained from simulation are 

well consistent, indicating the validity and reliability of the 

finite element model steel corrosion under mechanical–

electrochemical interactions. 

4.5.  Electrolyte current density 

Figure12 shows the distributions of electrolyte current 

density at the crevice corrosion under various corrosion 

depths. The local electrolyte current density level increases 

slightly at crevice corrosion as indicated by the red and 

dark red colors . It is seen that the electrolyte current 

density is distributed symmetrically to the center of the 

crevice, and the highest electrolyte current density occurs 

at the crevice center and the highest value 807 A/m2 occurs 

at the small depth corrosion of 1mm, so there is inverse 

relationship between electrolyte current density and depth 

corrosion in steel. 

 

 

Figure 10:  Linear distribution of von Mises stress along the 

bottom of  crevice  corrosion  with various applied load. 

 

Figure 11:  Linear distribution of elastic strain along the bottom 

of  crevice  corrosion  with various applied load. 

 

 
 

Figure 12: Distributions of electrolyte current density at the crevice corrosion.  
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4.6.  Electrolyte potential  

Figure 13 shows the distributions of electrolyte 

potential at the crevice corrosion under various corrosion 

depths. It is seen that, the local electrolyte potential level 

increases slightly at crevice corrosion as indicated by the 

red and dark red colors with minor change. While under 

growth of corrosion depth, it is recognized that the local 

electrolyte potential level increases remarkably 

surrounding the crevice corrosion as indicated by the red 

and dark red colors. It is seen that the electrolyte potential 

is distributed symmetrically to the center of the defect and 

the highest electrolyte potential occurs at the crevice center 

and the highest value 0.22 V occurs at the depth corrosion 

of 3.25 mm, so there is proportional relationship between 

electrolyte potential and depth corrosion in steel.  

Figures14, 15 show finite element simulating results of 

current density and corrosion potential of corroded sheet 

pile steel model as a function of crevice corrosion depth, 

where the current density is decreased with crevice 

corrosion depth contrary what is concerning a corrosion 

potential which increase while a crevice corrosion is 

deepening. 

Figures 16,17show finite element simulating results of 

current density and corrosion potential of corroded sheet 

pile steel model as a function of Von Mises stress, where 

the current density is the sum of anodic and cathodic 

current densities which also decrease with Von Mises 

stress contrary what is concerning a corrosion potential 

which increase with Von Mises stress. 

It is seen that the results obtained from FE simulation 

are well consistent with the experimental data, indicating 

the validity and reliability of the FE model in prediction of 

sheet pile steel corrosion under mechanical–

electrochemical interactions. 

 

Figure 13: Distributions of electrolyte potential at the crevice corrosion. 
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Figure 14: Linear distribution of current density along the bottom 

of  crevice corrosion with various depth. 

 

Figure 15: Linear distribution of corrosion potentiel along the 

bottom of  crevice corrosion with various depth. 
 

 
Figure 16: Linear distribution of  Current density  as a function of 

von Mises stress. 

 
Figure 17: Linear distribution of corrosion potential  as a function 

of von Mises stress. 

5.  Conclusions 

 A finite element model is developed to study 

mechanoelectrochemical effect of corrosion crevice at 

sheet pile steel through a multiphysics coupling 

simulation. The model enables simulation of the 

synergism of stress concentration and localized 

corrosion in sheet pile steel, moreover there is no 

comparison between present study and previous work.  

 An increase of longitudinal tensile strain and depth of 

crevice corrosion enhance local stress on sheetpile steel, 

However, their effects on stress distribution are not 

similar. While a tensile elastic strain results in an overall 

enhancement of stress through the sheet pile steel, the 

increasing corrosion depth causes a more concentrated 

stress at the crevice center. Stress at side of the crevice 

actually decreases. 

 When corrosion depth is under local elastic 

deformation, there is no apparent mechanical–

electrochemical interaction affecting local corrosion. 

When elastic strain or the corrosion depth is further 

increased to result in a local plastic deformation, the 

local corrosion activity is increased remarkably. 

 The region with a high stress, such as the crevice center 

serves as anode, and that under low stress, such as the 

sides of the corrosion crevice, as cathode. Anodic 

dissolution at the crevice center is further accelerated, 

while it is mitigated slightly on the sides of crevice. The 

locally corrosion at the crevice center is further 

enhancedby the increasing depth of corrosion. 

 An increasing depth of corrosion defect results in a 

concentrated stress at crevice corrosion. When the 

applied load on the side of geometry corrosion defect is 

sufficient to cause a plastic deformation at the crevice 

corrosion. 
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Abstract 

The objective of this study is to investigate the effectiveness of installing concentrating solar power plants in Middle 

East. A case study is performed for this purpose in the Ma’an area in southern Jordan. Due to water scarcity in most MENA 

region, contrasting analogy between hot and dry cooling is performed.  The performance of CSP plant is simulated using 

SAM software.  The simulation results predict that solar field size and thermal energy storage systems play major role in 

determining the energy cost.  Moreover, it is found that larger plant size has lower values of levelized cost of energy 

(LCOE). Furthermore, LOCE for 50 MW using dry cooling ranges between 12.88 and 13.40 c$/kW, while it ranges between 

11.23 c$/kW and 13.56 23 c$/kW for wet cooling.  Finally, it is found that dry cooling option has a great economical 

potential for generating energy in water scare regions. Therefore, implementing optimal CSP plants in Maan area has great 

economic impact in Jordan's economic and reduces its dependent on imported oil. 
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1. Introduction  

Jordan depends on imported fossil fuels to meet its 

national energy demand [1]. The demand for primary 

energy has increased from 2.4 million toe in 1982 to 11.5 

million toe in 2017. Jordan is experiencing an increased 

pressure on primary energy demand reaching up to 5.5%. 

It is expected that the demand for primary energy amounts 

will reach up to 15 million tons of oil equivalent in 2020 

compared to 7.5 million tons of oil equivalent in 2008. The 

total electricity generation was approximately 8,447 GWh 

in 2004 while it reached 17,261 GWh in 2013 [5]. The 

electricity demand increase in Jordan is estimated around 

7.4% [6]. On other word, an average of 300 MW per year 

of additional generated capacity is needed to meet the high 

electricity demand.  

Jordan currently facing real challenges due to the high 

rates of energy demand, lack of available natural resources 

and the increase in the public debt which touched US$ 34 

billion for the year of 2016 [7]. One promising way of 

facing these serious problems is utilizing renewable energy 

sources, which will help the government to achieve the 

national goals of a brighter future [8].  Jordan has great 

potential sources of renewable energy, particularly solar 

and wind energy. Until recently, Jordan experience in 

generating electricity from renewable energy sources is 

limited to laboratory scales [2-9]. It has been reported that 

only 2% of the total electricity is generated from 

renewable energy resources in 2005 [9-10]. Jordan’s 

Energy Master Plan aims to increase the share of RE to 

10% of Jordan’s primary energy consumption by the year 

of 2020.The Jordanian government has estimated the size 

of investment in renewable energy to meet that share to 15 

billion US$ [11]. 

The RE targets reported by the MEMR are 1000MW of 

Wind, 600MW of Solar, and 50MW by Biomass by 2020 

[12]. According to annual report 2016 published by The 

Ministry of Energy and Mineral Resources MEMR, there 

are a long list of RE projects currently have been 

completed in the last few years (2013-2016) summarized 

as follows: 

 12 photovoltaic projects with a capacity of 200 MW to 

generate electricity have been achieved in 2016.  

 The commercial operation of Philadelphia Solar Power 

Company PV project direct proposals Round I has been 

achieved in 22/10/2015 with a capacity of 10 MW in 

Mafraq. 

 Jordan Wind Project Company JWPC has started the 

commercial operation of Tafila Wind Farm in 2015 

with 117 MW of capacity 

 Hundreds of small-scale renewable energy schemes 

(on-grid roof tops PV systemshave been installed 

reaching a total of 80 MW.  

Other large RE generation projects of about 1600–2000 

MWp are expected to follow before 2020 and the 

estimated capital investment in these projects exceeding 

US$ 3–4 billion [13].Figure 1 shows the energy mix in 

Jordan for the period between 2008 and 2020.  

* Corresponding author e-mail: k.bataineh@just.edu.jo. 
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2008, Domestic Resources 4%, Imported 96% 

 

2015,Domestic Resources 25%, Imported 75% 

 

2020, Domestic Resources 39%, Imported 61% 

Figure 1: The Energy Mix in Jordan (2008 – 2020) [12] 

Recently, several studies for generating electricity 

utilizing different RE options are conducted in Jordan. 

Among all renewable energy resources available in Jordan 

to generate electricity, solar energy is found the most 

attractive option for generating electricity [14-16]. 

Although solar energy is totally renewable, but the solar 

power generates environmental impacts that need to be 

identified, quantified and evaluated. Life Cycle 

Assessment (LCA) has been successfully used to evaluate 

the environmental performance of renewable technologies 

[18, 19]. Furthermore, the environmental impacts of 

conventional CSP plants have been previously evaluated 

by the scientific based on LCAmethodology [20-25].  

Electricity can be produced by different type of CSPP.  

The selection of CSP technologies depends mainly on 

working fluid, the desirable power output and the 

operating temperature [26-28]. The most widely used solar 

technology around the world is parabolic trough solar 

power plant (PTPP)[29]. It has been reported that for solar-

thermal power plants operating at temperatures below 

500°C, solar Rankine cycles using parabolic trough are 

appropriate [30-31].   

The objective of this study is to assess the economic 

potential of installing parabolic trough solar power plant 

PTSPP in Jordan. For this purpose, a 50MW PTSPPis 

simulated using System Advisor Model program (SAM). 

Optimization of the main power plant components is 

carried out.  The effect of thermal energy storage system 

(TES), type of cooling (dry or wet),and the size solar field 

on the plant performance and energy costare 

studied.Levelized cost of energy is used as the main 

criteria for optimization analysis. The objective of 

optimization is to determine the optimal configurations 

and components size that gives lowest LCOE.   

2. Site 

It has been reported that CSPP is economically viable 

when the average annual direct normal irradiation (DNI) 

above 2000 kWh/m2 [30]. Jordan is blessed with large 

amount of solar radiation reaching on average above 2000 

kWh/m2 annually. The southern part of the country 

receives on average above 2500 kWh/m2[33].  Jordan is 

located in the middle east (31.5⁰ N degree latitude, 

36.1⁰ E longitude), the annual average temperature and 

wind speed is 22°C,4 m/s at 10 m height respectively. 

Studying the map of solar irradiation over Jordan is a very 

crucial step in selecting potential sites for CSP plants.  

Maan area which is located in the southern part of 

Jordan and receive around 2700 kWh/m2 is chosen for this 

study. The electricity transmission system in Jordan passes 

through this area.  Considering the huge amount of solar 

radiation and the vicinity of the national electric grid, this 

selected site is considered the most attractive site in 

Jordan. 

3. Methodology 

The plant is geographically located at Maan city 

latitude 30.15⁰N and longitude 35.75⁰E. The elevation of 

the site ranges between 1065m and 1075m with flat 

terrain. A simulated CSP plant of 50 MW located in 

southern part of Jordan is considered in this study. The 

solar field size, the thermal energy storage size, and 

cooling options are considered optimization variables.  The 

system advisor model (SAM) is used to simulate the CSP 

plant. It has been used by many researchers to simulate 

hourly transient behavior of CSP plant [34-37]. It allows 

investigating the effect of variations in physical, cost, and 

financial parameters on the performance outcome [34-35]. 

It produces comprehensive list of financial metrics for 

assessment[36]. The hourly data for the global, diffuse and 

direct irradiation, dew point, relative humidity, wind 

speed, atmospheric pressure and surface albedo are input 

to the SAM model. The measured weather data for the 

Maan for the year of 2014 is used in this study [31]. 

Results of solar radiation measurement are shown in 

Figure 2. The annual amount of global horizontal solar 

radiation is 6.46 Kwh/m²/day. 
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Figure 2: The amount of global horizontal solar radiation for each month. 

4. Simulation and Optimization  

A CSP plant with TES is simulated using SAM 

software. Table 1 lists the specifications for the main 

components of the simulated CSP plant in the selected site 

of Ma'an Jordan.  A 50 MW plant capacity is considered. 

Dry and wet cooling are investigated. Table 2 lists the 

ranges of optimization variables simulated to determine 

the optimal configurations. The LCOE is taken as the 

objective function for the optimization problem.  

Furthermore, the relation between the plant size and the 

cost of energy production is studied. The plant costs for 

different configurations are listed in Table 3.  High-

performance cost effective Euro Trough parabolic trough 

collector models ET150 and ET151 have been chosen for 

solar collector assembly. Table 3 lists the cost of the main 

component of CSP.  The cost of the components obtained 

from several sources have been updated in SAM.  It is 

worth mentioning NREL’s System Advisor Model (SAM) 

has updated the baseline cost for CSP plants in November 

2015 [38].  According to the report the resulting new cost 

numbers reflect innovation and improvements in solar 

collector technology during the past several years. On the 

other hand, HTF, TES, and power block subsystems have 

been largely unchanged and have costs affected only by 

market and inflationary factors.  Moreover, the site 

improvements and O&M fixed cost categories are 

dominated by labor costs. Construction and engineering 

labor cost indices have changed very little between 2012 

and 2015.The Physical Trough Model “SkyTrough”was 

used to examine the impact of the revised cost values on 

LCOE, which is redefined in SAM 2015. This adjustment 

led to a change in the estimated real levelized power 

purchase agreement price from 14.9 ¢/kWh to 13.9 ¢/kWh.  

The outputs of SAM simulation are validated against 

actual data obtained from Andasol plant located in Spain.  

Published plant data used is obtained from Herrmann et al. 

[34].To conduct plant simulations, all published plant 

specifications are simulated with SAM. Table 4 lists 

contrasting points between actual data and simulated data. 

It is clear that SAM was successfully able to predict actual 

data of the Andasol plant. Moreover, the percentage errors 

shown in the last column in table 4 indicate that SAM 

results are more conservative than actual data (all errors 

are negative). 

Table 5 lists the LCOE values for each simulation runs. 

Figure 3 shows LCOE as function of SM for several values 

of a storage capacity in full load hours. As can be seen 

from table 5, for all TES sizes studied, the LCOE values 

decreases with increasing SM until certain value and starts 

rising again with further increase in SM. As can be seen 

from figure 3 for each TES size, there is an optimum value 

of SM where LCOE is minimum. 
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Table1: Specification for the main components of the CSP plants 

Option Heat Transfer Fluid Collector Receiver Storage Media Power Cycle 

1 Molten Salt Euro Trough ET150 Schott PTR70 Molten Salt Nexant 450C HTF 

2 ,3 &4 Molten Salt Euro Trough ET151 Schott PTR71 Molten Salt Dry Cooled SEGS Turbine 

Table 2: Ranges of optimization variables 

Option 
Turbine Size 

 (MW) 

Cooling  

Option 

Solar field size  

(solar multiple) 

Thermal energy  

storage capacity (h) 

Turbine gross  

efficiency (%) 

1 50 Wet 1–2.5 0–12 39 

2 50 Dry 1–2.5 0–12 37.3 

3 100 Dry 1–2.5 0–12 38.1 

4 150 Dry 1–2.5 0–12 38.25 

Table 3: Cost data Input [34-38]. 

Economic inputs toSAM       

Direct Capital Cost 
 

Wet Cooling Dry Cooling 

Site Improvements 
 

30 $/m² 30 $/m² 

Solar Field 
 

150 $/ m² 150 $/ m² 

HTF System 
 

70 $ / m² 70 $ / m² 

Storage 
 

75 $ / m² 75 $ / m² 

Power Plant 
 

940 $ /Kw 1160 $/ Kw 

Balance of plant 
 

100 $ / KWe 100 $ / KWe 

Contingency 
 

6 % of direct capital cost 6 % of direct capital cost 

Indirect Cost 
   

Engineer -Procure – Construct 

and owner cost  
12% of direct capital cost 12% of direct capital cost 

Land Cost 
 

2 $ / m² 2 $ / m² 

Sales Tax 
 

6% 6% 

Operation and maintenance Cost 
   

Fixed Cost By Capacity 

 

Other Cost 

 

Project Period (Year) 

 

Discount rate % 

 

  

60 $ / KW – year 

 

60 $ / KW – year 

 

 

30 

 

6% 

 

60 $ / KW – year 

 

 

30 

 

6% 

Table 4: Simulation validation data. 

Description Unit Simulated Published data 

(Herrmann et al., 2002) 

% (Simulated-

published)/simulated 

Annual DNI KWh / m² 2052 2202 -7.31% 

Annual electricity sold to the grid MWh 153560 157,206 -2.37% 

Annual parasitics received from the grid MWh 0 4,307 Not applicable 

Mean annual field efficiency % 44.21 46.10 -4.28% 

Annual overall efficiency % 13.09 14.70% -12.30% 

Full load hours h 3098 3144 -1.48% 
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Table 5: Optimization result. 

LCOE Cent $ / KWhel 
 

 

Solar Multiple - 50 MW / Wet Cooling 
   

  
   

1 1.25 1.5 1.75 2 2.25 2.5 2.75 3 

 

Number of storage full load hours 
 

0 13.53 12.32 12.55 13.12 13.85 14.68 15.68 16.73 17.82 

 
  

1.5 14.04 12.53 12.34 12.67 13.18 13.85 14.61 15.45 16.37 

 
  

3 14.54 12.87 12.13 12.22 12.59 13.09 13.69 14.35 15.11 

 
  

4.5 15.00 13.22 12.13 11.92 12.14 12.51 13.00 13.55 14.18 

 
  

6 15.46 13.58 12.41 11.76 11.82 12.09 12.47 12.94 13.46 

 
  

7.5 15.92 13.93 12.71 11.86 11.62 11.76 12.06 12.44 12.88 

 
  

9 16.37 14.29 13.00 12.11 11.54 11.52 11.73 12.05 12.42 

 
  

10.5 16.83 14.65 13.29 12.36 11.73 11.40 11.52 11.77 12.09 

 
  

12 17.28 15.00 13.59 12.60 11.95 11.42 11.33 11.50 11.75 

Number of loops 
  

70 88 105 112 140 158 175 193 215 

 
Figure 3: Variations of LCOE with solar field and TES sizes for wet cooling.  

Simulation results presented in table 5 show that the 

minimum values of LCOE obtained for 1.5 <SM<2, and 

6< TES< 9. The lowest value of LCOE is 11.54 c$/kWhel. 

Although practical optimum combination depends on 

operation schedule which are determined by national 

energy policy. Larger TES capacity should always be 

recommended. Therefore, combination of (SM = 2, TES = 

9 full load hours) is considered the best combination in 

terms of energy cost.  

Similar to the wet cooling optimization, a dry cooling 

optimization analyses are carried out for same plant size. 

Table 6 listssimulation results for several values of solar 

field and thermal energy storage sizes. The simulations 

results shown in figure 4 predict that wet and dry cooling 

have similar behavior. Generally, simulation runs predict 

that minimum values of LCOE can be obtained for 

combination of 1.5 <SM <2 and 6 hrs<TES< 9 hrs. 

Furthermore, optimal values for 50 MW that operates with 

dry cooling ranges between 13.08 and 14.85 c$/kWhel. 

The unit energy cost for dry cooling is only 1.5 c$/kWhel 

higher than those associated with wet cooling. 

Furthermore, this amount of cost should be considered 

when choosing between wet and dry cooling in dry hot 

regions.  

In order to investigate the effect of size of the CSP 

plant on the energy cost and performance, optimizations of 

a dry cooled 100 and 150 MW CSP power plants are 

carried out. Procedure used for optimization analysis for 

50 MW presented previously is repeated for larger plant 

size. Table7 shows the simulation results for 100 MW 

which are demontrated graphically in Fig.5. As can be 

seen in table 7 and figure5 minimum values of LOCE 

occur for 1.75 < SM< 2 and 6 <TES< 9. Simulation results 

predict that the lowest value of LCOE is 12.72 c$/kWhel 

for 100 MW plant. This value is lower than that 

corresponding to 50 MW plant size. 

The simulation results for150 MW CSP plants are 

shown in Table 8 and Figure6.  It is found that lowest 

values of LCOE occurs for 1.75 <SM< 2 and 6<TES<9. 

The LCOE varies from 12.69 to13.6 c$/kWhel, which 

shows a additional reduction in production costs with 

increasing plant size. It is worth mentioning that load 

management aspects and demand profiles should be 

considered when selecting the suitable plant size.   
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Table 6: Optimization results. 

LCOE Cent $ / KWhel      Solar Multiple - 50 MW / Dry Cooling       

        1 1.25 1.5 1.75 2 2.25 2.5 2.75 3 

 

Number of storage full load hours  
 

0 15.59 14.14 14.39 15.02 15.87 16.84 18.00 19.24 20.54 

 
  

1.5 16.11 14.34 14.11 14.49 15.09 15.87 16.76 17.72 18.80 

 
  

3 16.69 14.73 13.85 13.95 14.38 14.95 15.65 16.42 17.30 

 
  

4.5 17.24 15.15 13.84 13.58 13.82 14.25 14.82 15.46 16.18 

 
  

6 17.78 15.57 14.17 13.38 13.45 13.76 14.20 14.74 15.33 

 
  

7.5 18.32 15.99 14.51 13.49 13.19 13.34 13.68 14.12 14.61 

 
  

9 18.86 16.41 14.85 13.78 13.08 13.05 13.28 13.64 14.06 

 
  

10.5 19.40 16.83 15.20 14.07 13.31 12.89 13.02 13.29 13.65 

 
  

12 19.94 17.24 15.54 14.36 13.56 12.90 12.79 12.97 13.25 

Number of loops     70 88 105 112 140 158 175  193  215 

 

Figure 4: Variations of LCOE with solar field and TES sizes for dry cooling. 

Table 7: Optimization results. 

LCOE Cent $ / KWhel 
 

 

Solar Multiple - 100 MW / Dry Cooling 
   

 
   

1 1.25 1.5 1.75 2 2.25 2.5 2.75 3 

 

Number of storage full load hours 
 

0 15.58 14.13 14.38 15.01 15.86 16.83 17.99 19.23 20.53 

 
  

1.5 15.88 14.17 13.98 14.37 14.98 15.77 16.65 17.63 18.72 

 
  

3 16.42 14.53 13.71 13.83 14.27 14.86 15.57 16.34 17.22 

 
  

4.5 16.95 14.94 13.69 13.46 13.72 14.17 14.73 15.38 16.11 

 
  

6 17.48 15.36 14.02 13.26 13.34 13.66 14.10 14.64 15.24 

 
  

7.5 18.01 15.77 14.36 13.36 13.09 13.25 13.60 14.04 14.54 

 
  

9 18.54 16.19 14.70 13.65 12.98 12.96 13.21 13.57 13.99 

 
  

10.5 19.08 16.60 15.04 13.93 13.20 12.81 12.93 13.20 13.56 

 
  

12 19.61 17.02 15.38 14.22 13.45 12.81 12.72 12.90 13.18 

Number of loops 
  

128 159 191 223 255 287 318 350 392 
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Figure 5: Variations of LCOE with SM and TES sizes for 100W plant (dry cooling). 

Table 8: Optimization results. 

LCOE Cent $ / KWhel 
 

 

Solar Multiple - 150 MW / Dry Cooling 
   

 
   

1 1.25 1.5 1.75 2 2.25 2.5 2.75 3 

 

Number of storage full load hours 
 

0 15.57 14.12 14.37 15.00 15.86 16.83 17.99 19.22 20.53 

 
  

1.5 15.79 14.11 13.93 14.32 14.94 15.74 16.62 17.60 18.69 

 
  

3 16.33 14.47 13.66 13.79 14.24 14.82 15.53 16.31 17.19 

 
  

4.5 16.87 14.88 13.64 13.42 13.69 14.13 14.70 15.36 16.08 

 
  

6 17.38 15.29 13.97 13.22 13.31 13.64 14.07 14.62 15.22 

 
  

7.5 17.91 15.71 14.30 13.32 13.06 13.23 13.58 14.02 14.52 

 
  

9 18.44 16.12 14.64 13.61 12.94 12.94 13.18 13.55 13.97 

 
  

10.5 18.97 16.53 14.98 13.89 13.16 12.78 12.90 13.18 13.53 

 
  

12 19.50 16.94 15.32 14.18 13.41 12.78 12.69 12.88 13.16 

Number of loops 
  

235 294 353 412 471 530 588 653 725 

 
Figure 6: Variations of LCOE with SM and TES sizes for 150W plant (dry cooling). 
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5. Results and discussions 

Simulation results presented in previous section 

indicate that CSP with a large TES has a great economic 

benefit. Generally, it is found that 9 hours of storage is 

the optimal size in terms of energy cost. Figure 7 shows 

the variation of LCOE with TES size. A large TES 

allows storing the surplus energy during daytime and 

reusing it during night. Therefore, TES has significant 

effect in increasing the capacity factor of the power plant 

and increase the economic attractiveness of CSP. 

Furthermore, due to high level of solar radiation in the 

considered site, LCOE values found attractive from 

economic point of view. Moreover, it is noticed that the 

LCOE for dry cooling is not significantly higher than the 

wet cooling, i.e. only in the range of 1.2 and 0.53 c$/kW 

h for the 150 and 50 MW CSP plants respectively as 

shown in Table 9. This slight increase in cost does not 

justify using wet cooling in dry hot arid regions.   

Figure 8 shows the monthly specific net power 

generation (MW hel generated per MW installed) for 

optimized design options for all plant size studied.  The 

simulation results predict that only small difference 

between cooling options in summer for different plant 

size, while the specific net power generation is same for 

the rest of the year.  Figure 9 shows monthly overall 

plant efficiency. Simulation results show that for all 

power block sizes, the overall plant efficiency ranges 

between 7% to 20%. Moreover, simulations predict that 

larger power blocks have higher efficiency. This can be 

explained due to lower specific losses. 

Due to the scarce of water in the study site, the cost of 

water is expected to be significant and should be 

included in the financial analyses.  Water is used for wet 

cooling and cleaning of the collector mirrors. The cost of 

water delivery is 1.75$/m3 (WAJ, 2015). Water cost 

should be added to the LCOE for both wet and dry 

cooled power blocks.  It is assumed that washing takes 

place 65 times per year with amount of 0.7 L/m2 of 

collector aperture area.  The specific water cost for each 

option is calculated and added to the previously 

calculated LCOEs. LCOEs including water cost are 

shown in Table 9. For 50 MW plant, simulations predicts 

that about 92.6% of water use can be saved if dry cooling 

option is chosen. Results presented in Table 9 show that 

LCOEs for dry cooling is not significantly higher than 

that for wet cooling.  Beside the water cost, the 

availability of water is a major problem in the waterless 

regions.  Based on these results, dry cooling option is 

more economically appealing than wet cooling in hot 

sunny arid regions. This statement is very critical for 

Jordan which extremely suffers from lack of water.  

Table 9 summarizes simulation results for the four 

different power plant options studied. Simulation 

predicts that the annual net electricity output for 50 MW 

CSP power plant for the two cooling options almost 

similar. The investment cost per installed kW for the four 

studied power plant options are shown in table 9. 

Including the cost of water, dry cooling option is lower 

than wet cooling option. The specific cost goes down as 

the size of the plant increases.  

 

 
Figure7: Variation of LCOEwith SM ( 9 hour storage size) 
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Table 9: Results for different configurations 

Description/ Cooling type Unit Plants in Maan - Jordan 

50 MW wet 50 MW dry 100 MW dr 150 MW dry 

  503,580 523,201 1,036,590 1,543,440 

Collector area m² 639,373 646,775 1,036,590 1,543,440 

Annual thermal power MWhth 210,993 206,968 1,302,438 1,972,709 

Annual electricity output MWhel 210,993 206,968 416,780 631,267 

Capacity factor % 48.2 47.6 47.7 48.1 

Annual water consumption m³ 846868 61525 122571 183175 

Levelized electricity 

cost 

c$/KWh 
11.54 13.08 12.98 12.94 

Levelized electricity costs incl. 

water cost 

 

c$/KWh 
12.7 13.1 13 12.98 

Net investment cost $ 277,758,272 292,801,600 577,758,272 857,715,008 

Net investment cost /KW $ / KWh 5,555 5,777 5,718 5,718 

Net investment cost 

costs incl. water cost 
$ 

319,678,238 

 

295,847,088 

 
583,825,537 866,782,171 

Net investment cost /KW 

costs incl. water cost 
$ / KWh 

6393.56 

 

5916.94 

 
5838.26 5778.55 

 
Figure 8: Monthly variations of net power generation at optimal values. 

 
 Figure 9: Overall efficiency for reference plant in Ma’an. 
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6. Conclusion  

Optimization analyses for CSP plant located in 

southern part of Jordan using SAM software are presented. 

Size of solar field, thermal storage size, size of the power 

block, and type of cooling are considered the main design 

factors. The objective of optimization is to minimize the 

cost of energy production.  It is found out that the thermal 

energy storage (TES) system has the greatest impact on 

CSP plants performance. It can be concluded that lowest 

values of LCOE and high capacity factor can be obtained 

when selecting 6<TES <9. Furthermore, LCOE decreases 

with increasing plant size. Moreover, dry cooling option is 

found feasible for regions with water scarcity. Finally, the 

study concluded that implementing optimal configuration 

of CSP plants in southern part of Jordan has great benefit 

to Jordan’s economy, and thus it reduces its energy import. 
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Abstract 

According to the United States environmental protection agency (EPA), a wastewater treatment plant is expected to 

remove at least 85% of the suspended solids and dissolved organic compounds from the wastewater before discharging it to 

a river or a lake. The aeration process is an integral part of any wastewater treatment plant, where suspended particles and 

dissolved organics are removed. The cost for aerating the wastewater is significant compared to other processes that take 

place in the wastewater treatment process. The normal operation of the aeration process is by compressing air continuously 

to basin diffusers, where the air is brought into contact with the water to provide the necessary oxygen for the microbial 

growth in the wastewater. Aeration systems utilize compressed air in pulsating flow mode have been proven to be more 

efficient than that of continuously compressed air. This study employs the wavy flow generated because of compressing the 

air alternatively (pulsating airflow) and investigate the effect of water column height on the oxygen transfer efficiency. 

Three water column heights are considered in this study, 0.6, 1.2 and 1.8 m, to investigate the effect of each water column on 

the SOTE at different airflow rates and pulsating times. The highest water column (1.8 m) gave better standard oxygen 

transfer efficiency (SOTE) results, but a better trend was observed for the lower water column at higher flow rates. The 1.2 

m water column standard oxygen transfer efficiency was always taking an intermediate trend between the 0.6 m and the 1.8 

m water columns SOTE. In addition, it was clearly shown that the best SOTE results for all water columns occur when the 

pulsating time equals 0.5 seconds. 

 

© 2018 Jordan Journal of Mechanical and Industrial Engineering. All rights reserved 
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Nomenclature 

AAA Amano Alkhafaji Alkhalidi parameter, 

4Q/πD2H, 1/s  

Co Dissolved oxygen concentration at t = 0, 

mg/liter. 

C∞ Dissolved oxygen concentration at saturation, 

mg/liter. 

D Diameter of water reservoir, m. 

DO Dissolved oxygen, mg/liter. 

H Height of the water column, m. 

KLa Overall mass transfer coefficient, 1/s. 

KLa20 Overall mass transfer coefficient at 20ºC, 1/s. 

OTE Oxygen transfer efficiency. 

OTR Oxygen transfer rate, mg/s. 

Q Flow rate, L/min. 

SOTE Standard oxygen transfer efficiency. 

SOTR Standard oxygen transfer rate, mg/s. 

t Time, seconds. 

T Temperature, ºC 

V Volume of the water, liter. 

�̇�𝑂2
 Mass flow rate of oxygen, mg/s.  

1. Introduction 

In secondary wastewater treatment, the aeration process 

has taken an important role, where the need for oxygen 

becomes vital to promote the microbial growth to suspend 

and efficiently separate the dissolved and suspended 

organic particles from the wastewater in the secondary 

clarifying treatment. Therefore, air and water need to be 

brought in contact in some container to have the transfer of 

oxygen molecules from the air to the water and provide the 

wastewater with the necessary oxygen for the aeration 

process. Two methods have been used in industry [1] to 

bring the air and water in contact; air diffusing systems 

and surface agitating systems. In the air diffusing systems, 

air diffusers are installed in a reservoir base. The 

compressed air is flowing out of these diffusers into the 

water in the reservoir. Surface agitating systems utilize the 

use of surface agitators to mix the water with the 

atmospheric air.  

The air diffusing aeration system can be considered 

more efficient than the aeration system using surface 

agitation [1]. Nevertheless, both air diffusion and surface 

* Corresponding author e-mail: Ammar.alkhalidi@gju.edu.jo. 
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agitation are consuming the most significant portion of the 

energy for any wastewater treatment process as shown in 

figure 1, [2]. Therefore, the best aeration system is an 

aeration system that requires the minimum energy to 

operate, and such aeration system can have a significant 

impact on the energy cost of the aeration process and 

hence the water treatment process.   The EPA [3] reported 

that not less than 85% of the biodegradable and total 

suspended solids should be removed from the wastewater 

before discharging it to the lakes or rivers. Due to the 

population increase and the expansion in industry, the 

wastewater capacity that needs to be treated increases. The 

EPA’s suggested technology increases the energy 

requirement for the aeration process to fulfill the EPA 

regulations. In other words, the energy consumption trend 

of the aeration process is growing with time. Therefore, it 

will be necessary to reduce that energy consumption by 

adopting new aeration design.  

 
Figure 1: Energy consumption of a wastewater treatment process 

[3]. 

Many studies were made to optimize the aeration 

systems, but most of these studies discuss the effect of 

bubble size on the oxygen transfer rate between the air and 

water. The bubble formation is a very complicated process, 

and many mass transfer models have focused on the free 

rising of the bubble to determine the shape, surface area 

and the hydrodynamic behavior of the bubble. Higbie’s [4] 

penetration theory combines a hydrodynamic and mass 

transfer model to determine the shape and mass transfer of 

a single growing bubble. 

The effect of gas flow rate on the bubbles frequency 

was studied by Das et al [5].  A needle-type conductivity 

probe was used to estimate the bubbles frequency. The 

study showed that the bubbles frequency is increased by 

increasing the gas flow rate. 

Colombet et al. [6] considered the liquid side mass 

transfer coefficient in a dense bubble swarm for a range of 

gas-liquid volume ratio between 0.45 and 16.5%. This 

study was performed in a square water column to measure 

the bubble size, shape and velocity at different gas flow 

rates by using a high speed-camera. It showed that the 

bubble velocity decreases when increasing the volume 

fraction. 

Dani et al. [7] used a non-intrusive technique consisting 

of a planar laser-induced fluorescence to measure the 

oxygen concentration of a bubble as it rises in the liquid. 

The study showed a distinguished increase in oxygen 

concentration at the bubble rising column while it is 

decreasing everywhere else. 

Ashley et al. [8] conducted a bench-scale experimental 

study to examine the effect of four design variables on the 

oxygen transfer rate in aeration systems that uses fine pore 

diffuser. The study showed that the oxygen transfer rate is 

increased when increasing the airflow rate. A comparison 

between using a single diffuser and two diffusers for the 

same airflow rate showed that the oxygen transfer 

efficiency is higher when using two diffusers. The study 

used two different diffusers to create bubbles of 0.4 and 

0.42 mm; there was no consistent effect of airflow rate on 

the bubble size. 

Fujie et al. [9] investigated the spiral liquid circulation 

in a conventional aeration tank. The spiral liquid 

circulation rate at the liquid surface in the aeration tank 

was correlated as functions of the superficial gas feed rate, 

diffuser depth, and bubble diameter. It was concluded that 

the spiral liquid circulation rate increases the bubble 

velocity that increases the gas-liquid oxygen transfer. 

Bubble size, bubble release rate and mixing within the 

tank was investigated by researchers [10-14]. It was found 

that the smaller bubble size, increased bubble release rate 

and improved and induced mixing to enhanc the oxygen 

transfer efficiency. 

Recent research conducted by Alkhalidi et al. [15], 

have proven that pulsating airflow can enhance the oxygen 

transfer efficiency more than continuous airflow. The 

improvement is due to the generating waves because of the 

pulsating effect, which increases the mixing process 

between the air and water.  

Alkhafaji et al. [16], considered the effect of pulsating 

airflow on the aeration efficiency for a range of airflow 

rate between 14 and 56 LPM. The study was conducted at 

different pulsating times. It was concluded that when using 

0.5 seconds of pulsating time, the SOTE increased to about 

50% more than that of continuous air flow.  

The current study also focuses on how to increase the 

oxygen transfer rate between the air and water, but by 

augmenting the wavy flow in a water reservoir instead. 

This augmentation can be induced by using the pulsating 

air flow instead of the continuous airflow in the water 

reservoir and investigate the effect of the water column 

height on the oxygen transfer efficiency. 

2. Methodology  

The experimental set up for this study can be illustrated 

as shown in figures 2 and 3. The supplied air flows 

through a flow meter and a pressure gauge. Before it 

passes through the diffusers, the air passes through a 

control circuit, figure 2, this control circuit acts as an 

on/off switch to create the pulsating effect. Therefore, the 

air will diffuse alternatively from two air diffusers into the 

water. These are fine pore diffusers made of rubber, 

installed at the bottom of the water tank. The control 

circuit programmable software can control the time the air 

takes to diffuse into the water. The diffusers are connected 

with upstream solenoid valves, which are part of the 

control circuit, when one of the solenoids on, the other one 

is off and vice versa. This is the method used to create the 

pulsating or the alternating effect. 
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Figure 2: Control circuit [15, 16]. 

Three dissolved oxygen (DO) probes (see figure 3) 

were installed at different elevations along the water tank 

at different heights with an intermediate radial position 

between the two diffusers. These DO probes are used to 

measure the dissolved oxygen concentration in the water 

with 1 Hz frequency. They can measure oxygen 

concentration up to 20 mg/l within ±2% accuracy. 

 
Figure 3: Experimental set up [15]. 

The oxygen concentration results obtained from these 

three DO probes were averaged for better accuracy to 

achieve the oxygen transfer efficiency (OTE). All the 

measurements are conducted under standard conditions, 

which include tap water, zero salinity, atmospheric 

pressure and 20ºC. Therefore, SOTE is the transfer 

parameter to be obtained in this analysis. 

To obtain SOTE, the overall mass transfer coefficient 

needs to be determined first. This can be done by 

measuring the dissolved oxygen concentration in the 

water. In measuring the dissolved oxygen in the water, 

measurements should start with zero oxygen water; this 

means that oxygen should be removed from the water. The 

addition of sodium sulfite (Na2SO3) is used here to extract 

the dissolved oxygen and leaving the water with zero 

oxygen. Then, the overall heat transfer coefficient can be 

calculated by: 

KLa = ln ((C∞ - C)/(C∞ - C0)/t            (1) 

Equation 1 is used to calculate the overall mass transfer 

coefficient for the conditions when the water temperature 

is 20ºC. For temperatures less or greater than 20ºC, 

equation 1 should be corrected according to the following 

equation [17]: 

𝐾𝐿𝑎20 = 𝐾𝐿𝑎𝜃(20−𝑇)             (2) 

Where θ = 1.02. 

Then, the oxygen transfer rate (OTR), can be obtained 

by: 

𝑂𝑇𝑅 = 𝐾𝐿𝑎 𝑉(𝐶∞ − 𝐶0)             (3) 

Finally, The OTE can be calculated by using: 

OTR = OTR/ṁO2
               (4) 

SOTE is the transfer parameter used for this study, 

which is the measure of how efficient the aeration system 

is. Therefore, equation 4 becomes: 

SOTE = SOTR/�̇�𝑂2
              (5) 

3. Results 

The SOTE is the transfer parameter that reflects the 

effectiveness of the aeration process. Therefore, the goal of 

the current study is to obtain the SOTE results for each 

water column at different pulsating times. Three pulsating 

times are considered: 0.5, 1.5 and 2.5 seconds. Increasing 

water column on top of air membrane includes an increase 

in water tank volume, larger water tank volume requires 

higher airflow rate to aerate this water. A ratio parameter 

between airflow to tank size parameter, called Amano 

Alkhafaji Alkhalidi (AAA), will be introduced for best 

data rendering. The AAA, see Eeq. (6), the parameter will 

be used to compare the SOTE results for different water 

column heights in the first part of the results discussion 

(figures 4 to 6). The second part (figures 7 to 9) relates the 

SOTE with the flow rate at different pulsating times.  

 AAA= 4Q/ (πD2 H)             (6) 

Where: 

Q= Airflow rate, L/min. 

D= Tank diameter, m.  

H= Tank high, m 

First, the SOTE investigation was carried for each 

water column at different pulsating times, SOTE results 

will be compared to different water columns at each 

pulsating time. Figures 4, 5 and 6, show the SOTE 

variation with AAA for 0.6, 1.2 and 1.8 m water columns 

respectively.  
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Figure 4: SOTE variation with AAA parameter for 0.6 m water 

column. 

Relatively similar behavior for all pulsating times can 

be noted from figure 4, where the SOTE decreases as 

AAA increases from 0.03 to 0.064 1/min. The SOTE keep 
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increasing between 0.064 and 0.13 1/min. Beyond 0.13 

1/min, the SOTE decreases again for all the pulsating time 

cases except the 2.5 seconds pulsating time case, where the 

SOTE increases. 

Figure 5, shows the SOTE variation with AAA when 

the water column equal to 1.2 m. Figure 5 gives similar 

behavior to that of Fig. 4, except for the region when AAA 

ranges between 0.074 and 0.093 1/min. The SOTE is 

increasing for the 0.5 and 1.5 seconds cases, but it 

decreases for the 2.5 seconds pulsating time. 

The last figure to show in the first part of the results in 

figure 6, which is the case when the water column is 1.8 

m. In this figure, the SOTE follow a similar trend as in 

figures 4 and 5 between 0.012 and 0.046 1/min, except the 

case when the pulsating time is 2.5 seconds. Beyond 0.046 

1/min, the SOTE is decreasing for all pulsating times. 

Figures 7, 8 and 9, show the SOTE variation with flow 

rate for the three water columns when the pulsating time 

equals to 0.5, 1.5 and 2.5 seconds, respectively. 

Figures 7 and 8 show similar trend, where the SOTE 

decreases when the flow rate increases from 14 to 28 

L/min and then it increases between 28 and 56 L/min. 

When the flow rate increases from 56 to 70 L/min, the 

SOTE for both the 0.6 and 1.8 m water column is 

decreasing while it is increasing for the 1.2 m water 

column. 

When comparing figures 7 through 9, they clearly show 

similar trends when the flow rate increases from 14 to 42 

L/min. After that, the SOTE trend tends to be less steep for 

the higher water column as the pulsating time increase. 

However, the case is opposite to the lower water column. 
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Figure 5:  SOTE variation with AAA for 1.2 m water column. 
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Figure 6: SOTE variation with AAA for 1.8 m water column. 
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Figure 7 SOTE variation with flow rate for 0.5 seconds pulsating 

time. 
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Figure 8: SOTE variation with flow rate for 1.5 seconds pulsating 

time. 
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Figure 9:  SOTE variation with flow rate for 2.5 seconds 
pulsating time. 

It is noted from the SOTE results that they all start with 

high SOTE then it decreases. This pattern is because, at a 

very low flow rate, the SOTE is relatively high since the 

SOTE is inversely proportional to the oxygen flow rate 

and hence the air flow rate. Then the SOTE experience an 

increase when the flow rate increases beyond 28 L/min, 

which is attributed to the mixing contribution due to the 

wave generated from increasing the flow rate that helps to 

increase the mass transfer between the air and the water. 

Based on figures 7 through 9, it is noted that the higher 

SOTE can be considered to occur when using a higher 

water column (1.8 m). The lowest SOTE is given when 
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using the lowest water column 0.6 m. Nevertheless, it is 

evident from figures 7, 8 and 9 that, the SOTE trend is 

increasing for the lowest water column while it is 

decreasing for the highest water column at higher flow 

rates and vice versa at lower flow rates. This means that 

the waves created in the lower water column case (0.6 m) 

can be considered to have a more significant effect than 

those produced in the highest water column (1.8 m) at 

higher flow rates. This behavior is particularly observed 

when the pulsating time is 2.5 seconds, where all the 

SOTE results are tending to approach each other. In 

addition, it is noted that, in the case of the 1.2 m water 

column, the SOTE always represents a median between 

that of the higher and the lower water column for all 

ranges of flow rates and at any pulsating time. 

Figures 10 and 11 show the surface waves generated 

for the 0.6 and 1.2 water columns when the pulsating time 

is 2.5 seconds. The 0.6 m water column gives the highest 

surface wave that can be measured approximately 7 cm 

high. For the 1.2 m water column, the surface wave is a 

little lower than that of the 0.6 m water column, which is 

approximately 3 cm. The 1.8 water column showed very 

low surface waves that can be insignificant. 

 

Figure 10:  Surface wave generated for the 0.6 m water column 

 

Figure 11: Surface wave generated for the 1.2 m water column 

Therefore, the surface wave generation is depending on 

the height of the water column. It is attributed to the 

balance between the lift and the drag forces acting on the 

bubbles [18], which determines the resident time of the 

bubbles in the water. A study to determine the relation 

between the resident time and the water column height is 

suggested since this study is not discussed in the current 

paper.  

SOTE measurements uncertainty analysis was 

performed for the 1.2 m water column height. The 

uncertainty of the measurements for that case is ranging 

between ± 3.9 and ± 0.05 % as shown from Table 1. 

Table 1:  Measurement uncertainty of SOTE for the 1.2 m water 

column 

 
  Pulsating time (seconds) 

    0.5 1.5 2.5 

F
lo

w
 r

a
te

 

(L
/m

in
) 

14 ± 0.032 ± 0.023 ± 0.013 

28 ± 0.012 ± 0.002 ± 0.039 

42 ± 0.025 ± 0.0005 ± 0.015 

56 ± 0.015 ± 0.035 ± 0.038 

70 ± 0.023 ± 0.021 ± 0.033 

4. Conclusion 

The SOTE results for the 1.8 m water column is the 

highest among all the water columns. The lowest SOTE 

results are obtained with the 0.6 m water column. An 

intermediate behavior is observed when considering the 

1.2 m water column. Also, the highest SOTE can be found 

when the pulsating time is 0.5 seconds; this applies to all 

the water column cases. The higher SOTE when using, the 

higher water column can be attributed to the rising velocity 

of the bubbles, which becomes low compared with the 

lower water column. In this case, the bubbles will stay 

longer in the water, and the oxygen transfer process from 

the bubble to the water will take longer time. Therefore, 

better oxygen transfer rate is experienced as the water 

column becomes higher than 0.6m. On the other hand, 

another important factor that has been observed to affect 

the results, particularly for the lower water column, that is 

the effect of the airflow rate. The SOTE results tend to 

trend better than that of the higher water column at higher 

flow rates. Therefore, there can be a better potential for 

improvement when considering lower water column with 

higher flow rates. 
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Abstract 

In this research, validation of Jordanian green building model  (JGBM) based on Leadership in Energy and 

Environmental Design (LEED) standards was investigated. Different items were studied for energy efficiency analysis. 

Photovoltaic systems, thermal insulation, shading, appliance, lighting and residential people were the items included in this 

research study. The field work of JGBM covered about 115 apartments and 73 houses in 4 Jordanian cities (Amman, Irbid, 

Zarqa, and Aqaba). Based on the technical analysis calculations and model validation, it is suggested that Jordanian green 

building model can save about 68% of energy needed for cooling, reaching 69 points out of the total 110 points, this JGBM 

rated the gold class according to the LEED-nominal classification. 

Saving energy was investigated in terms of different parameters of a proposed model of the architectural side, which were 

showed high efficiency of saving energy; 63.11% of polystyrene insulation, 14.12% of PV system, 7.26% of double glazed, 

6.89% of LED light, 5.1% of overhangs and 3.46 % light color stone. 
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1. Introduction  

The future of renewable energy supply is an essential 

concern for many developing countries [1,2], especially in 

the Middle East. Recently, the need for energy security has 

increased even more because of the political and economic 

conditions relating to the energy crisis in the region. 

Moreover, the environment issue requires considerable 

efforts by decision makers and researchers to reduce the 

side effects of fossil fuels [3]. In this context, countries and 

organizations are presenting various mechanisms across 

different sectors to improve energy efficiency, one of 

which is the building and construction sector [4]. Many 

studies on the building sector reveal an intense 

consumption of energy resources [5, 6]. In fact, buildings 

account for 40 % of global energy use [7]. Therefore, due 

to the fact that buildings are physical structures, the 

possibility of achieving savings in this sector is enormous 

[8]. 

Based on Environmental Protection Agency (EPA), 

green building is defined as “the practice of creating 

structures and using processes that are environmentally 

responsible and resource-efficient throughout a building’s 

life-cycle from siting to design, construction, operation, 

maintenance, renovation and deconstruction. This practice 

expands and complements the classical building design 

concerns of economy, utility, durability, and comfort. 

Green building is also known as a sustainable or ‘high 

performance’ building” [9]. 

For Jordan, the construction sector is under pressure to 

meet the increasing demands for energy. Jordan imports 

about 98% of energy from other countries, in addition to a 

rapidly growing need for housing and commercial space 

[10]. Those require many measures that comply together 

with sustainable energy technologies, which can be 

achieved by the construction and building management 

codes. According to UNEP, (2007) building sector 

consumption accounts for more than 33% of total energy 

consumption, it is also responsible for the high emission of 

CO2. In fact, Jordan suffers from serious challenges and 

most of which are a scarcity of supply of natural resources 

and unsteady energy supply, that required encouraging and 

providing incentives for green building application. The 

Jordan Green Building Guide (JGBG) was developed in 

2009 and was initiated in 2013, and after that it was 

launched on the 3rd of September 2015 [11], which 

includes comprehensive technical standards. It focuses on 

the requirement of energy efficiency, water efficiency, 

healthy indoor environment and Green Building (GB) 

management, to create a noticeable shift in construction 

practices, which lead to saving energy and the cost [12]. 

GB sector has a wide range implication on other sectors 

in addition to energy field, such as waste management, 

economic activities, and potable water. GB leads to an 

integrated systematic approach which explores ideal 

* Corresponding author e-mail: mshorman86@gmail.com. 
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opportunities for the comfort of human and economic 

development. Moreover, improving the energy efficiency 

of building is among the most cost-effective ways of 

improving climate change, and decrease greenhouse gas 

rate [13]. Some studies reported that environmental design 

features should not be more expensive than those of 

traditional low-income housing [14]. Kats et al (2003) 

investigated the average cost premium for building, they 

concluded that can be saved of 20% of the construction 

energy cost by applying less than 2% of the code [15]. 

Kibert (2005) reported that to build GB, the building 

professionals should be qualified with skills and 

experiences needed, by taking into consideration important 

issues, such as: ventilation system, isolated system and 

construction items [16]. Till now, more than 31 GB 

certification programs and 55 schemes are used in over 30 

countries around the world, and some programs LEED are 

used in most countries [17] 

A rating system for Neighborhood Development Rating 

Systems is created in the United States, it is known as 

Leadership in Energy and Environmental Design (LEED). 

It primarily functions to evaluate the sustainable building 

through building scale assessment in terms of the 

developed area according to sustainability criteria which 

included environmental, social, economic, site/land 

activities, in addition to communication, transportation and 

the assessment of building forms for housing performance 

[18]. One of the most categories which required an 

assessment by IEEE, is the Indoor Air Quality (IAQ). 

Generally, IAQ is related to pollutants that can affect the 

human health, the indoor air of the space, and the sources 

contributing to the indoor air pollution [19]. 

The Leadership in Energy and Environmental Design 

(LEED) specifications will be adopted on display of the 

design and construction characteristics where the more 

cost-effective measures will be shown, these measures can 

be considered to qualify for certification under LEED-NC 

for Retail 2009, so a better experience on the green 

building can be achieved. 

To evaluate the performance of insulation of energy 

issues, there are two factors used to specify the best 

products that suit for the building; R-value and U-values. 

R-value related to resistance issues while a U - value is 

used to measure the rate of heat transfer. For efficient 

energy performance, and to reduce the energy 

consumption, a system with the highest R-efficiency is the 

best effective performance-based value for the insulation 

products being installed, especially because the overall 

energy performance of the building is clearly influenced 

by the issues associated with the selection and installation 

of the insulation system. In response to achieving lower 

energy consumption, the regulations of building that focus 

on reducing energy and heat transfer through higher 

insulation levels increase air tightness [20]. One of the 

most essential materials used as the insulation is the 

polystyrene, it is widely used for building envelopes, roofs 

and below-grade foundations. However, the efficiency of 

polystyrene as an insulator is based on its thickness [22]. 

This program is concerned with greening the retail 

sector, so a number of criteria and standards are based on it 

to ensure that any building has the LEED certified will be 

in the allowable range on achieving this standard. 

Operators of the project had selected a certain number of 

points for each category that LEED is interested in. These 

categories and points of distributions are summarized in 

Table 1. 

Table 1: LEED for retail 2009 System 

     Category Total points Issues Evaluated by the LEED-NC 2009 System 

Sustainable Sites 26 Avoiding sensitive sites; locating to facilitate use of public transportation, 
reducing site impacts of construction, creating open space; enhancing storm 

water management; lowering the urban heat island effect; controlling light 

pollution. 
  

Water Efficiency 11 
Encouraging water conservation in landscape irrigation and building fixtures; 

promoting waste water reuse onsite sewage treatment. 

Energy Efficiency 33 

Energy conservation; using renewable energy systems; 

Building commissioning; reduced use of ozone depleting chemicals in HVAC 

systems; energy monitoring; green power use. 

Materials/Resources 13 

Use of existing buildings; facilitating construction waste recycling; use of 

salvaged materials, recycled-content materials, regionally produced materials, 
agricultural-based materials and certified wood products. 

Indoor Environment 16 
Improved ventilation and indoor air quality, use of non-toxic finishes and 
furniture; greenhouse keeping; daylighting and views to the outdoors; thermal 

comfort; individual control of lighting and HVAC systems. 

Innovation in design; Regionally 
Appropriate Measures. 

10 

Exemplary performance in exceeding LEED standards; use of innovative 

approaches to green design and operations; four points for addressing 

regionally significant issues. 
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From these classifications which are based on 110 

available points to evaluate any building to have a LEED 

certified, the following table shows the nominal 

classification based on the number of points the building 

had achieved. 

Table 2: Nominal classification for Green Building from LEED 

Number Classification Points 

1                        Certified                               40 to 49 

2 Silver 50 to 59 points 

3 Gold 60 to 79 points 

     
4 Platinum ≥80  points 

This research aims to contribute to a better 

understanding of the concept of green building rating 

system and its role in achieving sustainable development, 

and to improve the sustainable practices. In addition, it 

aims to validate the Jordanian green building based on 

LEED V4 Standard. Also, to verify cooling and heating 

load and critical factors to the success of sustainable 

development. 

2. Methodology 

To improve the consumed energy and increase 

renewable energy uses, energy measures were analyzed in 

four cities in Jordan. The categories performed in this 

study included: measures of energy efficiency based on 

available renewable energy in sites using the thermal 

numerical computerized model that is designed exclusively 

for this study as comprehensively explained in reference 

[21]. 

2.1. Location selection 

In fact, Jordan is divided into three zones in the terms 

of climatic issues, as reported in Jordan Thermal Insulation 

Code, Appendix (B) [22]. As shown in Figure. 1, Zone- 1 

the Rift Valley in the west, zone-2 the highland in the 

center and the zone-3 desert in the east where the chosen 

cities in this study within these regions, and these are the 

most densely populated regions where the average 

temperature is 8 - 27 ̊C in Amman, 15 – 45 ̊C in Aqaba, 7 

– 33 ̊C in Irbid and 9 to 44 ̊C in Zarqa. Between day and 

night, the climate varies dramatically, as well as from 

summer to winter. This variation leads to different 

approaches for analysis of energy efficiency and insulation 

factor. 

 

Figure 1:  Jordan three climatic regions.  

2.2. 

Samples 

Based on the design characteristics of green buildings 

that are available in LEED standard, and the results of the 

Jordanian building characteristics will be combined in the 

Jordanian green building model with Architectural design 

and Construction materials. Random samples were taken 

from apartments and houses in different cities in Jordan, 

including: Amman, Irbid, Zarqa and Aqaba. One hundred 

and fifteen apartments with average areas 154 m2 and 73 

houses with average areas 415 m2. 

Different items were used to assess the energy 

consumption in the building; these factors are Photovoltaic 

systems, Insulation, Shading, Appliance, Lighting and 

people. The results in terms of residential flats can be 

summarized by the following table: 

Table 3: Mean area of residential flats: 

Location Number of 

samples 

Average area 

(m2) 

Amman 42 170 

Zarqa 29 156 

Irbid 23 140 

Aqaba 21 134 

Total: 115 Average:154 

 

Table 4 shows the same procedure had applied to a 

sample of houses in various locations in Jordan to find out 

the average area for it, the results were as follows: 

Table 4: Summary of data resources referenced in this study. 

Location  Number of 

samples 

Average area (m2) 

Amman  27 455 

Zarqa  16 444 

Irbid  19 345 

Aqaba  11 389 

  Total: 73 Average:415 

To recognize the effectiveness of the green buildings 

installation in Jordan, the total saving of the proposed 

model of green building will be compared with a general 

house (non-green building) in terms of cooling and heating 

load requirements using thermal computerized model that 

is designed exclusively for this study as comprehensively 

explained in reference 21. This study sample was chosen 

from various grade construction, the results were analyzed. 

Different suggested considerations related to energy 

consumption and energy saving were studied in an attempt 

to find both quality and quantities of energy saving 

methods. Based on the field survey and data collected the 

proposed model of green building for Jordanian climate 

succeed in reducing the cooling load requirements by 68% 

and the heating load requirements by 65%. 

On the basis of LEED v4 for Building Design and 

Construction (BD+C) System (i.e., (B) for Building, (D) 

for design and (C) for construction); the suggested model 

of the Jordanian green building had achieved 69 points 

from the total 110 points, and from the LEED-nominal 

classification, this Jordanian green building model 

deserved the gold class.  

 

* Corresponding author e-mail: alshormana@asme.org. 
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The focus was on the field of energy, in terms of 

increasing the energy efficiency and reducing the 

requirements of heating-ventilating -air-conditioning 

(HVAC) systems. To improve the Jordanian green 

building model, several features (several green building 

standards, certifications, and rating systems were 

publicized in the last two decades) and should be studied 

and considered. 

Measures for heat gains reduction, including radiant 

barrier, shading, heat dissipation contributed the highest 

energy use reduction in cooling dominated locations. The 

development in the chosen cities (Amman, Irbid, Zarqa, 

and Aqzba) shows that building measures that resulted in 

large heating energy savings increased the cooling energy 

use exceeded the heating energy use. A certain green 

practice and green products could improve indoor air 

quality, by focusing on ventilation control and openings 

control. 

3. Results and discussion    

3.1. Energy consumption factors of buildings 

As mentioned before, there are different items shares to 

specify the quantity of energy consumption, such as 

insulation thickness, PV panels with different of installing 

area, overhang width, different types of windows, lighting, 

appliances and masonry stone color. To address the heat 

loss and improve energy efficiency, a model of the 

components of the architectural side was proposed as 

shown in Table 5. 

Table. 5: Components of the architectural side of the proposed 

model 

Area of windows 

(m2) 
Orientation Number Element 

- South, North 2 House 

entrances 

1.5 x 1 East, North 1 Guestrooms 

2 x 1  South, West 1 Bedrooms 

0.5 x 0.5  East, South, 

West 

3 Bathrooms 

2 x 1  South, West 3 Kitchens 

The effect of the thickness of polystyrene on the 

amount of heat loss is shown in Fig. 2. With the increase 

of thickness, the amount of heat loss decreases. This 

agrees with recent studies have demonstrated that 

polystyrene insulation is the most energy-effective way to 

reduce significantly heat losses [21, 22, 24].  

To evaluate the insulator effect on the heat efficiency, 

and to address the heat loss, an innovative polystyrene is 

used as a potential solution. Using polystyrene is important 

to increase the thermal performance in the building sector, 

in addition, to reduce the impact of urban noise. In this 

study, was highlighted on the effect of the thickness of 

polystyrene on the energy efficiency, the result was agreed 

with [25, 26]. Yu et al, (2009) was concluded that the 

optimum insulation thicknesses conjunction with higher 

saving energy, it varied in a wide range, and expanded 

polystyrene was the most effective insulation [26].  

Referring to Fig.2 it is clear that the optimal insulation 

thickness range was (5-10) cm (i.e., 7-cm) to have 

functional heat saving and minimum heat losses through 

building walls. 

 

Figure.2: performance of polystyrene versus heat loss . 

Also, as the increase insulation thickness, the energy 

performance increase as shown in Table 6, Installing more 

insulation in the building increases the R-value and the 

resistance to heat flow. 

Table. 6: The effect of insulation thickness VS heat gain and 

energy saving 

Insulation 

thickness (cm) 

Heat Gain 

 (KW) 

Energy Saving 

(%) 

0 25.5458 0 .0 

1 14.2959 39.5971 % 

2 10.3489 53.5190 % 

3 8.3355 60.6268 % 

4 7.1142 64.9401 % 

5 6.2945 67.8362 % 

6 5.7061 69.9151 % 

7 5.2633 71.4800 % 

8 4.9180 72.7004 % 

9 4.6412 73.6789 % 

10 4.4143 74.4809 % 

11 4.2250 75.1502 % 

12 4.0646 75.7172 % 

13 3.9270 76.2037 % 

14 3.8077 76.6258 % 

15 3.7031 76.9953 % 

16 3.6108 77.3217 % 

17 3.5288 77.6119 % 

18 3.4553 77.8717 % 

19 3.3891 78.1057 % 

20 3.3292 78.3175 % 

21 3.2748 78.5101 % 

22 3.2250 78.6860 % 

23 3.1794 78.8473 % 

24 3.1374 78.9957 % 

25 3.0987 79.1328 % 

26 3.0628 79.2598 % 

27 3.0294 79.3777 % 

28 2.9984 79.4875 % 

29 2.9694 79.5900 % 

30 2.9423 79.6859 % 

 

0

5,000

10,000

15,000

20,000

25,000

0 5 10 15 20 25

A
m

o
u

n
t 

o
f 

h
e

at
 lo

ss
 (

W
) 

Extruded polystyrene thickness (cm) 



 © 2018 Jordan Journal of Mechanical and Industrial Engineering. All rights reserved - Volume 12, Number 1  (ISSN 1995-6665) 55 

Table 7 presents the electrical power production can be 

produced through PV system that based on the PV 

installing area.  The energy consumption in the building 

was assessed according to different items: insulation 

thickness, PV panels with different of installing area, 

overhang width, overhang width, different types of 

windows Energy consumption was investigated with 

installing a PV system, which cover a part of required 

energy of the building. The results were consistent with 

Hwang et al. [27].  That they reported the PV systems can 

cover in the range of 1- 5% of electrical energy 

consumption of the office building. 

Table. 7: The effect of area of insulation on the monthly acquired 

power from PV  

Percentage-of 

ceiling area (%) 

PV installing area 

(m2) 

Output power 

(kWh) 

10 % 15.5 172.2 

20 % 31.0 344.4 

30 % 46.5 516.6 

40 % 62.0 688.8 

50% 77.5 861.1 

60 % 93.0 1033.3 

70 % 108.5 1205.5 

80 % 124.0 1377.7 

90 % 139.5 1549.9 

A range of exposed overhang width was investigated to 

evaluate energy saving. As reported in Table 8, the heat 

gain decreasing with overhang width increasing. Actually, 

overhang width is an effective factor on energy 

performance and can be considered it as a passive cooling 

option on the building [21, 29]. Table 9, shows the effect 

of window width on the energy efficiency of buildings. 

Table. 8: Heat gain and energy saving vs.  Overhang width. 

Overhang width (cm) Solar   Heat gain 

(KW) 

Saving (%) 

20 6.8269 0.0 % 

32 6.4173 6.0 % 

44 5.8029 15.0 % 

56 5.2567 23.0 % 

68 4.7788 30.0 % 

80 4.3692 36.0 % 

92 4.0279 41.0 % 

104 3.6865 46.0 % 

116 3.4135 49.0 % 

128 3.1745 53.5 % 

140 2.9697 56.5 % 

Recently, triple glazing is increasingly being presented 

as the best solution for energy saving, and as the results 

shown in Table 9, it was better than doubled glazing. 

Switching to triple requires higher cost and material 

production has an impact on the environment.  The 

optimum insulation material for filling gaps between the 

glass is the Krypton in both cases of double and triple 

glazing. The quantity of producing electrical power from 

photovoltaic (PV), for each sample, was based on the 

installed area, inclination and direction of the PV panels. 

As shown in Table 10, the quantity of saving energy is 

14.2%, considering the seasons, Longitude and latitude of 

all sites for samples the percentage of saving energy it  

is agreed with A. Alshorman and M. Alshorman 

(2017)[21]. Also, Using LED light system achieved  

about 6.9, which is characterized with long cycle life 

respect to traditional type, in addition to it is considered as 

Eco-friendly 

Table. 9: windows type and insulation material for filling gaps 

impact on energy saving.. 

Number Windows type U-value Saving (%) 

1 Single glazing 5.6000 0.0 

2 Double glazing 

(Air) 
2.3280 58.4286 % 

3 Double glazing 

(Argon) 
1.8170 67.5536 % 

4 Double glazing 

(Krypton) 
1.2490 77.6964 % 

5 Triple glazing 

(Air) 
1.4760 73.6429 % 

6 Triple glazing 

(Argon) 
1.0790 80.7321 % 

7 Triple glazing 

(Krypton) 
0.6810 87.8393 % 

Table. 10: Proportion of each parameter saving. 

No. Parameter of energy 

saving 

Proportion of saving 

(%) 

1 Extruded Polystyrene 

insulation 
63.11 % 

2 Solar Photovoltaic panels 14.12 % 

3 Double glazed windows 7.26 % 

4 LED light bulbs 6.89 % 

5 Windows Overhangs 5.15 % 

6 Light color stone 3.46 % 

One of the most important files that need to be 

discussed is the water efficiency, where the water 

resources of Jordan are very scarce. In addition, the water 

efficiency field is an important category in the green 

building considerations. Different ways can improve water 

efficiency such as greywater installation and reuse treated 

water in irrigation in gardens or flushes in bathrooms. 

Also, the innovation side needs more search and 

development to achieve more feasibility and ability to 

meet the various residential needs. 

3.2. Scaling of Jordanian Green Building Model according 

to LEED Standard 

According to the technical details of LEED-NC for 

retail 2009 [29], it is possible to introduce the main 

architectural features of the Jordanian green building 

model. This side of model can be described as detailed in 

Table 11 below according the structural design 

Methodology. 
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To avoid solar gain in the summer which requires 

increasing the cooling load and increasing heating load in 

winter, the openings require improved glass surfaces and 

shading matter. Considering passive and active heating, to 

reduce energy load all single pane windows should be 

replaced with double pane 2 × 1.1 m2  (U 2.kW/m2, air 

space 12mm), also, requires Venetian blinds and 

overhangs along it. 

Table 11: Main Architectural parameters of buildings according 

to green building considerations 

Category Result 

Outside door Off-white 

Outside construction Stone 

Presence of garden house Found 

Windows area (2.0x1.1) m2 

Number of bedrooms Three 

Number of guest house One 

Number of living rooms One 

Number of bathroom Three 

Number of kitchen One 

Average area of apartments 154 m2 

Average area of houses 415m2 

 One of the major architectural is orientation; as known 

of the sun path diagram that the southern facing side 

receives the most amount of solar radiations. For Jordan 

the wind direction is northwest, based on these facts and to 

achieve maximum energy saving the following 

considerations were taken: 

Table 12: The achieved considerations in terms of best 

orientation. 

Category Considerations 

Living room 

windows facing 

side 

In the proposed model, living room 

windows are oriented to south, so those 

large amounts of solar radiation and good 

passive lighting have been achieved. 

Kitchen windows 

facing side 

The kitchen windows should not be in the 

face of the prevailing wind direction 

because gases and odors that release of 

kitchen will spread to other spaces in the 

house, and this is achieved in the proposed 

model, where kitchen windows are 

oriented to south and east. 

Bedrooms windows 

facing side 

It is preferable with bedrooms windows to 

be oriented toward western or southern 

side. 

House entrance 

orientation 

Where the main entrance of the house is 

preferred to orient toward the public street, 

and this is applied in the suggested model 

where the street is proposed to locate in the 

northern facing side. 

Different types of construction material were used in 

Jordan for walls and ceiling structure. The common 

building construction in Jordan will be adopted for this 

model, but one layer will be added which is: polystyrene 

insulation with 5 cm thickness (which is available in 

Jordanian market). The main characteristics of the 

proposed model are summarized in the Table 13. 

Table 13: The main suggested considerations of the proposed 

Jordanian green building model (JGBM) 

Category The suggested considerations 

Construction 

insulation 

Using Extruded Polystyrene as an 

inside insulation material of walls and 

ceiling. 

Glass insulation A double glazing glass with 100% air 

filled is used. 

Energy efficiency Solar Photovoltaic panels are used as a 

renewable source of energy. 

Lighting -Natural lighting is successfully 

achieved by orientation the living room 

and kitchen to the south. 

-GE energy smart LED is used as 

energy saving lamps. 

Shading Windows overhangs to be installed in 

terms of reducing the solar heat gain 

through the windows glazing. These 

overhangs can oppose the summer solar 

noon radiations. 

Stone color The preferred color of the stone is the 

white degrees (which is given with low 

absorbance values). 

 Based on the analysis and data collection from field 

work different items for energy efficiency were studied, 

validation of the Jordanian green building model against to 

the LEED v4 green buildings criteria can be summarized 

in Table 14. 

Table 14: Evaluation of the JGB on the basis of LEEDv4 for 

BD+C System. 

Category The stated 

Points from 

The achieved 

points for the 

LEED – NC JGB model 

Location and 

Transportation 

16 13 

sustainable Sites 10 6 

Water efficiency 11 1 

Energy and 

Atmosphere 

33 24 

Materials and 

Resources 

13 9 

Indoor Environmental 

Quality 

16 13 

Innovation 6 0 

Regional Priority 4 2 

Total 110 points 69 points 

To recognize the effectiveness of the green buildings 

installation in Jordan, the total saving of the proposed 

model of green building was compared with a general 

house (non-green building) in terms of cooling and heating 

loads requirements. This study sample was chosen from 

various grade construction, the results were analyzed. 

Different suggested considerations related to energy 

consumption and energy saving were studied in aim to find 
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the both quality and quantities of energy saving methods. 

Based on the field survey and data collected the proposed 

model of green building for Jordanian climate succeed in 

reducing the cooling load requirements with the proportion 

of 68% and the heating load requirements with the 

proportion of 65%. 

The Evaluation of the JGB on the basis of LEEDv4 for 

BD+C System; the suggested model of the Jordanian green 

building had achieved 69 points from the total 110 points, 

and from the LEED-nominal classification, this Jordanian 

green building model deserved the gold class. Where the 

number of earned points according to LEED certification 

refers that it achieved a gold class (60-79 point) to be 

consistent in Table 1. 

The Focus was on the field of energy, in terms of 

increase the energy efficiency and reduces the 

requirements of HVAC systems. But in order to improve 

the Jordanian green building model several files should be 

studied and taken into account. 

4. Conclusion 

Jordan has their own established GB assessment 

systems to assess for sustainability which are driven from 

LEED assessment.   However, every aspect of the 

sustainability factors must be assessed to ensure a more 

conservation of the energy and health issues. The 

assessment tools of LEED are used as guidelines during 

the evaluation process of proposed Jordanian Green 

Building Model (JGBM).  

The collected data through field survey in four 

Jordanian cities, in addition to the results of JGBM thermal 

investigations showed that Jordanian climate plays a role 

in reducing the cooling load requirements with the 

proportion of 68% and the heating load requirements with 

the proportion of 65%. The suggested model of the 

Jordanian green building had achieved 69 points from the 

total 110 points, and from the LEED-nominal 

classification, this Jordanian green building model 

deserved the gold class. 

Proposed model of the components of the architectural 

side was investigated to address the energy consumption. 

The percentage of saving energy through proposed 

parameters are: 63.11% of polystyrene insulation, 14.12% 

of PV system, 7.26% of double glazed, 6.89% of LD light, 

5.1% of overhangs and 3.46% light color stone. 
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Abstract 

Reliability, availability, and maintainability are considered as a crucial metrics that are used to evaluate the performance 

of the industrial systems. In this work, an integrated reliability, availability, and maintainability (RAM) model of the 3-out-

of-4 system was proposed to quantify the values of RAM indices and to identify the most critical equipment which mainly 

affects the system performance. The Markovian approach was adopted to model the system behavior. A transition diagram 

for the proposed model was constructed and differential equations of the proposed model were formulated to obtain the state 

probability. The availability at steady state, reliability at transient state and maintainability were analyzed and investigated. 

The proposed model was verified and validated.  A real data of industrial system in Oil and Gas Egyptian Company was 

applied to validate the proposed model and the effect of failure and repair rates at different mission time was presented and 

discussed. The results of the applied proposed system revealed that the system availability at steady state is 99 %, the system 

reliability is 0.59%, and the system maintainability is 0.99%.  On the other hand Turbine no. three was found the most 

critical item in the system and need more attention to improve the system performance. It could be said that the proposed 

model is considered an excellent tool for industrial systems performance evaluations. 
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1. Introduction  

RAM is an important performance metrics in system 

analysis and considered a good starting point for system 

improvements [1]. The Oil and Gas industry has 

consistently increased its requirements, combined with the 

rise in technological systems, and increased 

competitiveness of service providers to implement 

adequate management strategies for these systems to 

improve their availability and productivity to comply with 

those most demanding standards. One important point in 

this regard is to have knowledge about the RAM of the 

main equipment in this industry [2]. Evidentially, a fault-

based (Breakdown) maintenance system in the Oil and Gas 

industry is a costly and time-consuming process, resulting 

in a substantial and intangible loss to system operators.   

Corvaro, et al. [3], assesses operational performance of 

reciprocating compressors used in Gas and Oil industry 

using RAM model. The study aimed to evaluate the effect 

of different factors related to RAM and devoted to 

collaborating with the private sector aiming continuous 

quality improvement. Aoudia, et al. [4], studied the 

economic impact of maintenance management 

ineffectiveness of one of the main industrial plants of a 

major Oil and Gas group. Sharma and Kumar, [5] built a 

RAM model applied to a process industry using the 

Markovian approach in steady state. Parametric 

computations and indices of RAM to assess system 

performance in repairable industrial systems using Genetic 

Algorithm (GA) and the Markovian approach were 

presented [6, 7].  

Evidently, the integration of reliability, availability and 

maintainability of investigation tends to good results. 

However, reliability, Availability, and maintainability 

were investigated individually or two of them in the other 

industries. Much effort has been made by the researchers 

providing performance modelling and availability analysis 

applied on different industrial systems as Paper Plant, 

Paint, and thermal power plant Industry [8-10].  

Aggarwal, et. al. [11] presented a model using Markov 

birth-death process, the concept of fuzzy reliability and 

availability. A numerical method with the assumption that 

the failure and repair rates of each subsystem follow the 

exponential distribution has been developed. In which a 

mathematical modeling of the system is carried out using 

the mnemonic rule to derive Chapman–Kolmogorov 

differential equations and solved it by Runge-Kutta fourth-

order method Which is considered one of the most 

common methods that are used in solving the differential 

equations as well as it is considered one of the oldest and 

the best method in numerical analysis moreover; it 

* Corresponding author e-mail: emankhtab2005@gmail.com. 
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provides a popular way to solve the differential equations. 

When the system includes a large numbers of differential 

equations, MATLAB program could be used to solve these 

large equations. For this, the MATLAB software is 

considered one of the multi programs that could be used 

for numerical computations.   

Lin, et al. [12] presented a reliability study using both 

classical and Bayesian semi-parametric frame-works, they 

illustrated how a wheel- set’s degradation data can be 

modeled and analyzed to ease the calculation of system 

reliability during applying preventive maintenance. Singh, 

and Goyal, [13] developed methodology to study the 

transient behaviour of repairable mechanical biscuit 

shaping system on a biscuit manufacturing plant for 

determining the availability of the system based on 

Markov modelling. The differential equations have been 

solved using Laplace Transforms.  Laplace Transform 

commonly used in the transient state to obtain the state 

probabilities, in which the differential equations are 

converted to algebraic equations to simplify the system 

solution.  

The K-out-of-N system is the most important type for 

the repairable system according to reliability theory and, it 

is used in many applications such as petroleum industry. 

An investigation of a 2-out-of-3 system has been presented 

recently in published work in which the reliability and 

availability have been evaluated and analyzed for the 

system using Kolmogorov’s equations and applied on 

some particular cases. In this analysis, mean time to 

system failure (MTSF), steady-state availability, busy 

period and profit function were derived to evaluate the 

system reliability and availability [14-15]. Preeti, [16] 

presented an analysis which considered as a powerful tool 

to analyze reliability of a linear consecutive 2-out-of-3-F 

system with common cause shock failure in which the 

transient equations of the reliability and steady equations 

of the availability have been investigated. Yusuf, [17] 

evaluate the system reliability indices of a repairable 3-

out-of-4 system with preventive maintenance involving 

four types of failures using Kolmogorov equations.  

Apparently, the literature review -up to our reading- 

revealed the following points:  

 The researchers concentrated, to more extent, on the 

investigation of availability and reliability of the 

industrial systems. 

 Oil and Gas industry need more attention to improve 

and maintain its system performance. 

 A little attention is paid to investigate the integration of 

RAM for different industrial application. 

 No more work on studying of RAM analysis for a 

multi-component system such as 3-out-of-4 system. 

Moreover, the applications of RAM analysis as an 

adopted approach for maintenance policies for Oil and Gas 

Industrial systems could be proposed and applied for 

increasing customer satisfaction, reduce the frequency of 

failures and maintenance costs. This is a motivation of the 

present work. 

The aim of this work is to develop a comprehensive 

RAM model for industrial systems evaluation. This study 

has two main parts, as presented in Fig.1; the first is to 

develop 3-out-of-4 system RAM model based on the 

Markovian approach. Availability at steady state, 

reliability at transient state and maintainability are 

analyzed and investigated. The differential equations are 

solved using Rung-Kutta method with aided of MATLAB 

software to get the system availability at steady state (Ass) 

and solved by Laplace transform to get reliability at 

transient state. The second is to apply the proposed model 

for the performance measure of a real case of Oil and Gas 

industrial system. This model provides results for a 

complete reliability, availability, and maintainability 

(RAM) analysis utilizing data sets from a production 

system in an Oil and Gas plant. A parametric investigation 

of various values of system failure rates and repair rates on 

system reliability (Rs), availability, and maintainability and 

their effects on the system performance are presented. The 

results of that analysis help the designers/engineers and 

managers to quantify and measure the system 

performance; conversely, suitable maintenance 

policies/strategies can be selected to enhance the 

productivity of the plant. 

 
Figuer1: Steps of the presented work. 

2. System Description   

In this section, the 3-out-of-4 system is described. The 

system consists of four units in which one unite is standby 

(sb) and the other three units must be in the operating state 

(o) for the system to work. The system failed (F) when two 

units failed and the other two units are in good state (g). 

Based on Markov assumption [18], differential equations 

that describe the proposed system are written to analyze 

the probability for each state. These equations are further 

solved for determining the RAM indices. The states of the 

system according to Markov are shown below in Table (1), 

and the transition diagram in Fig.2 depicts a model 

showing all the possible states of the system. 

Construct the transition diagram of 

the 3-out-of-4 system 

Solve the system equations by 

software program and get the values 

of RAM 

Write the system availability, 

reliability, and maintainability 

(RAM) equations  

Implement the proposed model on a 

real case study  

Present a parametric investigation to 

evaluate the system criticality 

Start  

End 

Part.1   

Part.2   
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Table 1: System states 

State Component state  System condition 

Available and standby Failed 

S0 T1, T2, T3, T4 - Working  

S1 T2, T3,T4 T1 Working  

S2 T1, T3, T4 T2 Working  

S3 T1, T2, T4 T3 Working  

S4 T3, T4 T1, T2 Failed 

S5 T2, T4 T1, T3 Failed  

S6 T2, T3 T1, T4 Failed  

S7 T1, T4 T2, T3 Failed 

S8 T1, T3 T2, T4 Failed  

S9 T1, T2 T3, T4 Failed  

 
Figure 2: State transition diagram. 

 
 

3. Model Proposed 

The differential equations associated with the transition 

diagram are derived on the basis of Markov birth-death 

process. Various probability considerations generate the 

following sets of differential equations: 

[(d/dt) + λ1+ λ2 +λ3] P0 (t) = μ1P1 (t) + μ2P2 (t) + μ3P3 (t)  (1)  

[(d/dt) + μ1 +λ2 + λ3 + λ4] P1 (t) = μ2 P4 (t) + μ3 P5 (t) + μ4 

P6 (t) + λ1 P0 (t)                                                                 (2) 

[(d/dt) + λ1 + λ3 + λ4 + μ2] P2 (t) = μ1 P4 (t) + μ3 P7 (t) + μ4 

P8 (t) + λ2 P0 (t)                                                                 (3) 

[(d/dt) + λ1+ λ2 + λ4 + μ3] P3 (t) = μ1 P5 (t) + μ2 P7 (t) + μ4 

P9 (t) + λ3 P0 (t).                                                                (4) 

[(d/dt) + μ1 + μ2] P4 (t) = λ1P2 (t) +λ2 P1 (t)                       (5) 

[(d/dt) + μ1 + μ3] P5 (t) = λ1 p3 (t) + λ3 P1 (t)                     (6) 

[(d/dt) + μ4] P6 (t) = λ4 P1 (t)                                             (7) 

[(d/dt) + μ2 +μ3] P7 (t) = λ2 P3 (t) + λ3 P2 (t)                      (8) 

[(d/dt) + μ4] p8 (t) = λ4P2 (t)                                              (9) 

[(d/dt) + μ4] P9 (t) = λ4 P3 (t)                          (10) 

Where, the initial conditions at time t = 0 are: 

pi(t) = {
1, ifi = 0
0, ifi ≠ 0

                                                          (11) 

Where: 

d /dt: derivative with respect to t.,P0 (t): probability that 

the system is working at full capacity at time t, Pi (t): state 

probability that the system is in the ith state at time t, λi: 

failure rate for unit i, μi: repair rate for unit i. 

3.1. Availability Equations 

To get the steady state availability of the system (ASS), 

(i.e., time independent performance behavior) which is 

mean d/dt =0 and t → ∞, the above equations (eq. 1 to 10) 

become:  

(λ1 + λ2 + λ3) P0 = μ1P1 + μ2P2 + μ3P3                             (12) 

(μ1 + λ2 + λ3 + λ4) P1 = μ2 P4 + μ3 P5 + μ4 P6 + λ1 P0      (13) 

(λ1 + λ3 + λ4 + μ2) P2= μ1 P4 + μ3 P7 + μ4 P8 + λ2 P0       (14) 

(λ1+ λ2 + λ4 + μ3) P3 = μ1 P5 + μ2 P7 + μ4 P9 + λ3 P0        (15) 

(μ1 + μ2) P4 = λ1 P2+ λ2 P1                                                                     (16) 

(μ1+ μ3) P5 = λ1 p3 + λ3 P1                                               (17) 

(μ4) P6= λ4 P1                                                                  (18) 

(μ2+μ3) P7 = λ2 P3 + λ3 P2                                               (19) 

(μ4) p8 (t) = λ4 P2                                                            (20) 

(μ4) P9 = λ4 P3                                                         (21) 
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These equations were solved using Rung-Kutta Forth 

order method and MATLAB, the values of steady state 

probabilities are as follows: 

P1 = (λ1/μ1) P0,   P2 = (λ2 / μ2) P0,   P3 = (λ3 / μ3) P0m, 

P4 = (λ1λ2) / (μ1μ2) P0,   P5 = (λ1λ3) / (μ1μ3) P0, 

 P6 = (λ1λ4) / (μ1μ4) P0, P7 = (λ2λ3) / (μ2μ3) P0,      

P8 = (λ2λ4) / (μ2μ4) P0,  P9 = (λ3 λ4) / (μ3 μ4) P0 

The probability of full working capacity (P0) is 

determined using normalizing conditions (i.e.,∑ P9
𝑖=0 i= 1) 

as follows: 

P0= [(μ1 μ2 μ3 μ4) / (λ1 μ2 μ3 μ4 + λ2μ1μ3 μ4 + λ3 μ1 μ2 μ4 + λ1λ2 

μ3 μ4 + λ1λ3 μ2 μ4 + λ1λ4 μ2 μ3 + λ2λ3 μ1 μ4 + λ2λ4 μ1 μ3 + λ3λ4 

μ1 μ2)]                                                          (22) 

Having the values of probabilities (P0-P9) determined, 

ASS is calculated as a summation of all working state 

probabilities as follows:  

ASS= P0 + P1 + P2 + P3                                                     (23) 

3.2. Reliability Equations. 

To get the reliability (RS) of the system under 

consideration at any time, the equations (1 to10) are solved 

taking Laplace transform and the probability transform are 

as follows: 

[S + λ1 + λ2 +λ3] P0(S) = μ1P1(S) + μ2P2(S) + μ3P3(S)    (24)  

[S + μ1 +λ2 + λ3 + λ4] P1(S) = μ2 P4(S) + μ3 P5(S) + μ4 

P6(S) + λ1 P0(S)                                                              (25) 

[S + λ1 + λ3 + λ4 + μ2] P2(S) = μ1 P4(S) + μ3 P7(S) + μ4 

P8(S) + λ2 P0(S)                                                              (26) 

[S +λ1+λ2 +λ4 + μ3] P3(S) = μ1 P5(S) + μ2 P7(S) + μ4 P9(S)  

+ λ3 P0(S).                                                                       (27) 

[S +μ1 + μ2] P4(S) = λ1 P2(S) + λ2 P1(S)                         (28) 

[S + μ1+μ3] P5(S) = λ1 p3(S) + λ3 P1(S)                          (29) 

[S + μ4] P6(S) = λ4 P1(S)                                                 (30) 

[S + μ2 +μ3] P7(S) = λ2 P3(S) + λ3 P2(S)                         (31) 

[S + μ4] p8 (S) = λ4 P2(S)                                                (32) 

[S + μ4] P9(S) = λ4 P3(S)                                                 (33) 

Where S is the Laplace transform variable. 

To determine RS, a verification model is applied. It 

could be noted that the probabilities of the failed states 

haven’t any effect on the system reliability, so the system 

reliability could be calculated considering only the 

working states (i.e., excluding the failed states). Based on 

this result, the probability of failed states could be 

neglected during solution of the complex systems and the 

probabilities of operating states are only considered.  

The previous equations (24 to 33) are solved using 

MATLAB 2015 at the following initial conditions at time 

t= 0 where, 

pi(t) = {
1, if i = 0
0, if i ≠ 0

                                                         (34) 

After solving these equations, the probabilities of 

operating states for the system, under consideration, are 

calculated as follows:  

P0 = (C A B) / D                                                             (35) 

P1= (λ1 A B) / D                                                             (36) 

P2 = (λ2 C B) / D                                                             (37) 

P3 = (λ3 C A) / D                                                            (38) 

Where: 

A= μ2+ S +λ1 +λ3 +λ4                                                                                (39) 

B= μ3+ S +λ1 +λ2+λ4                                                      (40) 

C= μ1+ S +λ2 +λ3 +λ4                                                      (41) 

D= see appendix A                                                         (42) 

Having the values of probabilities of working states 

determined, RS is calculated as follows:  

Rs(S) = P0(S) + P1(S) + P2(S) + P3(S)                         (43) 

Taking the inverse of Laplace transforms then, P0, P1, 

P2, and P3, are calculated as F(t) and the system reliability 

is calculated at time t as follows:  

R (t) = P0 (t) + P1 (t) + P2 (t) + P3 (t)                          (44) 

3.3. Maintainability Equations 

For any system, the system maintainability (MS) is 

calculated as follows: 

MS (t) = 1- e
 (-μt)                                                                                     (45) 

Where(μ) is the repair rate (μ= 1 ⁄ MTTR), MTTRs  is a 

mean time to repair of the system and is calculated as a 

function in mean time to repair (MTTR) and mean time 

between failure (MTBF) of system component i where: 

MTTRS =

∑ 𝑀𝑇𝑇𝑅𝑖/𝑀𝑇𝐵𝐹𝑖𝑛
𝑖=1

∑ 1/𝑀𝑇𝐵𝐹𝑖𝑛
𝑖=1

                                     (46) 

4. Implementation of Proposed Model 

Fig. 3 depicts the block diagram of the real industrial 

system in Egyptian Petrol Company. This system is 

consists of two unites of fuel supply connected in parallel 

with each other; in which the natural gas unit is active and 

the diesel unit is standby. The fuel supply units are 

connected in series with four turbines which are connected 

in parallel with each other (3-out-of-4); three of them are 

in operating state while the fourth is in the standby state 

and the system fails when two components (Turbines) fail. 

The turbines are considered the most critical items in 

that system because it is used to operate four plants as 

shown in the block diagram. Whereas the actual output for 

each turbine is 3.8 MW and the total power required must 

be not lower than 11.4 MW; otherwise, the system will 

stop working which tends to big losses.  

The transition diagram of this system is built based on 

the Markov, as explained previously (in section 2). Table 

(2) illustrates the number of failures, the repair time, and 

the operating time of this real system that were collected 

from historical data during year 2015. These data are 

applied to validate the proposed model. The RAM analysis 

and discussions are presented in this section.  
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Figure 3: Block diagram of the industrial real system of Egyptian Petrol Company 

(Turbines of power generation). 

The value of the failure rate and repair rate for each 

turbine is illustrated in Table (3) where: 

Failure rate = number of failures / operating time         (47) 

Repair rate = number of failures/ repair time                 (48)  

As an example for T1; 

Failure rate (λ) = 11/ 6471= 0.0017                               (49) 

Repair rate (μ) = 11 / 88 = 0.125                                    (50) 

 

Table 2: The collected historical data of the considered system for 

year 2015.  

 Number of 

failures  
Repair time  

(hours) 

Operating 

time (hours) 

T1 11 88 6471 

T2 8 53 6509 

T3 6 38 6526 

T4 9 105 6456 

 
Table 3: Failure and repair rates of the considered system. 

 T1 T2 T3 T4 

Failure rate (λ) 0.0017 0.0012 0.001 0.0014 

Repair rate ( μ) 0.125 0.15 0.15 0.08 

4.1. System Availability  

By substituting values of failure and repair rates in 

system equations from (Eq.12 to 21) the state probabilities 

are calculated as a function in P0 as follows: 

P1= 0.0136 P0, P2= 0.008 P0, P3= 0.006 P0, 

P4= 0.000011 P0, P5 =0.00001P0, P6 =0.0002 P0 

P7= 0.000005 P0, P8 = 0.00014 P0, P9 = 0.00001 P0 

Where, P0 and Ass are calculated from equations (22) 

and (23) and equal 0.97 and 0.9995 respectively. 

4.2. System Reliability 

RS is calculated as follows: 

 Substitute about λ and µ from Table (3) in equations 

(39 to 42), the variables A, B, C and D could be  

calculated as follows: 

A = 10000.0S + 1541.0                                                  (51) 

B = 10000.0S + 1543.0                                                  (52) 

C = 2500.0(5000.0S + 643.0)                                         (53) 

D = (1.25e15S4 + 5.5112e14S3 + 8.075e13S2 +  

3.9329e12S + 4.1045e8)                                                  (54) 

 Substitute about the variables A, B, C, and D in (eq., 

35-38) to get the probability of the working states. 

 Taking the inverse Laplace of system reliability (eq., 35 

- 38) to get : 

P0 (t) =0.97e (-0.0001t) + 0.015e (-0.15t) + 0.00003e (-0.15t) + 

0.01e (-0.13t)                                                                                                          (55) 

P1 (t) =0.01e (-0.0001t) - 0.0001 e (-0.15t) – 2 e-6e (-0.15t)  

– 0.012e (-0.13t)                                                                                                  (56) 

P2 (t) =0.0075e (-0.0001t) - 0.007e (-0.15t) - 0.0003e (-0.15t) + 

0.0005e (-0.13t)                                                                                                    (57) 

P3 (t) =0.006e (-0.0001t) - 0.007e (-0.15t) + 0.0003e (-0.15t) + 

0.0004e (-0.13t)                                                                                                    (58) 

 Substitute about P0, P1, P2 and P3in equation (44) to 

get RS as follows:  

Rs= 0.9935 e (-0.0001t) + 0.0009 e (-0.15t) + 0.000028 e (-0.15t)  

- 0.0011e (-0.13t)                                                                (59)                

LPG 

Natural gas (supply)  

Diesel generator 
(supply)  

Input  

Turbine (T1) 

Turbine (T2) 

Turbine (T3) 

Turbine (T4) 

Electrical loads  

Gas injection  

Loading plant  

Oil plant  

Output 
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4.3. System maintainability 

MTTRs is calculated from equation (46) based on the 

historical data of the system components which is 

illustrated in Table.2, (i.e., μs= 0.1196, MTTRS= 8.36 hr) 

where, 

MTTR= repair time / number of failure                         (60) 

MTBF= 1/ failure rate                                                    (61) 

 So, MTTRS= ∑4
i=1 

((88/11+53/8+38/6+105/9)/(1/0.0017+1/0.0012+1/0.001+1

/0.0014)) =  8.36 h 

                                           

∑4
i=1(0.0017+0.0012+0.001+0.0014)                             (62)  

Then the system maintainability at time t is as follows: 

M (t) = 1- e (-0.1196 t)                                                         (63) 

5. Results Discussion 

An analysis of system performance has been carried out 

at different values of failure and repair rates of system 

components. The effects of these values on the system 

availability, reliability, and maintainability are discussed in 

the following sections. 

5.1. Availability analysis  

The ASS was calculated at different values of failure 

rate and repair rate as follows:  

Fig. (4) Shows the effect of failure rate for each turbine 

on the system availability at different values of failure rate 

(i.e., λ=0.001, 0.002, 0.003, 0.004, 0.005, 0.006) without 

changing repair rate values mentioned in Table (3). It 

could be seen from this Figure that the system availability 

decreases, slightly, with increasing failure rate of the 

system component. Moreover, it is observed that turbine 

(T4) has the lower availability than the other turbines.  

On the other hand Fig. (5) depicts the effect of repair 

rate for each turbine on system availability at different 

values of repair rate (i.e., μ=0.06, 0.09, 0.12, 0.15, 0.18, 

0.21) without changing failure rate values mentioned in 

Table (3). It is observed that the system availability 

increases, slightly, with increasing repair rate of turbines, 

and (T4) has the higher availability than the other turbines 

this because it has the lower value of repair rate. This 

revealed that increasing the failure rate reduces the 

availability while increasing the repair rate leads to 

increasing the availability.  

 

Figure 4: Effect of turbines failure rate (λ) on system availability 
at steady state. 

 

 

Figure 5: Effect of turbines repair rate (μ) on system availability 

at steady state. 

5.2. Reliability Analysis  

Fig. (6), depicts RS of the system under consideration at 

real data of λ and µ mentioned previously in Table (3), 

along operating time and it is concluded that the system 

reliability decreases with time and the system reliability 

after 5000 running hours is 0.59%.  

 

 

Figure 6:  Effect of time on reliability of the system. 

To investigate the effect of the failure rate of system 

components individually on RS at different mission time, 

the failure rate of each turbine is changed within range 

(0.001 to 0.006 with incremental value 0.001) while, the 

values of rapier rates for all turbines and failure rates of 

the other turbines are the same real data.  

Fig. (7), Illustrates the criticality of the system 

components, i.e., which turbine decreases RS. It could be 

noted with comparing the cases of (λ = 0.001) for each 

turbine that T3 has the higher effect on the system 

reliability and therefore it is the critical component as 

shown in Fig. (7-a), furthermore, with increasing λ to 

0.006 for the same cases, it is also still the critical one as 

shown in Fig (7-b). 
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Figure 7:(a) and (b) Effect of failure rate (λ) on the system reliability at transient state. 

 

5.3. Maintainability Analysis  

Fig. (8) Illustrates the maintainability of each turbine 

as well as Ms of the overall system at real data along 

first 100 operating hours. It could be seen that the 

maintainability of T4 is lower than the 

maintainability of the other components; this is due 

to the lower value of its repair rate than the others.  

 

Figure 8: Maintainability of each turbine and the overall system 

versus time. 

To investigate the effect of repair rate of overall system 

on Ms along the first 100 hrs of operating time, the repair 

rate of the system is assumed within range (0.0 to 0.21 

with incremental value 0.03) as shown in Fig. (9). It could 

be seen that the increase in the system repair rate increases 

Ms. 

 

Figure 9: Effect of Repair Rate on Maintainability of the Overall 

System at Different Mission Time.  

 

 

6. Conclusion  

A RAM model of a 3-out-of-4 system has been 

proposed based on the Markovian approach. Availability at 

steady state, reliability at transient state and 

maintainability equations have been formulated. A real 

data of Oil Gas Egyptian Company was applied to obtain 

the system reliability, availability, and maintainability. A 

parametric investigation of various values of system 

failure and repair rates on system reliability, availability, 

and maintainability, as well as their effects on the system 

performance, are presented. The finding of this study could 

be concluded as follows: 

 The proposed RAM model could be used as an 

integrated model, to investigate system reliability, 

availability, and maintainability of 3-out-of-4 system.  

 It could be also used to determine the most critical 

component of the system. 

 The proposed model helps maintenance engineers and 

designers to evaluate the system performance and 

carried out modification.  

 The implementation of the proposed model revealed 

that the system availability at steady state is 99%, and 

the system maintainability is 0.99% but the system 

reliability after 5000 running hours is 0.59%. This 

means that, an enhancement required improving the 

system reliability and reducing the system down time. 

It is observed that T3 is the most critical component in 

the system and need special attention with careful 

observation to reduce it’s down time and increase the 

system performance. 
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