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Abstract 

Quality of the product is a very important factor to any organization on which the future of the company depends. There are 

many tools available to check and control the quality of the product, and among them is the process capability study which is 

highly important. This work is an attempt towards applying the concepts of process capability principles pertaining to discrete 

manufacturing into the scenario of continuous process oriented industries. In this work, the process capability study is carried 

out in a sugar processing industry. Data pertaining to Critical-To-Quality parameters of sugar have been collected for several 

sugar samples. The reasons for the variability are identified and the necessary and corrective actions are suggested to overcome 

the variations in the sugar manufacturing process. A significant improvement is registered in the process capability indexes of 

CP and CPK for the identified Critical-To-Quality (CTQ) characteristics of sugar turbidity and minimum aperture. An increase 

of 7 folds is observed for the CPM value for the CTQ characteristic of minimum aperture. Thus, the process capability indexes 

are calculated and the capability of the process is determined based on their values. 

 
© 2021 Jordan Journal of Mechanical and Industrial Engineering. All rights reserved 

Keywords: Quality Assurance; Process capability; Sugar processing; Statistical Process Control; ANOVA analysis; Critical-To-Quality 

(CTQ) characteristic; 

1. Introduction 

Industrial engineering principles are extensively applied 

in a wide domain of manufacturing as well as service 

sectors. Process capability study is one of such industrial 

engineering method which is extensively applied in discrete 

manufacturing industries. The preliminary process 

capability study is a logical and methodical procedure that 

examines the interactions of the potential causal factors for 

identification of the process deviations. Process run charts 

are employed to identify the outliers and detect the 

unnatural reasons (special causes) for variations until a 

condition of statistical control is reached. Natural variations 

because of common causes like wear of tool insert tip, can 

be identified and controlled, as they indicate a certain trend 

in run charts (increasing trend, or decreasing trend, or cyclic 

trend and so on). All in all, the process capability study 

anticipates the degree to which the process adheres to the 

client's prerequisites. In this work, study is carried out in a 

process based sugar manufacturing industry. 

To measure the capability of the process quantitatively, 

certain indexes are used. They are of three types; one is the 

process potential capability index, another one is process 

performance capability index and the third one is the 

process capability index accounting for Taguchi’s Loss 

Function. The formulae required for calculating the process 

capability indexes and their descriptions are given in the 

Table 1. The CTQ characteristics identified are the “sugar 

turbidity” and “minimum aperture” as they depict the 

process performance as well as the end product quality of 

the outcome of the sugar manufacturing process. 

The parameter “turbidity” is a “smaller-the-better” type 

of characteristic, i.e., the lower the turbidity value, the better 

is the process capability. The lower bound (LSL) is taken to 

be an ideal value of “0” and the upper bound (USL) is taken 

to be a relative value of “100”. Turbidity is a one-sided 

parameter with the process capability being higher when the 

values for turbidity obtained are more nearer to the ideal 

value of “0”. Thus, the process performance capability 

index with respect to upper specification limit (CPKU) is 

employed for measurement of the process capability of the 

Critical-To-Quality characteristic of turbidity. The higher 

the value of CPKU, the better is the process with the turbidity 

values nearer to the ideal value of “0”. 

Whereas, the CTQ characteristic, the minimum aperture 

is a double sided value with optimal sieve size ranging 

between 0.3 (LSL) and 0.6 (USL) sieve size. Process 

capability index accounting for Taguchi’s Loss Function, 

CPM, is introduced and added for this double sided 

characteristic of minimum aperture, with a target value of 

T=0.7 sieve size. 

The structure of the paper is as follows. Firstly, 

introduction to process capability indexes with respect to 

* Corresponding author e-mail: sharma.gvss@gmrit.edu.in. 
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process manufacturing is discussed in the introduction 

section. This is followed by a comprehensive literature 

review. Data is collected for the CTQ characteristics of 

sugar turbidity and minimum aperture. This data collected 

is analyzed for the process capability in the data analysis 

section. Corrective actions have been applied for the 

process deviations and discussed in the results and 

discussions section. The conclusions have been derived in 

the conclusions sections followed by the list of references. 

2. Literature Review 

Quality Assurance tools and techniques like quality 

circles, TPM (Total Productive Maintenance), kaizen, JIT 

(Just-In-Time) are extensively used in the manufacturing 

sector [1]. Statistical analysis finds its application in a wide 

domain of areas[2].Statistical process control (SPC) is not 

only limited to manufacturing domain, but is also 

successfully applied in commercial bank’s operation 

performance [3]. The concepts of process capability are 

successfully deployed into service sector of banking. Eric 

shao[4]proposed technique for identification, isolation and 

correction of assignable causes of a disturbance in 

manufacturing process, thus paving way for integration of 

SPC and EPC (Engineering process control). Balamurali 

and Usha[5]proposed a quick switching variables sampling 

system for deciding whether the component under 

inspection has to be accepted or rejected. This sampling 

system is limited to a quality characteristic with double 

specification limits and is based on the process performance 

capability index (CPK). Kumaravadivel et al.[6]analyzed the 

casting process by Taguchi method and employed ANOVA 

analysis for determining the optimal process parameters and 

their contribution to process variations. Lee et al. 

[7]proposed a method to design control charts for detecting 

state changes as well as to rebuild manufacturing process 

model. 

Adeoye et al.[8] conducted process capability study in a 

drug manufacturing company where they studied about the 

process deviations by employing control charts. Shinde et 

al. [9]investigated the significance of process capability 

indexes with respect to machines. It is inferred that the 

process capability examination can also be extended to 

machines or machine instruments, in addition to the 

manufacturing process analysis. S. Bangphan et al.[10] 

conducted process capability analysis by using SPC of rice 

polishing cylinder turning practice. John et al. [11]studied 

the process capability analysis by using curve fitting 

methods. 

 

J.Subramani et al. [12]studied the process performance 

using control charts for variables with known process 

capability indexes. Stefan et al.[13] gave the complete 

explanation of understanding process capability indexes, 

their classification and method of calculation. Details of 

both process capability indexes and process performance 

indexes were given. They concluded that process 

performance indexes are most efficient indexes to measure 

variability since process performance indexes are calculated 

by considering the standard deviation of entire data. Sharma 

and Rao have improved the production process capability of 

connecting rod [14] and crankshaft [15]production. Sharma 

et al.[16] have registered an improvement in the process 

capability indexes of CTQ characteristics of aluminium 

alloy wheel production. Sharma et al.[17] have established 

a relation between the process capability and the 

dimensional tolerances for the manufacture of the 

connecting rod component.Vannan and Vizhian[18]adopted 

the ANOVA analysis for analysing the coating parameters 

in the process of electroless coating. Mandahawi et al.[19] 

registered a significant process improvement in a paper 

manufacturing industry by following the DMAIC (Define-

Measure-Analyze-Improve-Control) approach. Hypothesis 

formulation and testing the hypothesis forms a scientific 

method to judge, prove and register a process improvement. 

Mujbil Al-Marsumi[20] formulated and tested the 

hypothesis for obtaining significant process improvements 

in the Dairy Industry in Jordan. PederLundkvist[21] in his 

PhD dissertation established procedures for capability 

analysis in process industry. 

Table 1. Formulae of process capability indexes 

Index Formula Description 

CP 
6

LimitionSpecificatLowerLimitionSpecificatUpper 
 Process potential capability index 

CPKU 

 3

LimitsprocessofMeanLimitionSpecificatUpper 
 

Process performance capability with respect 

to upper specification limit. This measures 

the smaller-the-better type of characteristic. 
The larger the value of CPKU the better is the 

characteristic. 

 
CPKL 3

LimitionSpecificatLowerLimitsprocessofMean 
 

Process performance capability with respect 
to lower specification limit. This measures 

the larger-the-better type of characteristic. 

The larger the value of CPKL the better is the 
characteristic. 

CPK Minimum of CPKUand CPKL 
Process performance capability index 
responsible for process centering. 

CPM 
 

 
valueetTTwhere

n

Tx

where

LimitionSpecificatLowerLimitionSpecificatUpper

n

i

i

CPM

CPM

arg,
1

,

6

1

2














 

Process capability index accounting for 
Taguchi’s Loss Function 
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Jairo Munoz [22] studied the process capability of TIG 

welding process and applied the fuzzy logic theory for the 

uncertain data obtained during the TIG welding process. 

The quality inspection personnel have different individual 

opinions regarding the same weld quality. Such induced 

individual uncertainty can be addressed through fuzzy logic 

method which is a combination of possibilistic and 

probabilistic approached towards process capability. 

Baghbani et al. [23] implemented a fuzzy Process Failure 

Modes and Effects Analysis (PFMEA) in a sugar 

manufacturing set-up at Kurdistan. They identified as many 

as 49 potential failure modes and proposed solutions for 

starting with the highest Risk-Proirity-Number (RPN). 

Kustiyo and Arkeman[24] adopted the statistical 

methodology of reducing the process variation through a 

separate framework for identification of common causes 

and special causes for process deviations. They believed in 

the philosophy of Statistical Process Control approach for 

optimizing the sugar manufacturing process as a whole. 

Pearn and Chen [25] and Pearn et al.[26] have focused on 

the different process capability indexes including the CPM 

index accounting for the Taguchi’s Loss Function. Mohan 

and Yadav [27] suggested process improvements in the 

sugar manufacturing process in the limelight of carbonation 

and phosphatation process. Aljebory and Alshebeb[28] 

registered an improvement in quality of a process oriented 

chemical industry through Statistical and Engineering 

process control. 

This paper examines the process capability in a sugar 

manufacturing scenario. The structure of the paper is as 

follows. The first section of the paper starts with a brief 

introduction to process capability and formulae related to 

process capability indexes. This is followed by an 

exhaustive literature survey which comprehends the various 

works related to process capability and statistical process 

control. Data pertaining to multiple Crtitical-To-Quality 

parameters namely sugar turbidity and minimum aperture 

have been collected from sugar manufacturing process. The 

collected data is analyzed and validated through ANOVA 

analysis for suitability towards further process capability 

analysis. The results and discussion session summarizes the 

process capability indexes’ values and generalizes that, the 

upper limit process performance index (CPKU) is taken as the 

measure for smaller-the-better type of Critical-to-Quality 

characteristics respectively. Finally the paper ends with 

conclusion followed by the list of references cited in this 

paper. 

3. Data Collection 

In this study, data has been collected in a sugar 

processing industry. There are two important Critical-To-

Quality (CTQ) characteristics in sugar manufacturing, 

namely, turbidity and minimum aperture that are used for 

determining process capability indexes. Out of total no. of 

samples collected, 75 samples of the parameter which 

describe the process in as-it-is state are given below. Some 

precautions must be taken before going to proceed for 

process capability analysis. They are that the collected data 

must be normally distributed. The collected data must be 

statistically stable.  

3.1. Sugar Turbidity 

Sugar turbidity is regularly assessed in sugar 

manufacturing plants. It represents the presence of 

suspended particles in sugar solution which is detected 

based on change in characteristics like wavelength and 

refractive index when light is diffused through the sugar 

solution with suspended particles[29]. Table 2 shows the 

continuous observations of turbidity. 

3.2. Minimum aperture 

Minimum aperture measures average grain size of the 

sugar crystal. The size of sugar crystals is determined when 

the crystals are passed through different sizes of multiple 

sieves. Coefficient of variation (CV) of sugar crystals size 

determines the consistency in homogeneity of crystal size. 

A Lower CV portrays a superior consistency while a high 

CV means a higher variation in sugar crystal sizes. A 

variation within 35% is generally desirable. Table 3 shows 

the continuous observations of this characteristic. 

Table 2. Observations for Turbidity 

S.No. Level-1 Level-2 Level-3 S.No. Level-1 Level-2 Level-3 

1 120 136 95 14 84.9 83.4 85.2 

2 98.2 98.4 96.2 15 83.4 126 68.5 

3 86.6 86.6 84 16 70.3 89 88 

4 79.5 72.4 86 17 84 68.5 65 

5 114 94 81 18 86 85.2 89 

6 81 87.3 86 19 88 80.6 78 

7 80 80 88 20 86.5 84 80 

8 65 80.6 80.6 21 71 79 79 

9 89 88 86.5 22 81 80 70.3 

10 78 73 71 23 78 78 88 

11 80 84 81.7 24 83 89 81 

12 85.5 82 83 25 80 65 81.7 

13 79 78 82.6     
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4. Data Analysis 

4.1. Hypothesis formulation for ANOVA analysis 

For analyzing the observations of the Critical-To-

Quality characteristics, the observations must be analyzed 

whether they are significantly different or not. This is done 

through ANOVA analysis. Firstly the Hypothesis must be 

formulated and tested subsequently[30]. The following 

hypothesis are to be tested: 

Null Hypothesis  - H0: µi  =µ for all i = 1,2,3 

Alternate Hypothesis - H1:µi≠ µfor somei= 1, 2, 3  

whereμiis the population mean for level i and µ is the 

overall grand mean of all levels 

 

Each level consists of 25 measurement readings with a 

total of three such levels (Table 2 and Table 3). 

4.2. Turbidity 

4.2.1. ANOVA Analysis for turbidity 

The data pertaining to turbidity is tabulated in Table 2. 

The statistical calculations for turbidity are summarized in 

Table 4 and the ANOVA table is depicted in Table 5. 

For 95% confidence levels, the probability level “p” is 

of a significance of 0.05. For this value of “p” the critical 

value for the rejection region is  FCRITICAL(p,K−1,N-K)  i.e., 

FCRITICAL(0.05,2,72) and is obtained to be 3.1239. Thus, 

FSTATISTIC < FCRITICAL 
Hence, the null hypothesis is accepted. If the judgment 

from ANOVA is in favor of  the null hypothesis, then it 

suggests that the result is not significantly different, and, 

µ𝒊 ≈ µ for all i = 1,2,3. Therefore, a post hoc test is not a 

requisite. Hence the data is statistically stable and ready for 

performing process capability study. 

Table 3. Observations for Minimum Aperture 

S.No. Level-1 Level-2 Level-3 S.No. Level-1 Level-2 Level-3 

1 0.98 1.07 1.07 14 1.09 0.94 1.19 

2 1 1 1.3 15 1.19 1.14 1.13 

3 1 1.1 1 16 0.9 0.9 0.94 

4 1 1.2 1.1 17 0.99 0.8 0.98 

5 1.09 1.09 1.04 18 1.01 1.18 1.07 

6 1.07 1.07 1.18 19 1.09 1.22 1.3 

7 0.82 0.8 0.8 20 0.94 1.18 1.08 

8 0.8 0.94 0.94 21 1.01 0.8 0.82 

9 1.04 0.94 1.01 22 1.15 1.19 1.01 

10 1.01 1.08 1.15 23 1.16 1.09 1.16 

11 1.08 1.16 1.16 24 1.13 1.07 1.14 

12 1.06 1.16 1.3 25 0.94 1.22 1.3 

13 1.3 1.22 1.2     

Table 4. Statistical calculations for turbidity 

S.No. Statistical calculation Level-1 Level-2 Level-3 

1 n (Number of observations) 25 25 25 

2 ∑X (sum of observations) 2111.9 2148 2055.3 

3 µi(Mean of observations) 84.476 85.92 82.212 

4 ∑X2 (sum of squares) 181760.21 190337.74 170326.97 

5 𝞼(Standard Deviation) 11.824 15.5209 7.5184 

6 µ (Grand mean) [(µ1 + µ2 + µ3 ) / 3] = 84.203 

Table 5.  ANOVA table for turbidity 

Source SS df MS  

Between-treatments 174.6675 2 87.3337 F = 0.59923 

Within treatments 10493.572 72 145.7441  

Total 10668.2395 74   
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4.2.2. Process capability and control study for turbidity 

Figure 1 shows that the control chart of both X and R 

chart for turbidity is lying in between the UCL and LCL. 

There are no outliers seen in this chart. 

Now it is seen that the process capability curve is skewed 

towards right i.e., towards Upper Specification Limit 

(USL). This is depicted in Figure 2 below. 

Thus, the process is found to be incapable for achieving 

the sugar of expected turbidity levels, as the turbidity is a 

smaller-the-better type of characteristic. 

The following are the corrective actions suggested to 

overcome this problem. If the suspended particles are 

present in the sugar juice, then, this impacts the productivity 

of steps in the refining cycle. Clarification is the process 

where these suspended particles are eliminated. Here, a 

blend of lime, activated carbon, and a clarifying agent, are 

imparted to the sugar juice. Firstly, the activated carbon 

eliminates flavonoids and natural acids which when 

normally present in the sugar results in a bad flavour. Next, 

the kind of clarifying agent used depends on whether the 

raw material is a sugar stick or sugar beet. Turbidity 

investigation on the sugar juice is the measure for the 

effectiveness of the clarification process. A lower turbidity 

shows adequate clarification done. pH meters have capacity 

to show readings to indicate juice turbidity for optimal 

usage of the clarifying agents. More care has been taken 

than the usual during these processes so that turbidity levels 

can be reduced.  

 

Figure 1: X and R chart for Turbidity. 

 

 

Figure 2: Process capability analysis of turbidity 
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The process run charts are employed after taking 

corrective actions, so that the process shall not deteriorate. 

Figure 3 shows the run chart of turbidity after taking 

corrective action. 
 
The CPKU index is applicable to turbidity, as it is a 

smaller-the-better type of characteristic. Hence, From Table 

1 it is clear that CPKU is given by the formula: 

 

41337.3
5454.21

54242.73

181799.73

45758.26100
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






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
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CPKU

   (1)

 

 

Thus, after taking the corrective action, there is an 

increase in CPKU from 0.43856 to 3.4133. 

4.3. Minimum aperture 

Minimum aperture is the optimum size of the sugar 

crystal that is generally suggested for industrial use. For 

analyzing the observations of minimum aperture, firstly the 

observations must be analyzed whether they are 

significantly different or not. This is done through ANOVA 

analysis. 

4.3.1. ANOVA analysis for minimum aperture 

 
The data pertaining to minimum aperture is tabulated in 

Table 3. The statistical calculations for minimum aperture 

are summarized in Table 6 and the ANOVA table is 

depicted in Table 7. 

For 95% confidence levels, the probability level “p”is of 

a significance of 0.05. For this value of “p” the critical value 

for the rejection region is  FCRITICAL(p,K−1,N-K)  i.e., 

FCRITICAL(0.05,2,72) and is obtained to be 3.1239. Thus, 

FSTATISTIC < FCRITICAL 
Hence, the null hypothesis is accepted. If the judgment 

from ANOVA is in favor of  the null hypothesis, then it 

suggests that the result is not significantly different, and, 

µ𝒊 ≈ µ for all i = 1,2,3. Therefore, a post hoc test is not a 

requisite. Hence the data is statistically stable and ready for 

performing process capability study. 

 

 

Figure 3. Process run chart for turbidity post corrective action 

Table 6. Statistical calculations for minimum aperture 

S.No. Statistical calculation Level-1 Level-2 Level-3 

1 n (Number of observations) 25 25 25 

2 ∑X (sum of observations) 25.85 26.56 26.79 

3 µi(Mean of observations) 1.034 1.0624 1.0716 

4 ∑X2 (sum of squares) 27.0223 28.665 29.2335 

5 𝞼(Standard Deviation) 0.1106 0.1366 0.1479 

6 µ (Grand mean) [(µ1 + µ2 + µ3 ) / 3] = 1.056 

Table 7. ANOVA table for minimum aperture 

Source SS df MS  

Between-treatments 0.0192 2 0.0096 F = 0.54603 

Within treatments 1.2664 72 0.0176  

Total 1.2856 74   
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4.3.2. Process capability and control study for minimum 

aperture 

Figure 4 shows that the control chart of both X and R 

chart for minimum aperture is lying in between the UCL and 

LCL. There are no outliers seen in this chart.  
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CPK = Minimum of CPKUand CPKL=  - 0.42004.           (5) 

 

Consider a process Target Value of aperture size of T = 

0.70 which is on the lower side of aperture size. Then, we 

have the CPM value calculations as follows: 
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Thus the CP value is 0.4,CPKvalue is -0.42004 and 

CPMvalue is 0.073 

Now it is seen that the process capability curve is 

completely skewed towards right with the process mean 

extending outside the Upper Specification Limit (USL). 

This shows an incapable manufacturing process which 

requires a corrective action. This is depicted in Figure 5 

below. 

Thus the process is found to be incapable for achieving 

the sugar of expected minimum aperture levels. The 

following are the corrective actions suggested to overcome 

this problem. Coefficient of variation (CV) is a method of 

portraying the accuracy of the measurements. Lower 

Coefficient of Variation describes a superior consistency 

while a high coefficient of variation means an inconsistent 

size of sugar crystal with more variation. A Coefficient of 

variation of below 35% is preferred for crystals of sugar. 

Commonly, sugar crystals of coarser size are easier to 

separate through the centrifuging screen and constitute a 

superior yield. Fine sugar crystals on the other hand, pass 

through the sieve and again mix-up with the mother liquor 

which must be solidified once more, thus minimising the 

recovery rate. The dissolvability of finer crystals of sugar is 

more when compared to larger crystals of sugar, thus, 

making the finer crystals more preferred and costlier. 

Therefore, in order to strike a balance in the size of sugar 

crystal, the sugar factories manufacture medium sized 

crystals (neither large nor small) of the sieve size of 350 to 

400 micro-meters aperture size. 

The process run charts are employed after taking 

corrective actions, so that the process shall not deteriorate. 

Figure 6 shows the run chart of minimum aperture after 

taking corrective action. The USL of minimum aperture is 

0.9 and the LSL is 0.6. Hence, From Table 1 it is clear that 

CP and CPK is given by the formula: 
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CPK = Minimum of CPKUand CPKL = 1.002148           (10) 
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Thus, after taking the corrective action for minimum 

aperture , there is an increase in CP from 0.3848 to 1.1411 

and increase in CPK from -0.4200 to 1.00214 and CPM has 

increased from an initial value of 0.073 to 0.525, which 

records an increase of 7 folds.  
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Figure 4. X and R chart for Minimum aperture 

 

Figure 5. Process capability analysis of minimum aperture 

 

Figure 6. Process run chart for minimum aperture post corrective action 
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5. Results and Discussions 

5.1. The process capability indexes’ values  

Based on the formulae of capability indexes depicted in 

Table 1, the final process performance capability indexes 

for the critical-to-quality characteristics are consolidated in 

the tabular format in Table 8. 

Table 8. Final Process Capability indexes 

S.No. 
CTQ 

characteristic 
Type of CTQ CP CPKU CPKL 

1 Turbidity Smaller-the-better 2.32 3.41 1.22 

2 Minimum 

Aperture 

Double sided 

characteristic 
1.14 1.28 1.002 

6. Discussion 

It is observed from initial studies that for Turbidity 

(which is smaller-the-better type characteristic) and 

Minimum aperture (which is double sided type 

characteristic), the capability indexes are smaller than 1.0. 

For achieving a target value of the capability index to be 

more than 1.0 following are the corrective actions taken: 

 Clarification process is intensified for raising the CPKU 

levels of turbidity 

 The coefficient of variation is preferably kept to a value 

of less than 35% for raising the CPand CPK levels of 

Minimum Aperture 

Thus, this work horizontally deploys the concept of 

process capability pertaining to discrete manufacturing 

industries into a continuous process production scenario. 

The characteristics pertaining to continuous process 

industries are one-sided and are either a larger-the-better 

characteristic or smaller-the-better characteristic. In such a 

situation, the process performance capability index upper 

limit (CPKU) is dedicated for smaller-the-better and process 

performance capability index lower limit (CPKL) is 

dedicated for larger-the-better characteristics. The greater 

the index value, the better is the Critical-To-Quality 

characteristic.  

It is observed from Table 8 that for the CTQ 

characteristic of Turbidity, the process performance 

capability index upper limit (CPKU) is to be considered as 

Turbidity is a smaller-the-better type of characteristic. It is 

evident that for turbidity the final CPKU = 3.41 after 

implementing the corrective action of intensifying the 

clarification process. On the other hand, the Minimum 

Aperture is a double sided CTQ Characteristic. Hence for 

Minimum Aperture the smaller value among the CPKU and 

CPKL is to be considered. Thus, for Minimum Aperture, the 

final process performance capability index CPK = 1.002. 

Considering for a target value T = 0.7 for minimum 

aperture, this study has witnessed around a 7 folds increase 

of the value of CPMfrom an initial value of 0.07 to a final 

value of 0.525 post corrective action. Therefore, after 

implementing the corrective actions, the process 

performance indexes for the CTQ characteristics of 

“Turbidity” and “Minimum Aperture” are both obtained as 

greater than the value of 1.0. 

In this way, the process capability concepts are 

successfully applied to a process oriented industry. 

Future scope of this work can be extended to other 

quality assurance parameters like Sucrose content, Moisture 

Content, Dextran content, Conductivity Ash and SO2 

content for performing process capability studies. 

7. Conclusions 

Nowadays all organizations are craving to maintain 

good quality in their products and services to survive in this 

high competitive world. Though there are many tools to 

improve and scrutinize the quality of the product, SPC 

(Statistical Process Control) and process capability analysis 

have carved a niche importance. 

In this study, sugar industry was chosen for the process 

capability study. Quality parameters of sugar were collected 

for required number of samples. To get the trust worthy 

results in process capability analysis, control charts for all 

quality parameters were drawn and checked whether the 

collected data is stable or not. Process performance 

capability indexesCPKU and CPKL were considered as a 

measure for smaller-the-better and larger-the-better critical-

to-quality characteristics. Process capability indexes for 

CTQ parameters were calculated and process capability 

histograms were drawn. As the process for producing with 

the turbidity and minimum aperture within specification 

limits is incapable, corrective actions were suggested to 

make process capable. Process capability index accounting 

for Taguchi’s Loss Function, CPM, is introduced and added 

for this double sided characteristic of minimum aperture, 

with a target value of T=0.7 sieve size. A significant 

increase in CPM from an initial value of 0.073 to a final value 

of 0.525 is observed, which records an increase of 7 folds.  

Thus, the concept of process capability pertaining to 

discrete manufacturing processes is extended to continuous 

process oriented industry like sugar manufacturing. Hence, 

the procedures adopted in this work can be horizontally 

deployed onto other process dominant industries like 

pharmaceuticals, cement and refinery, where the process 

characteristics are predominantly one-sided of either 

smaller-the-better or of larger-the-better nature. 
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Abstract 

The accumulative roll-bonding process (ARB) is one of the severe plastic deformation methods. It aims at producing 

nano/ultra-fine-grained materials along with enhancements in the mechanical properties. In this work, ARB was performed on 

commercially cheap and available aluminium alloys in Jordan`s local market; AL-2024-O and AL-1100-Oalloys. Four bonding 

cycles were applied to promote grain refinement at room temperature with no pre/post heat treatment. In ARB processes, the 

thickness is reduced by 50% in each pass. A new stacking technique has been performed at the alternate layers depending on 

the friction of its scratched edges. After the production of samples and the investigation of mechanical properties through micro 

hardness test, tensile test was accomplished at room temperature after each cycle with the aim of determining whether ARB 

increases the mechanical properties of both aluminium alloys besides identifying the instance were material experiences high 

ultimate tensile strength. Information about the texture, microstructure and average crystalline size of the samples was obtained 

using SEM and XRD. The hardness test shows improvements for AL-2024-O/1100-O for each cycle and reported 125 HV and 

80 HV respectively after four rolling cycles. The highest UTS was recorded for AL-2024-O and 1100-O on the 4th pass and 

reported 370 MPa and 170MPa respectively. It was also found out that the percentage elongation decreased due to a decrease 

in ductility after undergoing the ARB process. Moreover, after four rolling cycles, the average grain size for AL-2024/1100 

decreased to 39.6 nm and 59.9 nm respectively. 

 
© 2021 Jordan Journal of Mechanical and Industrial Engineering. All rights reserved 
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1. Introduction 

In this era, the world is eager to find new metals with 

superior features and properties, especially in the 

metallurgical industry. In fact, the experts are endeavouring 

for new hard, strong and refractory materials, but it’s really 

difficult to find materials that possess all these specific 

properties. Very recently, the experts and engineers have 

been able to find a new way to fabricate and develop the 

existing materials by using a severe plastic deformation 

(SPD). Over the past few decades, numerous studies have 

been conducted with a primary emphasis is on the 

development and production of alternative materials, with 

high strength-weight ratio, unique and distinguished 

mechanical properties. Aluminium is extensively utilised in 

products and markets. In fact, it is the most common 

material used in numerous applications. Aluminium alloys 

can offer high strength alongside simple fabrication, 

manufacturing and formability at a relatively low cost as 

compared to other metals[1].The studies have focused 

primarily on the production of UFG materials and 

improving the mechanical properties. Many SPD processes 

have been performed in order to produce nano/ultra-fine 

grain materials such as accumulative roll bonding (ARB) 

where two metal sheets are scratched, chemically polished, 

stacked and then subjected to high strain using a roller mill 

for several cycles to achieve thickness reduction. Since the 

thickness of the sheets  remain unchanged, ARB has been 

performed at the metal sheets for many cycles to obtain 

ultra-fine grain size and enhanced mechanical properties 

[2], [3].Using ARB is effective to enhance mechanical 

properties, DEHGHAN and QODS cold rolled AA1050 

sheets. They enhanced the U.T.S and Y.S from 69.25 MPa 

and40 MPa to 201.7 MPa and 185.05 MPa respectively after 

10th rolling cycle with 191% and 167% rise in tensile 

strength [4]. Yang wang and his colleagues investigated the 

microstructure and mechanical properties. of ultra-

lightweight Mg-Li-Al/Al-Li composite produced by ARB 

at room temperature. They documented an increase in 

tensile strength (UTS) of 308 MPa after4-cycles of ARB 

process [5]. Another investigation of the microstructure and 

mechanical properties of Ni/Ti/Al/Cu composite produced 

by (ARB) at ambient temperature showed enhancement in 

tensile strength  after eight passes, reaching 298.2 MPa 

[6].Mechanical properties of nano-structured Cu/Ni 

multilayer fabricated by ARB revealed high ultimate tensile 

strength of 950 MPa which is five time higher than pure Cu 
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metal [7]. It was found that applying low strain at room 

temperature is slightly effective to produce nano-grained 

metals less than 100 nm[8].  

Others used SPD methods include groove pressing 

(CGP)[9, 10], equal channel angular pressing (ECAP) 

[11],friction stir processing and high pressing torsion 

(HPT)[12],[13],[14].These methods have two major 

drawbacks. To begin with, the forming machines have large 

load capacities and are outfitted with expensive dies. 

Furthermore, productivity is extremely low, therefore the 

quantity of the created material is extremely constrained as 

compared toARB[15],[16]. Accumulative roll bonding is a 

new SPD method created and developed by satio, in which 

a very large plastic strain is imposed in bulk process to 

produce ultra-fine grain metallic materials[17]. During this 

method, two metal sheets of comparable thickness are 

treated, stacked and roll bonded by a 50% thickness 

reduction or more during a single cycle. The process is often 

administered using a standard steel mill. Within the next 

cycles of ARB processing, the deformed bonded sheet is 

halved into two equal pieces, cleaned again, grinded and 

stacked together for the second ARB cycle and so forth. At 

low temperatures, ultra-fine-grained metals and alloys 

exhibit outstanding mechanical properties such as high 

strength, high toughness, and super plasticity.[18]. 

In this work, the accumulative roll bonding process was 

used in the production of bulk nanostructure alloy with a 

high strength-to-weight ratio of commercial aluminium for 

different applications in the automobile and aerospace 

industries. This bulk nanostructure has very high strength 

with a noticed decline in ductility and exhibits high values 

of fatigue resistance and fracture toughness [19]. Two types 

of aluminium alloys were used: (AA2024-O, AA1100-O). 

These aluminium alloys were rolled at room temperature 

(cold roll bonding) using a rolling mill machine. Surface 

polishing and cleaning process were applied on aluminium 

alloys before ARB. It can be noted from previous 

experiences that copper wires and riveting tools were used 

to stack aluminium sheets together, allowing a slight 

slipping and deviation leading to mismatch and cracking of 

the stacked sheets while applying a huge strain. The reason 

is that the copper wires or the riveting material have 

different mechanical properties. In this work, we were able 

to use a new method to stack the aluminium sheets utilising 

the roughness of the surface edges in order to enhance the 

cohesion of the sheets together, preventing the slipping 

during the rolling process. This new technique provided 

proportional cohesion strength to the applied strain. In 

addition, the pre-conditioned roughened surface is an 

additional advantage in enhancing the bonding between the 

aluminium sheets. The homogeneity and the particle size for 

the new aluminium alloys were tested by using X-ray 

diffraction (XRD) and scanning electron microscope 

(SEM), while the strength was tested by the tensile test 

machine. 

2. Materials and Experimental procedure  

Two types of aluminium alloys were used, AA2024-O 

and AA 1100-O,with a geometry of 15 10 cm ± 0.05 mm 

and a thickness of 1mm ± 0.03 mm and1.5 mm ± 0.05 mm 

respectively. The chemical compositions areas shown in 

table 1 and table 2 were analysed by using XRF 

spectrometer. The main reason behind selecting AA2024-O 

and AA1100-O) is their availability and low cost. These 

aluminium alloys were rolled at room temperature (cold roll 

bonding)up to four rolling cycles using a roller mill with 40 

cm diameter and a speed of 13 rev/min fig (1/a). These 

specimens were abraded using a (CORYN)115 22 mm in 

order to roughen its surface, for improving friction and 

bonding between the sheets as well as to remove the 

oxidized layer. In addition to abrading, the surface was 

polished and cleaned as an important part of the surface 

preparation using acetone due to its natural propensity to 

melt most oils and greases [20].In addition, this volatile 

chemical solvent removes contaminants and dust and 

prevents the emergence of oxidation layer on the materials 

surface alloys before accumulative roll bonding. The rough-

ended edges provided the ability of stacking the sheets 

instead of using a riveting tool and a copper wire. These 

roughened edges provided excellent cohesion stacking 

strength once huge strain is applied. Afterwards, the sheets 

are introduced to ARB for many cycles. Fig (1/b) shows the 

sheets after cut into two similar pieces. Figure (1/c) shows 

AL-2024 sheet thickness after four rolling cycles. 

Table 1. chemical composition of Al 2024-O 

material Cu Mg Si Mn Fe Ti Al 

Wt.% 4.4 1.5 0.5 0.6 0.5 0.20 balance 

Table 2: chemical composition of Al 1100-O 

Material Fe Si Cu Zn Mn K Ca Ni AL 

Wt.% 0.43 0.21 0.041 0.036 0.033 0.03 0.015 0.008 99.2 

 
Figure 1. (a) ARB process, (b) two similar sheets after cut and (c) AL-sheet alloy after four rolling cycles.  
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3. Results and Discussion 

Hardness test: The AA2024-O and AA 1100-O sheets 

have been tested for hardness by VICKERS hardness test. 

A load of 100 kgf (AA2024-O) and 30 kgf (AA1100-O) 

were used. To ensure an accurate test result, three 

measurements were conducted for each sample and the 

average hardness values are as shown in fig (4). Figure (4/a) 

shows the improvement in hardness for AA2024-O. After 

four cycles, we noticed that there is obviously increase in 

hardness. After one rolling cycle, the hardness improved by 

(70 %) and after the next cycles, the hardness improved by 

8 % and 4 % respectively. The original hardness for 

unhardened aluminium alloy AA2024 was 60 HV which 

means that the hardness was doubled after four rolling 

cycles. 

The hardness test for AA 1100-O was set on 30 kgf.The 

results show a slight increase in hardness through each cycle 

to reach 80 HV. The unhardened Al-AA1100-O was 

measured 48 HV as shown in figure (2). The improvement 

in hardness after one rolling cycle was 20 %. After the next 

cycles, the hardness improved by 11 %, 12.3 % and 13 % 

respectively.  

Tensile test: Tensile test has been performed using the 

Shimaddzu 1000 Kn Digital tensile testing machine. The 

original aluminium alloy AA2024 is of ultimate tensile 

strength (U.T.S) and yield strengths (Y.S) are 175 MPa and 

70 MPa respectively. As shown in fig (3), the strength 

(U.T.S) changes after one cycle of cold rolling to 183 ±2 

MPa. After two rolling cycles, the U.T.S is improved by 13 

%. After performing the 3rd pass, the U.T.S is dramatically 

increased by 9 % to record 230 MPa ±2 MPa. After four 

cycles of cold rolling, the U.T.S improved incredibly by 38 

%to reach 370 ±2 MPa. As seen, the cold-rolling leads to a 

notable change in mechanical properties of the 

AA2024alloy as shown in figure (3/a). The impact of the 

strength of the composed layer on the bond strength of 

sheets has not been fully understood yet and still being 

investigated. [21], because the weak bonding provides an 

ideal environment for germination and cracks growth, 

fractures frequently arise in the distorted layers [22].By 

increasing cold-rolling reduction, the U.T.S increases 

gradually, while the elongation reduces. Since the metal lost 

its ductility, the mechanical behaviour depends primarily on 

the number and distribution of dislocations introduced due 

to cold deformation. 

ARB has proved to be an outstanding method to enhance 

material strength. However, low ductility is usually noticed 

in this method [23]often because the appearance of 

premature necking minimizes the required general energy 

to failure [1]. Figure (3) shows the improvements of tensile 

strength for AA1100-O. The U.T.S and Y.S before 

hardening were 85MPa±2 MPa and 35MPa ±2MPa 

respectively. After one rolling cycle, the U.T.S was 

improved to 120MPa ± 2MPa,showing an improvement 

of29.2 %. For second, third and four cycles, the U.T.S 

improved tremendously to 150 MPa, 163MPa and 173 MPa 

respectively, showing an improvement of 20 %, 8 % and 6.3 

% respectively. The improvement in the mechanical behaviour of 

the aluminium alloy can be attributed to the following reasons. First, 

as the rolling cycles increase, thickness decreases and grains were 

extremely elongated along the rolling direction, which raises the 

tensile strength. This can result in a higher density of  dislocations and 

the formation of new substructures, resulting in increased in tensile 

strength and lower elongation.  

 

  

Figure 2. hardness value for AL- alloy for each cycle. (a) Hardness value forAA2024-O, (b) hardness value for AA1100-O. 

 

  
 

Figure 3: Tensile test for AL-alloys for each cycle. (a) tensile strength for AA2024-O, (b) tensile strength for AA1100-O  
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Figure 4. Elongation 

 
Figure 5. Dog-bone shape  

Figure (4) shows a significant decrease in the elongation 

of both metals due to the decrease in ductility. Some results 

showed different values due to the possibility of the 

presence of cracking or slipping of the sample during testing 

which effect dislocations introduced due to cold 

deformation. The shapes of tested samples after fracture are 

shown in figure (5) with failure angle. 

3.1. XRD & SEM 

The XRD patterns of AA 2024-O and AA1100-O 

aluminium alloys in different cycles are shown in Fig (6) 

and Fig (7). Each peak represents a diffraction event from 

two successive crystallographic planes with a certain 

orientation. Peaks could be analysed with respect to the 

value of 2θ (X-axis) in order to calculate the value of d-

spacing (the distance between two successive 

crystallographic planes) from which the diffraction took 

place. The width of the peak is an indication parameter that 

reflects the crystallite size, represented by a factor known as 

a full width at half maxim (FWHM), which is a function of 

any size. It is expressed by Scherrer’s equation(0.9 x λ)/ (d 

cosθ)[24]. Density of the plane means that the plane is 

crowded with atoms, leaving no significant spaces. The 

width of peaks is an indication of crystalline size. The effect 

of crystallite size on the diffraction pattern appears in the 

width of the peak. Table 3 shows the average crystalline size 

for AA2024/1100 for each cycle. The XRD patterns of AA 

2024-O and AA1100-O samples in annealed and ARB 

processed conditions at different cycles are shown in Figure 

6. They include typical corresponding alloy diffraction 

peaks. The increase inXRD peaks is an indicator of a large 

deformation of polycrystalline materials in plastic reign due 

to an increase in lattice strain. In turn, this process helps 

create UFG and NG structures strength. Peak broadening 

becomes more pronounced as the number of ARB cycles 

increases. In addition, the ARB rolling process produces 

texture in the microstructure, resulting in variation in ARB 

samples of the relative intensities of different planes. 

The (111) plane, therefore, becomes the sharpest peak in 

the samples on 4 passes for AA 2024-O and 3 passes for 

AA1100-O samples, while the (200) plane has the highest 

intensity after the first ARB pass for each material. 

 
Figure 6. XRD patterns of rolled AA 2024-O alloy and AA 1100-O with 50% reduction. 
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Table 3. average crystalline size for AA2024 for each cycle. 

#NO of 

rolling. 

Peak position 2θ (°) FWHM Size (°) Dp (nm) Dp Average (nm) 

1st pass 38.2999 0.1631 53.89 58.28 

 44.5478 0.1633 54.95 
 

 64.9358 0.1613 61.02 
 

 78.0702 0.1885 56.71 
 

 82.2825 0.1701 64.82 
 

2nd pass 38.5354 0.1533 57.38 57.34 

 44.7845 0.1591 56.45 
 

 78.2741 0.1984 53.96 
 

 65.156 0.1604 61.44  

 82.4846 0.1922 57.46 
 

3rd pass 38.4652 0.1797 48.94 47.73 

 44.7087 0.186 48.27 
 

 78.1988 0.2384 44.88 
 

 65.0867 0.191 51.57 
 

 82.4097 0.2454 44.98 
 

4th pass 38.5439 0.2309 38.10 39.60 

 44.7918 0.2354 38.15 
 

 78.2703 0.2713 39.46 
 

 82.4667 0.2671 41.34 
 

 65.1659 0.2407 40.94 
 

 

Table 4. average crystalline size for AA1100 for each cycle. 

#NO of 

rolling. 

Peak position 2θ (°) FWHM Bsize (°) Dp (nm) Dp Average (nm) 

1st pass 44.8337 0.1521 59.06 60.57 

 38.5873 0.1522 57.80 

 

 78.3141 0.1733 61.79 

 

 65.1965 0.1609 61.26 

 

 82.517 0.1755 62.94 

 

2nd pass 38.3079 0.1873 46.93 53.55 

 44.5615 0.1796 49.97 

 

 78.0878 0.1882 56.81 

 

 64.9463 0.1752 56.18 

 

 82.2971 0.1905 57.89 

 

3rd pass 38.4599 0.1824 48.21 51.69 

 44.7098 0.1838 48.85 

 

 65.0884 0.1852 53.19 

 

 78.2114 0.1985 53.91 

 

 82.4185 0.2034 54.27 

 

Electron Scanning Microscope (SEM): The deformed 

aluminium alloys AA2024-O and AA1100-O for all cycles 

have been tested and scanned to different scale ranges in 

order to study the surface and the textured topography. The 

figures below show SEM images for both aluminium 

(AA2024-O, AA1100-O) for each cycle. Figure (7) shows 

10μm and 5μm of the aluminium surface. The scratch lines 

appear clearly and the small grain are seen blurry.  After 

many rolling cycles, these grains are still blurry but the X-

ray diffraction equation (Scherrer’s equation)(0.9 x λ)/ (d 

cosθ) proves that the new deformed metal contains a nano-

grain size. 

For AA1100-O, figure (8) below shows 20μm and 

10μm, where the small grain size parts can be seen in 

nanoscale,providing us a proof of nano grains of the 

material. 
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Figure 7. SEM image for Al-2024 surface. 

 
Figure 8. SEM image for AA1100-O after three and four rolling cycles. 

4. Conclusion  

The presented outcomes expound the high potency of the 

process that induces high plastic strain like ARB for 

AA20224-O and AA1100-O at ambient temperature in 

order to produce bulk nanostructure with high strength-

weight ratio, durability, toughness and low ductility as 

compared to the conventional coarse-grained techniques. 

The results are visible after only one rolling cycle, making 

the technique appealing for practical applications. The 

novel stacking approach has been shown to be salutary in 

reducing slippage and increasing bonding time. 

Furthermore, the mechanical characteristics of this novel 

bulk nanostructure make it superior to other valuable metals 

such as 7070-O and 6063-O.This new distinguished 

material could be used widely in many applications that 

include, ballistic protection, the aviation and automobile 

industry. 

By increasing the number of ARB cycles, the ultimate 

tensile strength for both aluminium alloys is increased. The 

highest ultimate tensile strength for AA2024 and AA100 is 

370 MPa and 173 MPa respectively. 

It is obvious that the hardness and tensile tests show 

extreme improvement in mechanical properties. It is also 

noticed that the elongation for both new nanostructure 

metals is decreased due to the reduction in ductility.  

According to X-ray diffraction equation and (SEM) 

images, the average crystallite size is decreased for each 

single rolling cycle. For AA2024-O, the average crystallite 

size after four rolling cycle is 39.9 nm, while the average 

crystalline size for AA2024-O after four rolling cycle is 

51.69nm. The grain size has a significant influence on the 

mechanical properties of alloys. 
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Abstract 

The paper addresses developing a team of aerial and ground robots to accomplish multi-robot system navigation task in an 

accessible way. The motions of two different robotic structures, namely quadcopter, and differential drive mobile robots are 

simulated and controlled. Two-level controller has been adopted for the multi-robot system. A low-level controller is utilized 

for each robotic platform to insure its motion stability and robustness. Then, a formulation of high-level tracking controller is 

presented to allow each robot to avoid obstacles in a dynamic environment and to organize its motion with other flying/ground 

robots. The performance of the proposed system is demonstrated in a simulation environment. A modeling platform is adopted 

to construct the simulation environment, which allows the user to easily adjust the models and controller parameters as well as 

to implement different control algorithms. In addition, the simulation environment helps in analyzing the obtained results and 

performing several tasks in different conditions. The real-time motion of multi-robot system is monitored in the created 

environment that provides three-dimensional graphical displays of the robotic platforms. Simulation results show that the aerial 

and ground robots produced trajectories individually to reach different targets. Meanwhile, each robot in the system was able 

to navigate among obstacles without colliding with other agents in the network. 

 
© 2021 Jordan Journal of Mechanical and Industrial Engineering. All rights reserved 

Keywords: Ground robot, Multi-robots, Path planning, Quadcopter, Trajectory tracking; 

1. Introduction 

Due to rapid revolution in micro-electronics and 

communication technologies, robots have been employed 

for autonomous tasks such as security [1], inspection [2], 

and monitoring [3, 4]. Therefore, authors in many 

interesting research have developed ground and aerial 

robots to work in uncertain environments [2], [5-9]. In such 

scenarios, the ability to reach the goal point without a 

collision with any obstacle is the task of the navigation 

system [6], [10-12]. However, it is difficult or impossible 

for an individual robot to fulfill its tasks in a mission. Thus, 

a team of small and inexpensive robots with various 

capabilities can cooperate with each other in one network to 

accomplish a common goal easier and faster. 

In multi-agent or multi-robot systems, the cooperation 

takes place among the agents using the information 

available from the network. Therefore, accurately 

measuring the vehicle’s position with respect to other 

vehicles and the local environment helps in two ways; 

avoiding collisions between robots and obstacles and 

locating targets effectively [13]. Many researchers work on 

developing allocation and path planning strategies of 

multiple robots (i.e. flying and ground) system for obstacle 

avoidance [14-16]. More specifically, a group of people 

developed a framework of multiple robots cooperating with 

each other for building indoor geometric maps [17]. Other 

research studies have been conducted on locating accurately 

or tracking a ground-moving target by aerial robot [18-20]. 

Several authors have looked at differences of the multi-

robot motion planning. Most of these algorithms are 

classified into coupled or decoupled approaches to find 

collision-free trajectories for many automatic ground 

vehicles (AGVs) moving toward separate targets within a 

common environment [21-23]. Other approaches of robotic 

manipulator optimal motion planning have been proposed 

in [24, 25]. In contrast with coupled approach, the 

decoupled methods cannot achieve completeness and 

optimality. However, by planning the motion of robots 

successively, the decoupled planner has lower complexity 

and greater scalability than a coupled planner. 

In multi-robot systems, coordination is defined as the 

mechanism used for achieving cooperation. Coordination 

and cooperation can be viewed as " joint operation or action 

amongst a group of robots" [26]. Coordination approaches 

for multi-robot systems are classified based on various 

parameters, where each parameter is considered as one 

dimension for classification. One of the comprehensive 

classifications of coordination approaches for multi-robot 

system has been presented in [27]. The paper considered 

three key parameters, namely decision-making strategy, 

communication mode, and adaptivity as basis for the 

classification. Coordination can be static or dynamic 
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according to the environment and the associated task. In 

dynamic coordination approaches, implicit and explicit 

communication modes have been used to fulfill the task [28, 

29]. The coordination approaches can be categorized into 

three groups, namely centralized, decentralized, and hybrid, 

based on decision-making strategy parameter. Task 

planning and motion planning are key problems that need to 

be addressed first for multi-robot system to accomplish any 

task efficiently [30]. Therefore, a mechanism is needed to 

coordinate robots in order to generate efficient path for each 

robot while taking into account static and dynamic obstacles 

in the environment as well as the movement of other robots 

[31]. Motion planning coordination approaches adopt 

mostly decoupling method which can be centralized or 

decentralized coordination [32, 33]. 

The complexity of mathematical description for most 

robotic systems such as in [34-37] needs more effort to 

analyze their dynamic character. Therefore, those people 

take the advantage of appropriate modeling and simulation 

methods to analyze diverse movements of the mechanical 

system, and to provide a convenient way for practical 

engineering application in order to reduce time and cost as 

well as to find error early [34, 35].  

Visual based autonomy was mainly used for cooperative 

multi robot systems. A vision-guided quadrotor was 

presented in [38]. The quadrotor was equipped with a 

monocular camera. It was able to achieve smooth take-off, 

stable tracking and safe landing with respect to a moving 

ground robot where a marker-based and optical-flow-based 

pose/motion estimation methods were used. In [39] a vision 

based localization and target detection algorithm was 

proposed for a cooperative team of one UAV and a number 

of UGVs to be used in crowd detection and GIS localization. 

The UAVs localization algorithm converts the crowds’ 

image locations into their real-world positions, using 

perspective transformation. The authors in [40] present an 

implementation of a hybrid system consisting of a low-cost 

quadrotor and a small pushcart, a RGB computer vision 

algorithm was used for tracking and landing a quadrotor on 

a moving carrier using a classical PID controller. In [41] a 

Wii remote infrared (IR) camera fixed under a miniature 

unmanned aerial vehicle (UAV) was used to allow for 

robust tracking and landing over a small carrier vehicle 

without communication between them and works with an 

onboard 8-bit microcontroller. 

Another approach is to use intelligent control 

algorithms, in [46] a fuzzy logic controller and a neural 

network were used for positioning and maneuvering of 

aerial robots. A fuzzy logic controller with nine rules was 

implemented by [47] for autonomous tracking of a multi 

robot team. In [48] a robotic team is presented in hostile 

environment. Algorithms for human detection and deep 

learning architecture for terrorist is presented. In [49] a 

surveillance system for early detection of escapers from a 

restricted area is presented based on a new swarming 

mobility model called Chaotic Rӧssler Mobility Model for 

multi Swarms. A Genetic Algorithm was used to optimize 

the vehicles’ parameters and escapers’ evasion ability using 

a predator-prey approach. In [50] a path tracking control 

system was designed using an adaptive preview model. A 

camera is used to collect images that are fed to the 

monitoring module, then operation instructions are sent to 

the bottom control module to create a line to judge the UAV 

path, then the adaptive preview time model is constructed to 

complete the trajectory tracking of UAV. 

 

The ambition of this work is not only to develop a high-

level framework where aerial and ground robots interact 

with each other, but also to evaluate different control and 

navigation algorithms for building geometric paths 

cooperatively. The current work illustrates a high-level 

approach that utilized Simulink to perform modeling, 

simulation, and control for the robotic system. A quadcopter 

and a mobile robot were designed in ProEngineer CAD 

environment with all the mass and inertial properties 

defined there, and then these models were exported as XML 

files to be read by SimMechanics in MATLAB. At this 

stage, joints, actuators, sensors, and inertial bodies were 

defined properly. This work also introduces a design of a 

decoupled method for multi-robot motion planning by 

generating small variations of robot motions on a predefined 

trajectory and scheduled velocity. In other words, this 

method first finds obstacle-free paths, and then, regulates 

velocities of individual robots to avoid collisions. 

This paper is organized as follows: Section 2 describes 

the overall architecture of the robotic platforms. 

Mathematical models of ground robot and quadcopter are 

provided in Section 3. Then control systems are designed 

for robots stability in Section 4. In addition, Section 5 

describes the design of an algorithm for robot’s path 

planning and motion coordination. The simulation tests 

used to demonstrate the robots performances exist in 

Section 6. Finally, some conclusive remarks on the work are 

given in Section 7. 

2. Multi-robot System Structure 

The purpose of the proposed dynamic simulator for the 

robotic system is to develop collaborative active simulation 

package that supports user’s interactive operation in the 

loop. Furthermore, it supports the applied operations by the 

simulation environment. 

This section describes the overall construction of a 

robotic system, which was created by means of Simulink 

modeling and SimMechanic tool in MATLAB. The system 

combines several aerial and ground robots as shown in 

Figure 1. In this system, the robotic platforms were created 

in CAD modeling environment (e.g. ProEngineer) and were 

interfaced with MATLAB tools for motion control 

developments. The proposed robotic system allows one to 

insert as many aerial and ground robots as needed to 

demonstrate a mission performed by a multi-agent system. 

The geometric models of a quadcopter and ground robot 

were built for simulation. The parameter values for each 

robot adopted in the simulations are presented in Table 1. 

Table 1. CAD-model robots 

Robot 
platform 

Dimensions 
(𝑚) 

Weight 
(𝐾𝑔) 

Inertia 
(𝑘𝑔.𝑚2x10−3) 

Ground 
robot 

0.45 x 0.65 
x 0.9 

8.4 𝐼𝑟𝑜𝑏𝑜𝑡 = 175 
 

Quadcopter 0.2 x 0.4 x 
0.4 

1.2 𝐼𝑟𝑜𝑡𝑜𝑟
= 0.0105 [4.836 0 0; 
0 4.836 0 ; 0 0 8.325] 

It is noteworthy here that during the simulation process, 

users can apply and change the parameters of forces and 

torques on the created components of each robot as well as 
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change the constraint relationship between the robots in the 

system. 

3. Robots 

 
Figure 1. The schematic of differentially steered robot 

Modeling 

This section shows the dynamics and kinematics of a 

ground mobile robot and a quadcopter to derive their 

mathematical models. The objective of deriving 

mathematical models is to assist in developing controllers 

for physical robots. 

3.1. Ground robot model 

The dynamics of a differential steering robot can be 

defined with vector of translation speed 𝑣𝑏 and its rotation 

with angular velocity 𝜔𝑏 which are produced by the changes 

of speeds of the right and the left wheels as shown in Figure 

1. The robot is driven by two independent wheels while the 

third wheel is a castor wheel needed for static stability of 

mobile robot. Particularly when the two wheels rotate at the 

same speed, the robot will move forward. While turning 

left/right is achieved by driving the right/left wheel at a 

higher rate than the other wheel. 

To develop the equation of motion of a differential 

steering system, an arbitrary point B is chosen and treated 

as a frame of reference as shown in Figure 1. By linear 

motion, the force vector causing the movement acts in point 

B and goes through center of gravity. Considering 𝐹𝐿 and 

𝐹𝑅as forces caused by the left and the right actuators in 

addition to 𝐹𝑂as a resistance force, the balance of forces 

influencing linear motion is given as follows:  

𝐹𝐿 + 𝐹𝑅 + 𝐹𝑂 = 𝑚𝑣̇𝑏

𝑀𝐿

𝑟
+
𝑀𝑅

𝑟
− 𝑘𝑣𝑣𝑏 = 𝑚𝑣̇𝑏

(1) 

Wherem is robot mass. 𝑘𝑣 is resistance coefficient 

against linear motion, 𝑀𝐿, 𝑀𝑅 are drive torques. 𝑣𝑏 is 

linear motion speed, and r is radius of the wheels. 

By rotational motion, a moment 𝑀𝐸 caused by 

Euler’s force and a resistance moment 𝑀𝑂 are 

considered. The total moments generated on the point 

B can be summed up in the following relation: 
𝑀𝐵𝐿 +𝑀𝐵𝑅 +𝑀𝑂 +𝑀𝐸 = 𝐽𝐶𝜔̇𝑏

−
𝑀𝐿

𝑟
𝑙𝐿 +

𝑀𝑅

𝑟
𝑙𝑅 − 𝑘𝜔𝜔𝑏 −𝑚𝜔̇𝑏𝑙𝐶

2 = 𝐽𝐶𝜔̇𝑏

(2) 

Where𝑀𝐵𝐿 , 𝑀𝐵𝑅 are moments by drive forces. 𝑘𝜔 

is resistance coefficient and 𝐽𝐶 is moment of inertia 

with respect to rotation axis in center of gravity. 

𝜔𝑏 is angular speed in point B. 

 

𝑙𝐿 , 𝑙𝑅 , 𝐿𝐶  are distances from point B to left drive, right 

drive, and center of gravity respectively. 

Using the parallel axis theorem, the moment of 

inertia 𝐽𝐵 with respect to rotation around point B is 

given by: 
                         𝐽𝐵 = 𝐽𝐶 +𝑚𝑙𝐶

2                                                     (3) 

Where𝐽𝐶 is moment of inertia at point C. 

It is important to study the mechanical 

performance of the mobile robot in order to build 

suitable control structure for a desired task. The 

coordinate system of the robot is governed by 

combined action of both the linear velocity 𝑣 and the 

angular velocity 𝜔. Therefore, the vehicle kinematic 

model is given by: 

{

𝑥̇ = 𝑣𝑏 𝑐𝑜𝑠𝛼
𝑦̇ = 𝑣𝑏 𝑠𝑖𝑛𝛼
𝛼̇ = 𝜔𝑏

 (4) 

Where(x, y) are the positions of point B in inertial 

frame coordinate. 𝛼 is the heading angle of the robot 

with respect to x axis. 

To minimize the error distance 𝜌 > 0 between the 

desired location and the current one, the robot position 

can be represented in polar coordinates as follows: 

{
 
 

 
 
𝜌̇ = −𝑣𝑏 𝑐𝑜𝑠𝛼

𝜃̇ = −𝜔𝑏 +
𝑣𝑠𝑖𝑛𝜃

𝜌

𝛽̇ =
𝑣𝑠𝑖𝑛𝜃

𝜌

(5) 

Where𝜌 = √(𝑥𝑑 − 𝑥𝑐)
2 + (𝑦𝑑 − 𝑦𝑐)

2 is the 

measured distance between the current position and 

the desired position. 𝜃 = (𝛽 − 𝛼) is the angle 

measured between the robot axes frame and the vector 

𝜌. The system in (5) is valid when 𝜌 > 0 and it will 

be engaged in creating feedback control law for robot 

maneuvering as discussed in section 4. 

The linear speed 𝑣𝑏of point B and the angular 

velocity of rotation 𝜔𝑏 are directly produced by the 

change of the speeds of the right and left drives, 𝑣𝑅, 

and 𝑣𝐿 respectively. Both drive wheels are linked to 

motors over ideal gearbox with gear ratio 𝑝𝐺  that 

reduces the output velocities (𝜔𝑅 , 𝜔𝐿) and 

simultaneously increases the output torques. 

{
 
 

 
 𝑣𝑏 =

𝑣𝐿𝑙𝑅 + 𝑣𝑅𝑙𝐿
𝑙𝐿 + 𝑙𝑅

=
𝑟

𝑝𝐺(𝑙𝐿 + 𝑙𝑅)
(𝑙𝑅𝜔𝐿 + 𝑙𝐿𝜔𝑅)

𝜔𝑏 =
𝑣𝑅 − 𝑣𝐿
𝑙𝐿 + 𝑙𝑅

=
𝑟

𝑝𝐺(𝑙𝐿 + 𝑙𝑅)
(𝜔𝑅 − 𝜔𝐿)

 (6) 
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Where 𝜔𝐿 and 𝜔𝑅 are the angular speeds of the left 

and the right motors respectively. 

3.2. Quadrotor model 

The quadrotor is considered as a rigid body in the space 

SO(3) under external forces applied to the center of mass 

and expressed on earth fixed frame𝐽. 

{
 
 

 
 ∑𝐹

𝑃

= 𝑀𝑣̇𝑝

−𝛺 × 𝐽𝑄𝛺 +∑𝜏
𝑃

= 𝐽𝑄𝛺̇
 (7) 

Where 𝑀 is the rigid body mass, 

𝐽𝐶 is 3×3 inertia matrix around the center of mass expressed 

in the body-fixed frame, 𝑣 is the linear velocity of the body 

expressed in the inertial frame ȷ, 𝛺 is the angular velocity of 

the body expressed in the body-fixed frame 𝑄, 𝑓 is the total 

forces on the body and, 𝜏 is the total torques on the body. 

The kinematics of the quadrotor motion is given by the 

following relations 

{
𝜉̇ = 𝑣𝑏
𝑅̇ = 𝑅𝛺̂

 (8) 

Where𝜉 is the body position with respect to inertial 

frame, 𝛺̂ is the skew-symmetric matrix of the body angular 

speed vector 𝛺, R is 3 × 3 rotation matrix that move the 

body vector into inertial frame. 

 
Figure 2. The quadrotor control inputs 

 

Each rotor in the quadcopter generates a translational 

force 𝑓𝑖 and torque 𝑄𝑖 as a function of the motor speed as 

shown in Figure 2. The gravitational force and the 

translational force (thrust) 𝑇𝑓 are the only forces acting on 

the body and can be represented in inertial frame as follow: 

∑𝐹

𝑃

= −𝑅 [

0
0
𝑇𝑓

] + [
0
0
𝑀𝑔

] (9) 

Where g is the gravitational acceleration and the trust 𝑇𝑓 

is given as: 

𝑇𝑓 =∑𝑓𝑖

4

𝑖=1

= 𝑘∑𝜔𝑖
2

4

𝑖=1

 (10) 

where 𝜔𝑖 is the angular speed of 𝑖𝑡ℎ motor. As shown in 

Figure 2, the torque produced by each 𝑖𝑡ℎ motor is denoted 

by 𝑄𝑖. Considering motor’s torque is related to an 

aerodynamic drag 𝜏𝑑 = 𝑘𝑄𝜔𝑖
2, then the total torques 

generated at motor shaft are: 

𝑄𝑖 − 𝜏𝑑 = 𝐽𝑀𝜔̇𝑖  (11) 
Where 𝐽𝑀 is the moment of inertia of the 𝑖𝑡ℎ motor, 

𝑘𝑄 > 0 is a constant for quasi stationary maneuvers in free 

flight. The control torques applied at the quadrotor center of 

mass are thus 

𝜏𝑃 = [

𝜏𝜃
𝜏𝜙
𝜏𝜓
] =

[
 
 
 
 
(𝑓1 − 𝑓3)𝑙
(𝑓4 − 𝑓2)𝑙

∑𝑄𝑖

4

𝑖=1 ]
 
 
 
 

(12) 

Where 𝑙 is the distance between the motor shaft and the 

center of gravity. 𝜏𝜃 is the pitching moment around 𝑥𝑏. 𝜏𝜙 

is the rolling moment around 𝑦𝑏. 𝜏𝜓 is the yawing moment 

around 𝑧𝑏. 

The rotation of each rotor with respect to a rotating body 

leads to a gyroscopic torque 𝜏𝐺  to the air frame and is given 

by the following relationship 

𝜏𝐺 =∑𝐽𝑀

4

𝑖=1

(𝛺 × 𝑧𝑏)𝜔𝑖 = (𝛺 × 𝑧𝑏)∑𝐽𝑀

4

𝑖=1

𝜔𝑖 (13) 

Where (𝛺 × 𝑧𝑏) denotes the cross product between the 

body angular speeds vector and the axis 𝑧𝑏. 

This yield to the final quadcopter model: 

{
  
 

  
 
𝜉̇ = 𝑣𝑏
𝑅̇ = 𝑅𝛺̂

−𝑅 [

0
0
𝑇𝑓

] + [
0
0
𝑀𝑔

] = 𝑀𝑣̇𝑏

−𝛺 × 𝐽𝑄𝛺 + 𝜏𝑃 + 𝜏𝐺 = 𝐽𝑄𝛺̇

 (14) 

4. Robots controllers 

Several control approaches in the literature have been 

proposed for controlling the mobile robot and the 

quadcopter. Recently, many modern control methodologies 

such as nonlinear control [20, 51], optimal control [52], 

adaptive control [53], and fuzzy control [54, 55] have been 

widely intended for robots control. However, these 

approaches are difficult to implement in embedded systems. 

Therefore, the choice of a PID control approach in many 

world control problems refers to its simple structure and 

efficiency with its three-term functionality covering both 

transient and steady states. However, the difficulty in this 

type of controller is to obtain the optimal solution through 

tuning its gains. 

Ground robot control 

The control algorithm is designed to drive the robot from 

its current configuration (𝑥𝑐 , 𝑦𝑐 , 𝛼𝑐) to the desired one 

(𝑥𝑑 , 𝑦𝑑 , 𝛼𝑑) with respect to the inertial frame. Using 

kinematics motion models, the control inputs are the linear 

and angular velocities of the robot (i.e. 𝑢 = (𝑣  𝜔)) which 

are acting on its center of gravity. PI controllers are adopted 

here to control the robot as follows: 

{
 
 

 
 𝑣 = (𝑘𝜌𝜌 + 𝑘𝑖∫ 𝜌

𝛿𝑇

0

𝑑𝑡) 𝑐𝑜𝑠(𝑒𝛼)

𝜔 = 𝑘𝛼(𝑒𝛼) + 𝑘𝑖𝛼∫ 𝑒𝛼

𝛿𝑇

0

𝑑𝑡

(15) 

Where 𝜌 = √(𝑥𝑑 − 𝑥)
2 + (𝑦𝑑 − 𝑦)

2 is the error 

distance, and 𝑒𝛼 = 𝛼𝑑 − 𝛼𝑐 is the difference between the 

desired heading angle and the current angle from the x axis 

in the inertial frame. The control vectors stated in (15) 

makes the robot motion behavior to be smooth and stable. 

The linear and angular velocities of the robot are 

transformed to right and left wheel speeds. Considering that 

the rotating point occurs at the middle between the right and 

left drive (i.e. 𝑙𝐿 = 𝑙𝑅 = 𝑙), then the motors speeds can be 

given as follows: 
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{
 
 

 
 𝜔𝑅 =

𝑣

𝑟
+
𝑙𝜔

2𝑟

𝜔𝐿 =
𝑣

𝑟
−
𝑙𝜔

2𝑟

(16) 

Quadcopter control 

The controlled inputs of the quadcopter are three torques 

and thrust. The attitude is controlled by the quadcopter 

torques which are related to angular velocities by 𝜏 = 𝐽𝑄𝛺̇, 

when Coriolis and gyroscopic terms are neglected. The 

attitude stability depends mainly on the accuracy in altitude, 

which keeps the quadcopter aloft. Therefore, a PID 

controller is adopted for the attitude stability and another 

PID is used to stabilize the vehicle altitude. The controller 

outputs are given in the following relationships: 

{
 
 

 
 𝜏 = [

𝜏𝑥
𝜏𝑦
𝜏𝑧
] = 𝐽𝑄 (𝐾𝑝𝑒𝛺(𝑡) + 𝐾𝑖∫ 𝑒𝛺

𝛿𝑇

0

(𝑡) 𝑑𝑡 + 𝐾𝑑
𝑑𝑒𝛺(𝑡)

𝑑𝑡
)

𝑇 =
𝑀

𝑐𝑜𝑠𝜙𝑐𝑜𝑠𝜃
(𝑔 − (𝐾𝑝𝑒𝑧(𝑡) + 𝐾𝑖∫ 𝑒𝑧

𝛿𝑇

0

(𝑡) 𝑑𝑡 + 𝐾𝑑
𝑑𝑒𝑧(𝑡)

𝑑𝑡
))

(17) 

where 𝐾𝑝, 𝐾𝑖, and 𝐾𝑑 are the proportional, integral, and 

derivative gains respectively. The difference between the 

desired state (i.e. 𝜙𝑑 , 𝜃𝑑 , 𝜓𝑑 in attitude and 𝑧𝑑 in altitude) 

and the current state is represented by the error signals 𝑒, 

which are computed in a sample period. 

The quadcopter horizontal positions are coupled with 

thrust vector and are controlled by orienting the vector 

towards the desired direction. Referring to (14), the desired 

linear horizontal accelerations are calculated from PD 

feedback of the position and velocity errors by the following 

relationships: 

{
 
 

 
 𝑥̈𝑑 = 𝐾𝑝𝑒𝑥 +𝐾𝑑

𝑑𝑒𝑥(𝑡)

𝑑𝑡
+ 𝑥̈𝑓

𝑦̈𝑑 = 𝐾𝑝𝑒𝑦 + 𝐾𝑑
𝑑𝑒𝑦(𝑡)

𝑑𝑡
+ 𝑦̈𝑓

(18) 

where 𝐾𝑝, 𝐾𝑖, and 𝐾𝑑 are the proportional, integral, and 

derivative gains respectively. 𝑒𝑥 = 𝑥𝑑 − 𝑥 and 𝑒𝑦 = 𝑦𝑑 −

𝑦 are the position error vectors. The terms 𝑥̈𝑓 and 𝑦̈𝑓 

represent feedforward accelerations. The horizontal 

positions are relative to the rolling and pitching angles 𝜙 

and 𝜃. By assuming small rolling and pitching angles and a 

thrust magnitude equal to 𝑀𝑔, the desired angles 𝜙𝑑 and 𝜃𝑑 

can be given by the following relationships: 

{
 
 

 
 𝜙𝑑 =

1

𝑔
(𝑥̈𝑑 𝑠𝑖𝑛𝜓𝑑 − 𝑦̈𝑑 𝑐𝑜𝑠𝜓𝑑)

𝜃𝑑 =
1

𝑔
(𝑥̈𝑑 𝑐𝑜𝑠𝜓𝑑 + 𝑦̈𝑑 𝑠𝑖𝑛𝜓𝑑)

(19) 

Finally, the resultant thrust and torques that are 

generated by the controllers in (17) can be computed as four 

thrusts generated from quadrotor’s propellers. For this task, 

proper allocation matrix is computed accordingly to 

mechanical parameters such as "plus" mounted quadrotor 

and is given as follows: 

[
𝑇
𝜏
] = [

−1 −1 −1 −1
0 −𝑙 0 𝑙
𝑙 0 −𝑙 0

−𝐾𝑄 𝐾𝑄 −𝐾𝑄 𝐾𝑄

] [

𝑓1
𝑓2
𝑓3
𝑓4

] (20) 

where 𝑙 is the distance between the rotor and the center 

of gravity. For each 𝑖 = 1, . . . ,4, 𝑓𝑖 is the generated thrust 

from each rotor and it is a function of the angular speed of 

the motor (i.e. 𝑓 = 𝑘𝜔2). 

5. Path Planning and Motion Coordination 

In this work a centralized decoupled planner is adopted 

for path planning and motion coordination of multi- robot 

system. In this approach an individual path is generated 

independently for each robot in order to reach its desired 

target where all of the state information is available to a 

single processor. Then another plan is involved to generate 

velocity profile for each robot to avoid collisions with other 

moving agent in the network. 

Each robot in the proposed system is required to track a 

desired trajectory to reach a target. Specifically, the control 

structure proposed in section 4 for each robot is sufficient to 

control the tracking error to converge to zero, where the 

tracking error of the 𝑖𝑡ℎ-robot is defined as: 

𝑒𝑡𝑖 = 𝑞𝑑𝑖 − 𝑞𝑖 (21) 
Where(𝑖 = 1,2,3, . . . , 𝑛) denotes the 𝑖𝑡ℎ robot in the 

network and 𝑛 is the total number of the individual robots. 

In addition, 𝑞𝑖 is a vector of robot’s positions in the inertial 

coordinate system and 𝑞𝑑𝑖 is a vector of robot’s desired 

trajectory. 

Each robot in the proposed robotic system shares its 

position information with other robots. Moreover, the 

positions of unknown non-moving obstacles are assumed to 

be learned by robots using their own sensors. The robot is 

required to navigate to its target avoiding fixed and moving 

obstacles. 

Based on the equation given in (21), the robot will move 

to the desired target by following the given trajectory, 

unless an obstacle is presented in the path of the robot or 

another robot is coming towards it. In this case, it is essential 

to look for alternative solution paths by feeding small 

variations of robot motions by affecting both its predefined 

path and its scheduled velocity. Hence, we define a new 

control law for the ground robot to provide feed forward 

signals on the robot motion as follows: 

{
 
 

 
 𝜔𝑓𝑖 =∑𝑘𝑓

𝑛

𝑗≠𝑖

𝑐𝑜𝑠(𝜃𝑖𝑗)

𝑒(|𝑞𝑖𝑗|−1)
2

𝑣𝑓𝑖 =
1

𝑘𝑣
𝜔𝑓𝑖

(22) 

Where𝑖(1 ≤ 𝑖 ≤ 𝑛) denotes the 𝑖𝑡ℎ robot in the network 

and 𝑛 is the total number of the individual robots. In 

addition 𝑞𝑖𝑗 denotes the vector of displacements of the 𝑖𝑡ℎ 

robot coordinates from the 𝑗𝑡ℎ robot coordinates in inertial 

frame. 𝜃 is the angle between the 𝑞𝑖𝑗 vector and the vector 

of displacement of 𝑖𝑡ℎ robot from the target coordinates in 

inertial frame as shown in 3. 𝜔𝑓𝑖  and 𝑣𝑓𝑖  are the feed-

forward angular and linear speed control inputs which are 

tuned by the gain constants 𝑘𝑓 and 𝑘𝑣 respectively. It is 

obvious from (22) that the value of 𝜔𝑓𝑖 increases when 𝜃𝑖𝑗  

and 𝑞𝑖𝑗 decrease. For example, the effect on the value 𝜔𝑓 

from robot 4 is greater than the effects coming from robot 2 

and robot 3 because of the shortest distance between robot 

1 and robot 4 as well as the smallest angle value (𝜃14) as 

shown in Figure 3.
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Figure 3. Robot coordinates with other robots in the network 

 

In the case of the aerial robot, it is possible to avoid 

collision with other aerial vehicles by finding a path in three 

dimensions, but we assume that a number of quadcopters 

are required to stay at the same height. Therefore, the 

quadcopter should find a path in the horizontal plane to 

avoid collision with other quadcopters by the following 

control inputs: 

{
 
 

 
 𝑣𝑓𝑥𝑖 =∑𝑘𝑟

𝑛

𝑗≠𝑖

𝑐𝑜𝑠(𝜃𝑖𝑗)

𝑒(|𝑞𝑖𝑗|−1)
2

𝑣𝑓𝑦𝑖 =∑𝑘𝑟

𝑛

𝑗≠𝑖

𝑠𝑖𝑛(𝜃𝑖𝑗)

𝑒(|𝑞𝑖𝑗|−1)
2

(23) 

Where𝑣𝑓𝑥𝑖  and 𝑣𝑓𝑦𝑖  are the feed-forward linear 

velocities to the 𝑖𝑡ℎ quadcopter in 𝑥 and 𝑦directions 

respectively. We assume that the feed-forward velocities are 

equal to zero when there is enough height distance between 

the 𝑖𝑡ℎ quadcopter and other quadcopters. As we discussed 

in the ground robot case, the velocity values in (23) are 

approaching to zero when the horizontal distances between 

𝑖𝑡ℎ quadcopter and the others are very long. The velocities 

in (23) are represented in inertial frame. Therefore, the 

values required in body frame are calculated by considering 

the heading angle. 

 
Figure 4. Motion of aerial and ground robots on assigned 

trajectories 

6. Simulation Results 

This section serves to illustrate the effectiveness of the 

proposed control algorithms for robot’s trajectory tracking 

and path coordination. The simulation results are executed 

first to show the performance of each robot independently, 

and to study its stability and ability to track a pre-defined 

trajectory. Then the second part of the simulation shows the 

performance of each aerial and ground robot in generating 

new paths to avoid collision with other robots. 

6.1. Trajectory tracking 

Position and orientation stability of each robot were 

achieved by using PID controllers. The gains of the 

controllers were tuned properly to guarantee best 

performance. More precisely, attitude and position 

controller gains were chosen in order to minimize 

oscillations and settling time. The adjusted gains of the PIDs 

in the quadcopter and ground robot are given in Table. To 

ensure the validity of the used PID controllers in the 

proposed robots, external disturbances as random form 

signals were carried out on each robot. These signals are 

applied on all axes in body frame of each robot with a value 

range of (−0.4  𝑡𝑜  0.4)𝑁. 

 
(a) 

 
(b) 

 

Figure 5. Mission Scenario 2: (a) Robots trajectories, (b) The 
final positions of the system robots 

Table 2:PIDs gains in the quadcopter and ground robot 

Quadcopter 

PIDs    

Ground 

robot PIDs    

 P I D  P I D 

Alt 30 20 15 Position x 15 5 0 

Positions x,y 5 0 3 Position y 15 5 0 

Roll/Pitch 3 0 2 Rotation 5 3 0 

Yaw 0.5 0.1 0.1     

Figure 4shows how the robots (i.e. two quadcopters and 

two ground robots) track the assigned paths correctly. In this 

scenario the robotic platforms were initialized on the ground 

from different positions. One of the ground robots and one 

of the quadcopters were demanded to follow rectangular-

shape paths. Meanwhile, the other quadcopter and ground 

robot were needed to track a circular-shape trajectory. The 

vehicles maintain the performance of the motion in terms of 

stability and proves quite perfect characteristics in terms of 

ability to track the predefined trajectories.  

6.2. Path planning for collision avoidance 

The following two figures illustrate the performance of 

the robotic platforms which are demonstrated by two 

different scenarios in order to validate the ability of each 



 © 2021 Jordan Journal of Mechanical and Industrial Engineering. All rights reserved - Volume 15, Number 4  (ISSN 1995-6665) 343 

robot for collision avoidance with other aerial or ground 

robots in a multi-robots network. 

Figure 5 shows the performance of the proposed system 

in a mission scenario where each robot moves towards a 

specific target point and then it waits there for a while. More 

specifically, ground robot 1 , 2, and 3 are requested to move 

toward points (4,4), (7,7), and (10,10) respectively which 

are aligned on a straight line. Also, quadcopter 1, 2, and 3 

are needed to move from their initial positions on the ground 

to the points (4,4,3), (7,7,3), and (10,10,3) respectively 

which are also falling on a straight line. It is clear from the 

figure that robot 3 (ground or aerial) is creating a curved-

line instead of straight line during motion to its target, in 

order to avoid collision with robot 1, and 2. The same 

methodology is applied also on robot 2 to move away from 

robot 1. 

When a robot reaches its desired fixed-point location, it 

stops over that point for a period of time. The stopped robot 

can react quickly to other robots approaching it, accordingly 

it moves enough distance from the coming robot to avoid an 

accident and at the same time to allow the robot to return to 

its desired position as soon as possible. This situation is 

characterized through the figure by the irregular path, which 

is formed at the end of the robot track around the fixed point.  

Finally, Figure 6 shows the performance of the robotic 

platforms in a different scenario where two of the ground 

robots were required to follow a circular path. The ground 

robot 1 was moving in an opposite direction of robot 2. The 

third ground robot was required to travel to a home location 

at (0, 0). This scenario also included three quadcopters; one 

of the quadcopters (quadcopter 1) was trying to track a 

circular path, and two of them were targeting the points (2, 

0, 2) and (0, 2, 2) which were located on the same path of 

quadcopter 1. The figure shows also how the ground robot 

and the quadcopter on the circular paths were reconstructing 

the desired trajectory when it was needed to avoid collisions 

between robots.  

7. Conclusions 

This work presented the modeling, simulation, and 

control of a multi-robot system, which contains models of 

aerial and mobile robots. Each of the robotic platforms was 

built by means of Simulink modeling and SimMechanics 

and was controlled by applicable control methods for 

motion stability and maneuverability. This work also 

proposed a new strategy for path planning of robot motion 

in a network of several aerial and ground robots. Providing 

this method, the robot can change its predefined path to 

avoid collisions with other robots on the path by 

manipulating feed-forward speeds via PID controller. The 

results demonstrated the validation of this strategy on a 

multi-robot system, and illustrated how the track path of a 

robot can be reshaped smoothly. The robotic system was 

built in a simulation environment that provides many 

advantages for multi-agent robotic systems; one can insert 

and remove several robots easily as well as modifying the 

parameters of the robot model in CAD platform, which can 

be reconsidered in the simulation, needs less time and effort. 

The performance of the robotic system was demonstrated 

and validated in different motion scenarios. The results 

showed high stability in robots' motions and good 

performance in trajectory tracking, even when disturbances 

exist. The performance of the proposed system when 

evaluated on different scenarios suggests that the robotics 

system has very good maneuverability for collision 

avoidance when multi-agent robots are engaged in common 

tasks. The present work will be extended to include real 

implementation of the proposed system in real application 

such as security in university campus. 

 

(a) 

 

(b) 

 

Figure 6. Mission Scenario 2: (a) Robots trajectories, (b) The 

final positions of the system robots 
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Abstract 

The laminar, viscous and incompressible flow of an electrically conducting fluid across an unconfined wedge structure in 

the presence of a transverse magnetic field has been studied. Two-dimensional numerical simulations have been performed for 

Reynolds number (Re) = 1-150 and Hartmann number (Ha) = 0-10 for a fixed blockage ratio (β) = d/W = 1/30. The magnetic 

induction method in magnetohydrodynamics module built in ANSYS FLUENT solver has been employed to compute the flow 

fields. Results show that the vortex shedding can be completely eliminated if the applied magnetic field is strong enough. In 

the steady flow regime, it has been found that the recirculation length reduces with the increase in Ha. A minimal reduction in 

the drag coefficient is observed with the increase in Ha as long as unsteady flow is maintained (Ha < 7.3). However, the drag 

coefficient has a tendency to significantly increase with the increase in Ha for steady flow. Similarly, the lift amplitude 

decreases with the increase in Ha indicating a diminishing effect on the strength of vortices. A critical Hartmann number (Hacr) 

of 7.3 has been found for Re = 100 at which complete suppression of vortex shedding is observed. 
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1. Introduction 

Studies on bluff bodies have been extensively carried out 

because of their complex flow dynamics and relevance to 

practical engineering problems [1-4]. Examples of the 

engineering applications include heat exchangers, pipelines, 

offshore marine structures, high-rise buildings etc. 

Commonly used bluff bodies for numerical and 

experimental studies are circular, square or rectangular 

cylinders. These bodies, irrespective of their geometry, 

present many similarities in terms of wake structure at 

different Reynolds numbers. One important characteristic 

regarding the flow around these bodies is the unsteady 

periodic vortex shedding phenomena occurring at a 

particular Reynolds number. Under such flow conditions, 

these bluff bodies experience unsteady forces which may 

cause fatigue damage due to flow-induced vibrations. The 

unsteady forces acting on these bodies can be reduced by 

controlling the vortex shedding phenomena through several 

flow control techniques. Examples of such flow control 

techniques are electrical methods, use of thermal effects, 

geometrical modifications such as grooves, rotary 

oscillations, magnetohydrodynamics, etc. A comprehensive 

review of several active and passive control methods 

employed for the control of flow-induced vibrations was 

given by Rashidi et al. [5].  

Among several flow control techniques, the concept of 

magnetohydrodynamics (MHD) has been exploited by 

many industries to control and manipulate the flow of 

electrically conducting fluids, such as liquid metals, 

electrolytes, etc. The concept is that the motion of an 

electrically conducting fluid under the influence of an 

external magnetic field induces electric currents, which 

interacts with the magnetic field to produce Lorentz force 

[6]. This force has a dampening effect on the flow structure.  

Vortex dynamics has been the subject of great interest to 

researchers for many years. Oyewola et al. [7] numerically 

investigated the effects of spacing ratios (S/D = 1.1, 1.1, 1.8, 

2.0, 2.2, 2.4, 3.0, 4.0 and 5) on the forced convection flow 

of air at Re = 23500 over a pair of circular cylinders in 

tandem arrangement. They found that the increase in 

spacing ratios augments the local Nusselt number on the 

four portions of the cylinders. Bouakkaz et al. [8] studied 

the two-dimensional unsteady flow and heat transfer of 

water-based Cu nanofluid over a square cylinder 

considering nanoparticle volume fractions and angle of 

inclination in the range of 0-5% and 0-450 respectively. 

They concluded that the local Nusselt number increases 

with the rise in nanoparticle volume fraction for a fixed 

inclination angle. In the past, several works regarding the 

control of vortex shedding past bluff bodies using different 

techniques have been done. Hafsia and Nouri [9] 

investigated the effects of grooves and permeable plates on 

vortex shedding over a single circular cylinder at Re = 20 

and 100. They found that the vortex shedding is 

considerably suppressed under the influence of two grooves 

and two permeable plates. Besides this, researchers have 

also shown keen interest in studying vortex dynamics using 

MHD. Singha et al. [10] investigated the laminar viscous 

flow of a conducting fluid past a square cylinder under the 

influence of transverse magnetic field at Reynolds numbers 

from 50 to 250. It was found that the size of the recirculation 

region behind the cylinder diminishes with the increment in 
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the magnetic field for a steady flow. Within the unsteady 

flow regime, a minimal increment in the Strouhal number 

was observed and the reduction in the amplitude of lift 

coefficient was observed implying that the strength of shed 

vortices has diminished. It was also concluded that the 

complete elimination of vortex shedding is achievable and 

steady flow could be attained if the applied magnetic field 

is strong enough. Singha and Sinhamahapatra [11] 

investigated the effect of transversemagnetic field on vortex 

shedding past a circular cylinder placed in a channel at Re = 

50-250. The size of the recirculation zone formed behind the 

cylinder reduces with the increase in the strength of 

magnetic field. Also, a critical Hartmann number at Re = 

250 was found to be 5.5. Farjallah et al. [12] studied the heat 

transfer and vortex shedding past a bounded square obstacle 

for Re = 80-250 and Ha = 0-4 at a fixed blockage ratio (β) 

= 1/4. Their results showed that the magnitude of drag and 

lift coefficients decrease on the application of magnetic 

field. They also found that at Re = 200, the periodic vortex 

shedding phenomena transitions to steady flow for Ha = 4. 

Chatterjee et al. [13] investigated the flow of a conducting 

fluid past circular and square cylinders in an unconfined 

medium for low Re = 10-40 and Ha = 0-10 at a blockage 

ratio (β) = 1/20 to control the steady separated flow using 

finite volume method. Their findings showed that the 

recirculation length and the separation angle decrease with 

the increase in Ha. Drag coefficient was found to increase 

with the increase in the magnitude of magnetic field. 

Chatterjee and Chatterjee [14] numerically analyzed the 

forced convection heat transfer past a circular cylinder for 

Re = 10-80 and Ha = 0-10 at a fixed blockage ratio (β) = 1/4 

using ANSYS FLUENT. They considered three different 

working fluids having Prandtl number, Pr = 0.02 (liquid 

metal), 0.71 (air) and 7 (water) to analyze the heat transfer 

phenomena under the presence of transverse or aligned 

magnetic field. Their study concluded that the recirculation 

region gets suppressed at a faster rate for transverse 

magnetic field in comparison to aligned magnetic field. A 

significant increment in the drag coefficient for lower Re 

was observed and found to be more pronounced for 

transverse magnetic field in comparison with the aligned 

magnetic field. The Nusselt number was found to increase 

with Reynolds number and also with Hartmann numbers for 

a transverse magnetic field. Esfahani [15] employed finite 

volume method to study the effects of streamwise magnetic 

field on vortex shedding and wake structure behind a solid 

circular obstacle placed in a rectangular channel at Re = 1-

200 and Stuart number (N) = 0-10. Their study concluded 

that at N = 4, the flow stabilizes as evidenced by the 

transition from unsteady flow pattern with vortex shedding 

to the steady state with symmetric recirculation bubbles. 

They also observed that the drag coefficient decreases for N 

< 0.22 whereas it increased rapidly for higher values of N 

(i.e. N=5). Rashidi et al. [16] performed a numerical 

investigation regarding the control of wake structure past a 

square cylinder confined in a rectangular channel under the 

streamwise magnetic field for Re = 1-250 and N = 0 -10 

using finite volume method. Their results showed that the 

Strouhal number decreases linearly with the increase in N. 

Also, the flow pattern changes from time-dependent with 

vortex shedding to the steady state with the increase in N. 

Recently, Hussam et al. [17] numerically investigated the 

effects of axial magnetic field on the fluid flow and heat 

transfer of Galinstan (GaInSn) eutectic alloy past a confined 

triangular cylinder at Re = 100-3000 and Ha = 100-2400 for 

a blockage ratio (β) = 1/4. They found triangular cylinder to 

be superior promoter geometry in terms of heat transfer 

augmentation compared to the square or circular cylinders. 

From the review of above literature, it is evident that 

magnetohydrodynamics is an efficient technique to control 

the flow past bluff bodies. It can also be concluded that the 

shape of an obstacle has a significant influence on the flow 

dynamics. Like circular and square-shaped bodies, 

triangular cylinders also exhibit the periodic vortex 

shedding phenomena. Moreover, the presence of highly 

sharped corners in triangular cylinders in comparison to 

circular or square cylinders contributes to more intense 

hydrodynamic instabilities. Such intense instabilities, 

therefore, require stronger magnetic fields for flow 

suppression [13].    

Previous research works mentioned in the paper indicate 

that limited research works have been done regarding the 

control of flow around triangular cylinder using magnetic 

field. To the best of authors' knowledge, there are no 

reported works done regarding the control of vortex 

shedding and wake structure past triangular cylinders using 

magnetohydrodynamics in an unconfined medium at low 

Reynolds numbers. The low Reynolds numbers considered 

in this study i.e. Re = 1-150 are evident in microfluidic 

applications and in liquid metal flows in nuclear reactors 

and semi-conductors. Also, the turbulence created by 

triangular cylinders is essential to heat transfer 

enhancement. Moreover, this work will further supplement 

to the existing knowledge regarding magnetohydrodynamic 

flows over bluff bodies. Hence, this paper investigates the 

effects of magnetic field on vortex shedding and wake 

structure behind the triangular cylinder (wedge) in an 

unconfined medium at low Reynolds and Hartmann 

numbers. 

2. Problem Description and Mathematical Modelling 

2.1. Geometrical configuration 

 
Figure 1. Schematic diagram of the computational model 

The geometrical configuration for the current research is 

shown in Figure 1. Two-dimensional laminar 

incompressible viscous flow of an electrically conducting 

fluid having constant electrical conductivity (σ), kinematic 

viscosity(𝜂)and density (ρ) across a wedge structure of side 

length (d) is considered. The wedge is an equilateral 

triangular cylinder placed in an unconfined medium. 
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However, to create a finite computational domain, the 

blockage ratio, 𝛽 = 𝑑/𝑊 =1/30 is set as per the domain 

independency test conducted by [2]. To simulate the 

unconfined flow, a free-slip boundary condition is assigned 

on the upper and lower walls of the computational domain. 

The fluid flow with free stream velocity (U∞) in the presence 

of an external magnetic field (B0) in a transverse direction 

is considered. All the solids walls are insulated. Table 1 

gives the value of the normalized dimensions of the physical 

domain used in this study. 

Table 1. Geometrical details 

S.N. Geometrical parameters Dimensions 

1 Upstream length (Xu/d) 12 

2 Downstream length (Xd/d) 20 

3 Total axial length (X) 32 

4 Domain height (W/d) 30 

2.2. Governing equations 

Two-dimensional laminar unsteady flow of an 

incompressible conducting fluid with constant properties in 

the presence of a transverse magnetic field is considered. 

Under such assumptions, the dimensionless governing 

equations of conservation of mass and momentum can be 

expressed as follows [13]:  

Conservation of mass: 

∇. 𝑉 = 0              (1) 

Conservation of momentum: 
𝜕𝑉

𝜕𝜏
+  (𝑉. ∇)𝑉 =  −∇𝑃 + 

1

𝑅𝑒
∇2𝑈 + 

𝐻𝑎2

𝑅𝑒
(𝐽 × 𝐵)                         (2) 

Here, the term 𝐽 × 𝐵 represents the Lorentz force acting in 

the computational domain. 

The derivation of the dimensional form of the magnetic 

induction equation is as follows:  

Maxwell’s equations: 

∇. B = 0                             (3) 

∇ × E = −
∂B

∂t
             (4) 

∇. D = q                             (5) 

∇ × H = J +
∂D

∂t
(6) 

The induction fields H and D can be expressed as follows: 

H =  
1

𝜇0
B                             (7) 

D =  𝜀E                             (8) 

where 𝜀 is the electric permittivity and E is the electric field.  

According to Ohm’s law, the current density can be 

defined as: 

J =  𝜎E                             (9) 

If the fluid is moving with velocity field u in the presence 

of magnetic field B, the current density becomes, 

J =  𝜎(E + u × B)                          (10)         

Using Eq. 4,  
∂B

∂t
=  −∇ × E           (11) 

From Eq. 10, 

E =  
J

𝜎
− u × B           (12) 

Applying curl both sides in Eq. (12), we get, 

∇ × E = ∇ × (
J

𝜎
− u × B)                         (13) 

Combining Eqs. (11) and (13),  
∂B

∂t
=  −∇ × (

J

𝜎
− u × B)                         (14) 

∂B

∂t
=  −∇ × (

J

𝜎
) + ∇ × (u × B)         (15) 

Neglecting the displacement current in Eq. 6, we obtain,  

∇ × H = J                           (16) 

Inserting Eq. 7 into Eq. 16,  
∇×B

𝜇0
= J            (17) 

After substitution of Eq. 17 into Eq. 15, we obtain, 

∂B

∂t
=  −∇ × (

1

𝜇0𝜎
(∇ × B)) + ∇ × (u × B)                       (18) 

Eq. 18 can be rewritten as,  
∂B

∂t
=  −

1

𝜇0𝜎
∇ × (∇ × B) + ∇ × (u × B)             (19) 

After a few mathematical operations, Eq. 19 can be 

expressed as follows: 
∂B

∂t
=  −

1

𝜇0𝜎
(∇(∇. B) − B(∇. ∇)) +  u(∇. B) − B(∇. u) (20) 

 

Using Eq. 3, we get, 

 
∂B

∂t
=  

1

𝜇0𝜎
∇2B + u(∇. B) − B(∇. u)                        (21) 

 

Finally, rearranging Eq. 21, we obtain, 

 
∂B

∂t
+ B(∇. u) =

1

𝜇0𝜎
∇2B + u(∇. B)         (22) 

 

Eq. 22 represents the dimensional form of the magnetic 

induction equation derived from Ohm’s law and Maxwell’s 

equations. 

 

The present calculations show that the magnetic Reynolds 

number, Rem=  𝜇0𝜎𝑈∞𝑑, is in the order of 10-4. Since 

Rem<<1, the magnitude of induced magnetic field b is 

negligible in comparison to the total magnetic field B [18].  

The Reynolds and Hartmann numbers have been defined on 

the basis of side length of the wedge as: 

 

𝑅𝑒 =  
𝑈∞𝑑

𝜂
           (23) 

 

𝐻𝑎 = 𝐵0𝑑√
𝜎

𝜂𝜌
           (24) 

2.3. Grid structure and numerical details 

Structured non-uniform grids have been generated using 

ICEM CFD software. The grid structure is shown in Figure 

2 (a). The grid refinement around the vicinity of wedge is 

shown in Figure 2 (b). The grid used in this study consists 

of 114147 cells having 200 grid points on each side of the 

wedge. For grid resolution study, three progressively 

refined grids have been generated namely: G1, G2 and G3 

each are having 114147 cells with size of the first grid point 

from the triangular body of 0.004d, 0.0015d and 0.001d 

units respectively. 
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(a) 

 

(b) 

Figure 2. Grid structure: (a) Full view, (b) Zoomed view 

In the present work, ANSYS FLUENT code based on 

finite volume method has been employed to carry out all 

numerical simulations. The magnetic induction method in 

MHD module built in ANSYS FLUENT has been used to 

simulate MHD flows. The SIMPLE (Semi-implicit Method 

for Pressure Linked Equations) algorithm is used for 

coupling between continuity and momentum equations. The 

second-order implicit scheme has been utilized for temporal 

discretization. For spatial discretization, the second-order 

upwind scheme has been used for convective terms while 

the central difference scheme has been employed for 

diffusive terms. A convergence criterion of 10-6 has been 

set.  

The boundary conditions associated with the physical 

problem shown in Figure 1 are explained as follows: 

1. At the inlet plane: A uniform fluid flow in free-stream 

condition is considered, that is, u = 1, v = 0. Velocity inlet 

condition has been assigned at the inlet boundary. 

2. On the top and bottom walls: Since the present study 

considers an unconfined flow across the wedge, a free 

slip condition has been applied on the top and bottom 

boundaries of the flow domain. 

3. On the surface of wedge: No-slip condition has been 

applied on the solid surface of the wedge, that is, u = 0, 

v = 0. 

4. At the exit plane: Pressure outlet condition has 

beenapplied at the exit boundary.  

 

2.4. Grid resolution study 

For grid resolution study, simulations have been 

performed at Re = 150 with a time step size, Δt = 0.01 s 

using the three progressively refined grids namely: G1, G2 

and G3. The results of grid resolution study are shown in 

Table 2. Table 2 shows the variation in the values of the 

drag coefficient (Cd) and the Strouhal number (St) for the 

aforementioned grids. It is observed that the percentage 

differences in the values of the mean drag coefficient and 

the Strouhal number between G1 and G3 grids are found to 

be 0.27% and 5.21% respectively. Similarly, for G2 and G3 

grids, the percentage difference in the value of the mean 

drag coefficient has been found to be 0.05%, but no further 

changes in the Strouhal number has been observed. Hence, 

G2 grid with λ= 114147 cells and Δ = 0.0015d has been 

selected for the rest of the simulations. 

Table 2. Grid resolution study at Re = 150 

Grid λ Δ Cd St 

G1 114147 0.004d 1.9188 0.211 

G2 114147 0.0015d 1.9231 0.2 

G3 114147 0.001d 1.9240 0.2 

3. Results and Discussion 

3.1. Non-MHD flows (Ha = 0) 

3.1.1. Validation 

A comparative analysis of the present numerical results 

of the drag coefficient and the Strouhal number against the 

published results of [1] and [2] has been done at Re = 10-

150. An excellent agreement between the present results 

and the published literature of time-averaged drag 

coefficient at Re = 50, 100 and 150 has been obtained as 

shown in Figure 3. It is seen that the average difference 

between the present results and the published literature of 

time-averaged drag coefficient at Re = 50, 100 and 150 is 

1.23%. Figure 4 shows the comparison of the present results 

of Strouhal number at Re = 50, 100 and 150 against the 

published literature. An excellent agreement between the 

present results and the published results of Strouhal number 

has been obtained. It is seen that the average difference 

between the present results and the published data of the 

Strouhal number is 2.32%. 
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Figure 3. Validation of time-averaged Cd at Re = 150 (Ha = 0) 

 
 

Figure 4. Validation of St at Re = 150 (Ha = 0) 

 
Figure 5. Validation of Cd at Re = 10-40 (Ha = 0) 

Also, the drag coefficient for Re = 10 - 40 has been 

computed and compared with the data reported by the 

literature. An excellent agreement has been obtained 

between the present results and the published results of drag 

coefficient as shown in Figure 5. It is observed that the 

average difference between the present results and that of 

published literature of drag coefficient is 2.24%. Hence, 

non-MHD tests validate the present numerical solutions. 

3.1.2. Flow structures 

The flow around the wedge in the absence of magnetic 

field has been studied. The streamlines and vorticity 

contours for Re = 1, 10, 30 and 100 around the wedge in the 

absence of magnetic field are depicted in Figures 6 and 7. 

At low Reynolds number i.e. Re = 1, the fluid particles 

attaches to the surface of the wedge due to dominant viscous 

forces compared to the inertial forces and a creeping motion 

of the fluid with no flow separation isobserved as shown in 

Figure 6 (a). For Re = 10 and 30, the flow separates due to 

adverse pressure gradient, forming a closed steady 

recirculation zone behind the wedge consisting of 

symmetric twin vortices, also known as 'recirculation 

bubbles' as shown in Figures 6 (a). At Re = 100, the vortex 

shedding phenomenon begins to take place and vortices 

shed from the upper and the lower regions of the wedge as 

shown in Figure 7 (b). 

3.2. MHD flows 

3.2.1. Flow structures 

The influence of magnetic field on the flow around the 

wedge at Re = 30 and 100 and Ha = 0 - 10 has been 

investigated. The magnetic field applied in a transverse 

direction produces a resistive force known as Lorentz force 

in the upstream direction which can alter the wake structure. 

Figure 8 shows the streamlines at Re = 30 in the presence of 

magnetic field. At Ha = 0 (i.e. without magnetic field), the 

flow at Re = 30 can be considered as purely hydrodynamic, 

characterized by the presence of closed steady symmetric 

recirculating bubbles formed behind the wedge as shown in 

Figure 8 (a).It is observed that the size of the recirculation 

bubbles decreases with the increase in Hartmann number as 

depicted in Figures 8 (a-c). As the Hartmann number is 

further increased, the recirculation bubbles disappear and a 

creeping flow structure with no flow separation is observed 

as shown in Figure 8 (d). Figures 9 and 10 show the 

streamlines and vorticity contours at Re = 100 under 

different strengths of magnetic field (Ha = 0 - 10). At Ha = 

0, the flow is unsteady with the presence of alternate 

shedding of vortices from the upper and the lower regions 

of the wedge. At Ha < 7.3, the flow remains in the unsteady 

state evidenced by the presence of alternate shedding of 

vortices as shown in Figures 9 (a-c) and Figures 10 (a-c). 

However, at Ha = 7.3, the shedding of vortices is completely 

eliminated and the flow transitions to steady state forming a 

wake consisting of closed symmetric recirculation bubbles  

as shown in Figure 9 (d).As the Hartmann number is further 

increased, the size of the recirculation bubbles decreases 

due to dampening effect caused by the Lorentz force as 

shown in Figures 9 (d-e). 
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Figure 6. Streamlines: (a) Steady flow (Re = 1, 10, 30), (b) 

Unsteady flow (Re = 100, t = 220 s) 

 

Figure 7. Vorticity contours: (a) Steady flow (Re = 1, 10, 30), (b) 

Unsteady flow (Re = 100, t = 220 s) 

 

 

Figure 8. Streamlines for Re = 30: (a) Ha = 0, (b) Ha = 2, (c) Ha 

= 5, (d) Ha = 10 

3.2.2. Influence on drag and lift coefficients  

Figures 11 (a–e) show the temporal variation of the drag 

coefficient at Re = 100 for various Hartmann numbers. The 

drag coefficient is found to decrease up to certain Hartman 

numbers as long as the flow remains in unsteady flow 

regime as shown in Figures 11 (a-c).   

Such drop in drag coefficient may be attributed to the 

decrease in forces due to shear stress with the increase in 

Hartmann number within the unsteady flow regime. 

However, once the flow assumes the steady state at Ha = 

7.3, the drag coefficient has a tendency to increase with a 

further increase in Hartmann number (i.e. Ha = 10).  The 

possible explanation is that with further increase in 

Hartmann number, the velocity field is significantly 

suppressed, causing the boundary layer   thickness to 

increase and hence the drag. The temporal variation of the 

lift coefficient for Re = 100 at different Hartmann numbers 

is shown in Figures 12 (a-e). As the Hartmann number is 

increased, the amplitude of lift coefficient is decreased, 

implying the reduction in strength of shed vortices as shown 

in Figures 12 (a-c). With further increase in Hartmann 

number, the lift coefficient is zero indicating that the flow 

has attained steady state as shown in Figures 12 (d-e). 
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Figure 9. Instantaneous streamlines at Re = 100: (a) Ha = 

0, t = 220 s, (b) Ha = 2, t = 203 s (c) Ha = 5, t = 217 s (d) 

Ha = 7.3, (e) Ha = 10 

 
 

Figure 10. Instantaneous vorticity contours at Re = 100: 

(a) Ha = 0, t = 220 s, (b) Ha = 2, t = 203 s (c) Ha = 5, t = 

217 s (d) Ha = 7.3, (e) Ha = 10 

3.2.3. Critical Hartmann number 

Critical Hartmann number refers to the minimum value 

of magnetic field at which the vortex shedding is completely 

suppressed and a steady and symmetric flow is established. 

Such value is dependent on several factors such as shape of 

obstacle, blockage ratio, Reynolds number, etc. The present 

result of the critical Hartmann number for the wedge has 

been compared with the published data of circular and 

square cylinders. 

Table 3. Published results of critical Hartmann number for 

different bluff bodies  

Re Square cylinder 

(Singha et al. [7]) 

Circular 

cylinder 

(Singha et al. 

[8]) 

Square 

cylinder 

(Farjallah et 

al. [9]) 

100 - - 1.272 

150 2.0-2.5 2.0-2.5 - 

200 3.5-4.0 4.0-4.5 - 

250 4.5-5.0 5.0-5.5 - 

The values of critical Hartmann number at Re = 100 - 

250 for confined square and circular cylinders with their 

blockage ratios (𝛽) = 1/4 is provided in Table 3. It can be 

observed that with the rise in Reynolds number, the critical 

Hartmann number increases for both square and circular 

cylinders at a fixed blockage ratio. This can be explained by 

the fact that the inertial forces increase with the increment 

in Reynolds number, requiring higher strengths of magnetic 

field. In the present work, the flow over the wedge in an 

unconfined condition is considered. Under such condition, 

at Re = 100, the value of the critical Hartmann number has 

been found to be 7.3. A comparison of the present results of 

the critical Hartmann number has been made against the 

published resuls of Farjallah et al. [9]. In his work, he 

developed a theoretical correlation, Hacr = 0.0239Re - 1.118 

for a confined square cylinder which characterizes the 

relationship between critical  

 
Figure 11. Temporal variation of drag coefficient at Re = 100: (a) 

Ha = 0, (b) Ha = 2.0, (c) Ha = 5.0, (d) Ha = 7.3, (e) Ha= 10 
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Figure 12. Temporal variation of lift coefficient at Re = 

100: (a) Ha = 0, (b) Ha = 2.0, (c) Ha = 5.0, (d) Ha = 7.3, 

(e) Ha = 10 

Hartmann number and Reynolds number. In comparison 

to the value of Hacr = 1.272, it can be observed that the value 

of Hacr for the wedge is much larger. This may be atttributed 

to the fact that the wedge consists of sharply defined 

corners, leading to intense flow instabilities and thus, 

requires stronger magnetic field [13]. In addition, it 

isnoteworthy that at high blockage ratios, the wall boundary 

layer has a stabilizing effect on the flow in such a way that 

it can inhibit vortex shedding around bluff bodies [19]. But 

in our case, the presence of walls at a larger distance has no 

influence on regular formation of vortex shedding past the 

wedge and thus, contributes to more magnetic field 

requirements. 

4. Conclusions 

In this paper, a laminar incompressible viscous flow of 

an electrically conducting fluid past a wedge in an 

unconfined medium in the presence of transverse magnetic 

field has been studied. The magnetic induction method in 

MHD module built in ANSYS FLUENT has been 

considered to carry out all MHD simulations. The 

conclusions drawn from this study are enumerated below: 

1. If the magnetic field is strong enough, the complete 

elimination of vortex shedding is achievable.   

2. A critical Hartmann number, Hacr = 7.3 has been found 

at Re = 100, at which complete elimination of vortex 

shedding is observed. 

3. In the steady flow regime, the length of the recirculation 

zone reduces with the increment in Ha.  

4. A minimal reduction in the drag coefficient has been 

observed for unsteady flow regime (i.e. Ha < 7.3). 

However, once the flow attains steady state at Ha = 7.3, 

it starts to significantly increase with a further increase 

in Ha (i.e. Ha = 10). 

5. The reduction in lift amplitude is observed with the 

increment in Ha, indicating a diminishing effect in the 

strength of shed vortices. 
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Nomenclature 

b induced magnetic field               T 

B non-dimensional total  

 magnetic field   

B total magnetic field              T 

B0 external magnetic field              T 

Cd drag coefficient  

Cl lift coefficient  

E electric field          Vm-1 

H magnetic field strength        Am-1 

D electric displacement field        Cm-2 

q charge density         Cm-3 

Ha Hartmann number 

Hacr critical Hartmann number 

Pr           Prandtl number 

J current density          Am-2 

J non-dimensional current density 

N Stuart number 

Re Reynolds number 

Rem magnetic Reynolds number  

St Strouhal number 

𝜏 non-dimensional time 

t dimensional time                           s 

u dimensional velocity field      ms-1 

𝑈∞ freestream velocity                        ms-1 

u non-dimensional x-velocity  

V non-dimensional velocity field   

v non-dimensional y- velocity   

W height of the domain          m 

X total length of the domain          m 

Xu upstream length of the domain         m 

Xd downstream length of the domain        m 

D            diameter of cylinder                         m 

S spacing between centres of cylinder              m 

q charge density    

x stream-wise co-ordinate         m 

y transverse co-ordinate         m 

Δt time-step size           s 

 
Greek symbols 
 

𝛽 blockage ratio  

∆ first cell height              m 

𝜆 total number of cells 

𝜇0 magnetic permeability          Hm-1 

𝜂 kinematic viscosity                             m2s-1 

𝜌 density          kgm-3 

𝜎 electrical conductivity         Sm-1 
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Abstract 

Effects of inertia and buoyancy forces are numerically investigated on fluid dynamics and heat transfer characteristics for 

the flow past a heated square cylinder in an unconfined flow regime.  Non-dimensional number in the study chosen are Re = 1 

- 45, Ri = 0 - 1.50, α = 0o– 90o. The orientation of the cylinder and the Prandtl number are kept fixed as ϕ = 0oand Pr = 100. 

Numerical experiments in generalized body-fitted coordinates subject to Boussinesq approximation were conducted in the form 

of solution of continuity, momentum and energy equations. The momentum and energy equations are discretized using finite 

difference method.  The equations are solved by using SMAC type implicit pressure correction scheme.  The flow is noticed 

steady for 1 ≤ Re ≤ 30 and 0 ≤ Ri ≤ 0.50 at α = 0o, 1 ≤ Re ≤ 20 and 0 ≤ Ri ≤ 0.50at α = 45o, 1 ≤ Re ≤ 10 and 1.0 ≤ Ri ≤ 1.50  

at α = 90o.  Onset of vortex-shedding is observed initially at Re = 30, α = 45o, 0 ≤ Ri ≤ 0.50, the flow becomes unsteady and 

periodic flow.  At small magnitudes of Reynolds number, the wake on downstream side of cylinder is found thin, and it becomes 

wider at large magnitudes of Reynolds number.  It is noticed that the width of the wake reduces in size with increasing 

Richardson number.  Maximum mean lift coefficient is found to occur at Re = 20, Ri = 1.5 and α = 90o, and maximum mean 

drag coefficient is noted at Re = 1 for the chosen range of Richardson number and free-stream orientations.  For the whole 

range of Reynolds and Richardson numbers, the front face(s) of the cylinder had more crowding of isotherms in comparison 

with other faces of the cylinder. The front face(s) of the cylinder have high rate of heat transfer as compared to other cylinder 

faces.  Heat transfer rate from the cylinder is enhanced either with increase in Richardson number or Reynolds number. 
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1. Introduction 

The geometry of the cylindrical cross-section chosen in 

the present study is shown in Fig. 1, which affects the flow 

dynamics, wake properties and heat transfer characteristics 

significantly.  In the past few decades, the fluid flow past 

bluff bodies of various cross-sections have been extensively 

examined, especially the cylindrical objects. Active and 

passive control methods are basically employed to control 

the vortex-shedding from bluff bodies.  For a cylindrical 

object of square cross-section, the free-stream orientation is 

an important parameter, which affects the dynamics of flow 

considerably.  In the present study, the mixed convective 

flow is considered as it is closer to real engineering 

applications such as tall buildings, chimneys, bridges, 

vortex generators etc. Electronic components, heat 

exchangers, extended surfaces, cooling towers are also 

important from the point of view of heat transfer. The 

present ploblem is closer to the engineering problems such 

as cooling of immersed assembly of core and windings in 

the oil in case of large electric transformers.Shell and tube 

oil cooler that is used for cooling of hydraulic power packs 

and hydraulic equipment like hydraulic systems on 

excavators and earthmoving equipment. Cooling of various 

electric and hybrid power train components in electric 

vehicles etc. In the present study, the effects of Re = 1, 5, 

10, 20, 30, 40, 45 and Ri = 0, 0.25, 0.50, 1.0, 1.25, 1.50 on 

fluid dynamics and characteristics of heat transfer are 

analyzed at a fixed Prandtl number Pr = 100 and cylinder 

orientation ϕ = 0o withthe range of orientations of the free-

stream 0o ≤ α ≤ 90o. TheCPU time required for 

computations in this studyis 9072 hours.   

The two-dimensional flow dynamics across an elevated 

square cylinder is considered in mixed convection by 

accounting Oberbeck-Boussinesq model. Variation of fluid 

properties in Oberbeck-Boussinesq model such as viscosity, 

specific heat, thermal diffusivity with temperature are 

ignored completely. The five dimensionless parameters that 

described the flow dynamics are as follows: the bluff-body 

orientation with respect to the x-axis = , Free-stream 

orientation with respect to gravity = α, Prandtl number (Pr) 

= 
o

o




, Richardson number (Ri) = 

s

2

g (T T )d

U





 
 and 

Reynolds number (Re) = 

o

U d


. Where o  = kinematic 

viscosity, o  = thermal diffusivity at a certain reference 

temperature (T∞), Ts = uniform surface temperature of the 

bluff-body, T∞ = fluid temperature of the free-stream, d = 

* Corresponding author e-mail: rashidali1@zhcet.ac.in. 
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characteristic length scale of the body,   = co-efficient of 

volume expansion and g  = gravitational intensity of the 

fluid. 

 
Figure 1. Geometry of the proposed problem with and without 

cylinder orientation (ϕ). 

Sohankar et al. [1] investigated numerically a2-D, 

incompressible, unsteady air flow across a square cylinder 

for the conditions 45 ≤ Re ≤ 200,0 ≤ ϕ ≤ 45o, α = 90o, 

2.5%≤ BR ≤ 5% (BR = blockage ratio).  They compared 

the boundary conditions and showed that the Neumann 

boundary condition was less effective than the convective 

Somerfield boundary condition in reducing the CPU time 

and upstream influence from the outlet of the computational 

domain. Sharma and Eswaran [2] studied numerically for 

parameters Re = 100, -1 ≤ Ri ≤ 1, α = 0o, ϕ = 0o, and Pr = 

0.7, the heat transfer characteristics of two-dimensional 

flow across a cylinder of square cross section, the 

temperature of the cylinder is maintained constant. In 

energy equation, the viscous dissipation term is ignored 

completely and considered the effects of opposing and 

aiding buoyancy. They found that the shedding of vortices 

are completely suppressed at a critical Richardson number, 

Ri = 0.15. Sharma and Eswaran [3]numerically investigated 

the two-dimensional upward flow (α = 0o) by taking into 

account the opposing and aiding buoyancy, heat transfer 

characteristics across a cooled or heated square cylinder and 

the channel-confinement effect of different BR (BR = 10%, 

30%, and 50%)  for -1 ≤ Ri ≤ 1, Pr = 0.7, Re = 100, α = 0o 

and ϕ = 0o.  They noticed that the least heating required for 

vortex-shedding suppression decreases with increasing 

blockage ratio up to a certain value of BR (BR = 30%), and 

increases thereafter. Chatterjee and Mondal [4] investigated 

numerically the buoyancy (aiding/opposing) effects on the 

2-D upward flow and heat transfer across a cooled or heated 

cylinder of square cross-section within the Boussinesq 

approximation at BR = 2%, 50 ≤ Re ≤ 150, -1 ≤ Ri ≤ 1, Pr 

= 0.7and α = 0o.  They observed that with increased heating 

there is an increment in Strouhal number and instantly falls 

to zero at some Richardson number (critical).  They also 

noticed that with the increase in blockage ratio, the critical 

Richardson number was decreased. 

Dhiman et al. [5] considered the upward, steady, 

confined flow in the vertical channel and investigate the 

characteristics of heat transfer for the flow around a square 

cylinder within the Boussinesq approximation, under aiding 

buoyancy at  1 ≤ Re ≤ 40, 0 ≤ Ri ≤ 1, Pr = 0.7 and 25% ≤ 

BR ≤ 50%.  They reported that the onset of flow separation 

occurs at 2 ≤ Re ≤ 3, 25% ≤ BR ≤ 30% and at 3 ≤ Re ≤ 4, 

BR = 50%, irrespective of the value of Richardson number. 

Also, with increase in Re and Ri, the surface mean Nusselt 

number was increased. Yang and Wu [6], numerically 

studied the effects of opposing/aiding buoyancy and side 

ratio on 2-D flow and characteristics of heat transfer past a 

rectangular cylinder (cooled/heated) by adopting the 

Boussinesq approximation at 0.5 ≤ SR ≤ 2 (SR = side ratio), 

α = 0o, -1 ≤ Ri ≤ 1, Pr = 0.7 and Re = 100. They noticed the 

Karman vortex-street for the flow conditions. They also 

noticed the complete suppression of vortex-shedding atRi = 

0.15 and SR = 1. Moulai et al. [7] numerically investigated 

the mixed convective flow past a heated square cylinder 

under aiding buoyancy effect and heat transfer in air (Pr = 

0.71), in a confined channel for the parameters 20 ≤ Re ≤ 45 

and 1.61x103 ≤ Gr ≤ 6.33x103 at a fixed blockage ratio of 

0.1.  In their study, the strong dependency of wake region is 

observed on Grashof and Reynolds numbers. On decreasing 

the Grashof number and increasing the Reynolds number 

the wake region of square cylinder increase in their size.  

Enhancement of heat transfer from the front face of square 

cylinder is seen with increase in Reynolds number, and 

enhancement of heat transfer from the side faces of square 

cylinder is seen with increasing the Grashof number. 

Rashid and Hasan [8] investigated numerically the 

phenomenon of vortex shedding and its suppression at Re = 

100, Pr = 0.71, Ri and αranges chosen in the study are 0 to 

1.6 and 0o≤ α ≤ 90o. Rashid and Hasan [9] studied the 

influence of free-stream orientation and buoyancy on the 

flow structure and aerodynamic characteristics around a 

square cylinder for Re = 100, Pr = 0.71, 0o ≤ α ≤ 90o and 1.2 

≤ Ri ≤ 1.6. Rashid and Hasan [10] investigated numerically 

the effect of free-stream orientations and buoyancy together 

on flow structure and heat transfer in two-dimensional 

mixed convective flow past a square cylinder.  The 

numerical experiments have been conducted at a fixed 

Reynolds number (Re) of 100 and Prandtl number (Pr) of 

0.71.  The Richardson number (Ri) ranges from 1.2 to 1.6, 

while free-stream orientation chosen in the range from 0o to 

90o. Haider and Rashid [11] investigated numerically the 

effect of Prandtl number on the flow past a square cylinder 

in mixed convective flow regime at 0o α  90o , 0  Ri  

1.6, Pr = 0.7 and 7, Re = 100 and ϕ = 0o. Anshumaan and 

Rashid [12] studied numerically the effect of buoyancy and 

inertia forces on the flow and heat transfer characteristics 

for the conditions 1 ≤ Re ≤ 10, 0 ≤ Ri ≤ 0.75, Pr = 100, α = 

90° and ϕ = 0°. Rashid and Hasan [13] numerical 

investigated the transformations / bifurcations from steady 

to unsteady or unsteady to steady flow states in 2-D mixed 

convection across a square cylinder (heated) in laminar flow 

regime. The parameters chosen in their study were 0o 

90o and 0  Ri  1.6 and Pr = 0.71. The magnitudes of 

Reynolds and Richardson numbers were varied to obtain the 

neutral curves in Ri- plane. 

Yuan et al. [14] investigate numerically the flow patterns 

and vortex-shedding around a square cylinder using a 

control circular bar on upstream and downstream. The 

Lattice Boltzmann method (LBM) was used to investigate 

the flow over a square cylinder. Re = 100 for square 

cylinder, 30 and 50 for different circular bars were chosen 

(based on the width of the square cylinder (D) and diameter 

of circular bar (d)). The L/D and G/D ratios chosen were 1-

5 (where L and G are the center-to-center distances between 

the bar and cylinder). They found that the maximum 

percentage reduction in drag coefficient was 59.86% by 

upstream control bar, and the maximum percentage 

reduction in rms lift coefficient was 73.69% by downstream 
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control bar. Yuan et al. [15] numerically investigate the 

patterns of flow across a square cylinder with a circular bar 

upstream and a splitter plate downstream by Lattice 

Boltzmann method (LBM). The parameters chosen in their 

study were Re = 100 (based on side length of square 

cylinder (D)), Ds/D = 1-5, G/D = 0-7 and L/D = 1-6 (where 

Ds, G and L  are the center-to center distance, surface-to-

surface distance and the splitter plate length). They found 

that the maximum percentage reduction in mean drag 

coefficient was 68.76% at (ds, g, l) = (2.5, 0, 3)which was 

in pattern VI. The vortex-shedding from the square cylinder 

and the circular bar was completely suppressed in pattern 

VI. They also observed that the small distance between the 

square cylinder and the splitter plate plays a more vital role 

in suppression of vortex-shedding as compared with large 

distance and length. Rafik et al. [16] used the finite-volume 

method to investigate the laminar 2-D unsteady flow of 

nanofluids and heat transfer characteristics past a square 

cylinder inclined with respect to the main flow. The 

Reynolds number, nanoparticle volume fraction and 

inclination angle are chosen 100, 0-5% and 0o-45o, 

respectively. Enhancement of heat transfer is reported in 

their study with nanoparticles addition. It is also reported 

that by increasing the nanoparticles concentration for a 

specific inclination angle the local Nusselt number 

increases. 

The survey of the earlier studies suggested that none of 

the previous studies have been carried out to investigate the 

effects of buoyancy and free-stream orientations on fluid 

dynamics and heat transfer characteristics for the flow past 

a heated square cylinder for the ranges of parameters, 

Reynolds number, 1 ≤ Re ≤ 45, Richardson number, 0 ≤ Ri 

≤ 1.50, Prandtl number, Pr = 100, cylinder orientation, ϕ = 

0o and orientation of free-stream, α = 0o, 45o and 90o. The 

focus of the present study is to elucidate the role of 

Reynolds and Richardson numbers, and free-stream 

orientations on time histories of lift and drag coefficients, 

streamline patterns, contours of vorticity, isotherm patterns, 

mean (time mean) lift and drag coefficients (CL and CD), 

time mean coefficient of moment (CM), surface pressure and 

surface vorticity.  In addition, the local Nusselt number 

(NuL) and mean (time mean) Nusselt number (Nu) are 

investigated in detail.  The novelty of the present work is 

the solution of complex problem of bluff-body numerically 

with the consideration of range of Richardson number, 

Reynolds number and orientation of free-stream. In the 

knowledge of the author no study of flow past bluff-body is 

found till date with these range of parameters, specifically 

the free-stream orientations range. 

2. . MATHEMATICAL FORMULATION 

In the current study, the fluid flow is considered as 

unsteady, 2D, incompressible, laminar and viscous across 

an elevated square cylinder. The buoyancy impacts are 

considered by the Oberbeck-Boussinesq model 

approximation (Tritton[17]). The equations involving 

continuity, momentum and energy have been written in the 

following form; 

Continuity Equation 

.V 0                                              (1) 

Momentum Equation 

 2DV 1
P V g T T

Dt
 



       


     (2) 

Energy Equation 

2T
V. T = T

t



   


            (3) 

In the above equations (1)-(3), T, P and V  are the 

temperature, pressure and the vector of local fluid speed. 

The density, thermal diffusivity as well as the 

kinematic viscosity at free-stream reference temperature 

(T∞) are  ,   and  , respectively. Figure 1 shows 

the proposed problem geometry considered in the present 

study. In figure 1, forces/span are Fxin x direction and Fyin 

x and y direction, CL and CD are the lifting and dragging 

coefficients, respectively with reference to orientation of 

free-stream. U is the free-stream velocity,  is the cylinder 

orientation, d is the edge of square cylinder and g is the 

gravitational intensity. 

The initial condition in the flow region are selected to be 

the free-stream variables written as, 

 P P T T , V U Sin i Cos j .ˆ ˆ,         (4) 

The unit vectors in the x and y directions are ˆ ˆi and j  in 

the above relation. 

Condition of no-penetration &no-slip are used as 

boundary conditions for the component of velocity on the 

square cylinder surface, the square cylinder surface is 

maintained at higher constant temperature Ts 

sV 0, T T .               (5) 

Normal momentum condition at the cylinder surface is 

used for pressure. At large distances from the cylinder, the 

uninterrupted free-stream conditions are used. 

Mathematical equations of mass, momentum and energy 

are transformed into dimensionless form, with the time 

scales; velocity and length chosen are, 

i) Time scale  ‘ d / U ’ = residence time spend by fluid 

particles in the neighborhood of the cylinder. 

Non-dimensional time and velocities are written as, 

 = tU/d, u = U/U and v = V/U.            (6) 

ii) Velocity scale  ‘ U ’ = magnitude of the velocity of 

free-stream. 

iii) Length scale  ‘ d ’ = side of square cylinder. 

Fluid temperature change scale is( sT T )&change in 

pressure scale is
2

oU , and the non-dimensional pressure 

and temperature are written as, 

p̅ =
P−P∞

ρU∞
2 , θ =

T−T∞

Ts−T∞
.            (7) 

Mass, momentum and energy equations in dimensionless 

form with Oberbeck-Boussinesq approximation in 

Cartesian coordinates, modified into generalized body-

fitted coordinates (Thompson et al. [18]) are written as, 

Continuity: 

x x y yu v 0,
      
        

      
   (8) 

 






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x – Momentum: 

2

x x

u u u p p 1
U U u,

Re

       
        

     
(9) 

y – Momentum: 

(10) 

Energy Equation: 

21
U U .

(Re.Pr)

   
    

  
               (11) 

The corresponding non-dimensional Cartesian velocity 

components in the above equations are u and v. 

Dimensionless components of velocity are referred to as 

U  and U 
  inξ and η directions. The body-fitted 

velocity coordinate components are connected to the 

Cartesian components as, 

x yU u v,               (12) 

x yU u v.               (13) 

2 is the transformed Laplacian operator written as, 

2 2 2
2

2 2
A 2B C P Q

    
     

    
(14) 

Coefficients A,B,C,P, and Q  are, 

2 2

x yA     , x x y yB      ,
2 2

x yC      (15) 

and,     

 
2 2P, Q.                              (16)  

the Laplacian 
2 in the Cartesian coordinates are 

written as,  

2 2
2

2 2x y

 
  

 
.           (17) 

2.1. Boundary conditions 

Condition of no-penetration and no-slip is used for 

components of velocity at the rigid surface of a square 

cylinder. 1.0  is used for temperature on the cylinder 

surface. The normal momentum equation is employed for 

pressure on the rigid cylinder surface, 

p p x p y

x y

    
 

    
          (18) 

where, 
p p

and
x y

 

 
 on the surface of cylinder are 

found from the momentum equations of x and y. 

The artificial boundary is split into two portions to 

enforce the boundary conditions. One portion is the inflow 

and the other portion is the outflow. This is accomplished 

by controlling the local normal velocity variable direction. 

For a typical outer surface normal pointing towards the 

inside of the flow domain ˆU.n 0 implies inflow and 

ˆU.n 0 implies outflow. The boundary conditions on 

both the portions are written as 

The inflow Portion 

Uninterrupted free-stream conditions for speed and 

temperature are enforced at the inflow part, written as, 

ˆ ˆ0, p 0, U Sin i Cos j.              (19) 

Pressure is update by implementing the normal 

momentum equation. 

The outflow Portion 

Hasan et al. [19] proposes a numerical boundary 

condition for velocities at the outflow portion, this is 

executed in the present study. They utilizes vorticity 

considerations and mass conservation for incompressible 

flows to extrapolate the radial decay laws for the deviation 

/ perturbation in circumferential and radial velocities 

created due to the presence of a body in an otherwise 

uniform undisturbed stream. They reported that by using 

their outflow velocity condition for domains comparatively 

smaller sizes, the precise computations would be carried out 

easily. The presence of the body causes deviations to the 

circumferential and radial velocity components are shown 

to obey radial decay laws with a leading order term written 

as (Hasan et al. [19]), 

2
r r 1

2
2

2

v v S / r

S / r if 0
v v

S / r if 0



 



  
 

  

.       (20a)

   

The local circumferential and radial free-stream 

components are represented as v  and rv  , 

respectively, these components are obtained from the 

Cartesian free-stream velocity components. The circulation 

on the artificial boundary in the above equation is 

represented by the symbol ‘’, which can be estimated from 

the existing velocity field. The constants S1 and S2 are 

obtained by interpolating the values of the deviations in the 

circumferential and radial velocity components at an 

interior point (i). Thus, the circumferential and the radial 

velocity components on the artificial boundary at a point (B) 

would be determined using equations (20a) as, 

       2 2
r r r i B rB i B

v v v r r v    ,                                

 
     

     

2 2
i Bi B

B

i Bi B

v v r r v if 0
v

v v r r v if 0

  



  

    


    

(20b) 

These components can then be utilized for obtaining the 

Cartesian components u, v.A derivative of second order for 

temperature in  direction is used, written as, 

2

22
K

 



          (20c) 

At an interior point, K2 is the magnitude of 2nd order 

derivative and uses the 2nd order backward difference 

scheme. 

The boundary condition (traction free) of [20] and [21] 

is used for pressure, written as, 

n1 U
p .

Re n





           (21) 

In the above equation the local normal is represented by

n and the local normal velocity is 
nU . 
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2.2. Grid structure 

In the current research, a mesh that is uniform in ξ and η 

directions is taken into account in the mapped 

computational ξ-η plane. The spacing of mesh

( and )   is assigned in terms of fixing the number 

of mesh points in the required ( and ) directions. The 

body-fitted coordinates (x,y) and (x,y)  are 

chosen for the mapping of grid points in the physical plane 

to satisfy the Laplacian equations in the physical domain (

P Q 0  ) written as, 

2 20, 0.                (22) 

Mapped/inverted equations in the computational - 

domain are given as, 

2 2 2

2 2

x x x
D 2E F 0,
  

  
  

         (23) 

2 2 2

2 2

y y y
D 2E F 0.
  

  
  

         (24) 

In Eqs. (23)-(24) D, E, F are, 
2 2

2 2

x y
D ,  

x x y y
E   and  

x y
F .

    
    

    

        
      

        

    
    

    

         (25) 

Discretization of Eqs. (23) - (24) on uniform grid 

( , )  is done in computational plane in order to 

achieve grid in physical plane. An identical number 

of grid points are placed initially on the cylinder surface and 

finally on the artificial boundary, which corresponds to the 

number of mesh points in the computational plane in  

direction. For elliptic Eqs. (23) - (24), the said 

boundary points function as Dirichlet boundary condition. 

The discrete solution of Eqs. (23)-(24) need a quasi-linear 

approach, as the equations are not linear to the undefined 

grid point coordinates ( x , y). In the quasi-linearized 

method the D, E and F coefficients are discretized using the 

previous iterates, and the derivatives 
2 2 2 2 2 2

2 2 2 2

x x x y y y
, , , , and

     

     
 are 

discretized using current/new iterates with finite difference 

schemes of second order (central). The corresponding linear 

algebraic set of equations were solved using Gauss-Seidel 

method to extract the new iterates from existing previous 

values. One Gauss-Seidel sweep is used per iteration for the 

two discretized equations (23)-(24). In previous study of 

Rashid and Hasan [13], the comprehensive analysis of grid 

structure is discussed. 

The methodology constituting the generation of an O-

type structured grid, numerical scheme utilized in present 

study, boundary conditions at cylinder’s solid surface and 

on the artificial boundary (outflow/inflow portions) are 

elaborated in detail in the previous studies of Rashid and 

Hasan [13] Hasan and Rashid [22]. For pressure correction, 

scheme identical to SMAC scheme is utilized which is 

elaborated in the study of Hasan and Sanghi [23]& Hasan et 

al. [19]. The discretization of governing equations of mass 

and momentum is done by employing spatial discretization 

of finite difference type on a non-staggered body-fitted grid.  

In the interior, a fourth-order central scheme is employed 

for diffusion terms, while for the convection terms a hybrid 

scheme of third-order upwind scheme (Kunio Kuwahara 

[24]) and fourth-order central is employed. For near 

boundary points (artificial and solid), second-order central 

schemes are employed for both convection and diffusion 

terms. For pressure interpolation, the concept of Rhie and 

Chow [25] is utilized. 

2.3. Dimensionless output parameters 

From application perspective, the influence of flow 

across a body is described in terms of the gross quantities, 

such as the moments or forces the fluid exerts on the object, 

and the overall rate of heat transfer between the fluid and 

the body. All such global parameters are described below in 

a dimensionless manner for the two-dimensional problem 

that is considered in the present study, 

1. CL = y xC sin C cos  , (Lift coefficient),

    

2. CD = x yC sin C cos  , (Drag coefficient),

    

3. 
2 2

M oC 2M U d ,   (Moment 

coefficient),   

4. Nu =  o sQ 4k (T T ) , (Nusselt number),

    

5. St = f d U .  (Strouhal number).  

   

Cy, Cxin the above equations are coefficients of forces in 

y and x directions given as,  

yx
x y2 2

o o

2F2F
C and C .

U d U d 

 
 

         (26) 

Fx and Fy are the forces per unit cylinder span in x and y 

directions, respectively (Fig. 1). M is the overall moment 

the fluid exerted on the cylinder per unit span. Q is the 

maximum rate of heat transfer per unit cylinder span, and ko 

is the fluid's thermal conductivity. The vortex-shedding 

frequency is expressed by 'f'. 

The force coefficients in dimensionless form are, 

1 1

x x y

0 0

2
C 2 J p d J d ,

Re
               (27) 

1 1

y y x

0 0

2
C 2 J p d J d ,

Re
               (28) 

 (29) 

The Fourier’s law of heat conduction is utilized to find 

out the heat transfer rate from the cylinder written as, 
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T
q k bdl.

n


 

            (30) 

Heat transfer rate / unit width ‘b’ is calculated as, 

q T
k dl.

b n


 

            (31) 

Nusselt number is represented as, 

 o s

q b
Nu .

4k T T




          (32) 

Nusselt number in dimensionless form is written as, 

 
1

2 2
x y

0

1
Nu J d .

4


   

          (33) 

2.4. Location of artificial boundary, grid size and time step 

selection 

For finding out a suitable artificial boundary position, 

such that the numerical boundary conditions imposed on it 

does not affect considerably the dynamics of flow adjacent 

to the square cylinder. This is done by truncating the 

original grid with artificial boundary from the middle of the 

cylinder at a dimensionless distance of 120. The original 

grid of 241 x 325 mesh points is then truncate from the 

middle of the cylinder at dimensionless lengths of 100, 80, 

60, 40 and 20 to give six numerical grids of equal grid cell 

size. For every truncated grid and at ϕ = 0o, Pr = 0.71, Re = 

100, Ri = 0 and α = 0o, the Strouhal number, mean drag and 

lift coefficients are obtained from the numerical 

experiments. It is observed that change in the values of the 

lift coefficient are marginal for a dimensionless distance 

beyond 20 and change in the magnitudes of coefficient of 

drag and St beyond a dimensionless distance of 40 are quite 

small, and the length beyond 40 appears to be ideal for 

computations. The artificial boundary is positioned at a 

dimensionless distance of 40 from the middle of the cylinder 

for all subsequent reported computations. For the forced 

flow regime, the effects of grid size is analyzed by setting 

the far boundary at a distance of 40 from the middle of the 

square cylinder for Re = 45, Pr = 100, α = 90o, ϕ = 0o and 

using a time step of 0.001 dimensionless units. Numerical 

experiments were conducted on3 grids of 161 x 179 (G1), 

241 x 258 (G2) & 321 x 338 (G3) mesh points for the close 

boundary spacing of 0.0197, 0.0137 & 0.0104, respectively. 

The drag coefficient (mean), Strouhal number & Nusselt 

number (mean) for a free-stream orientation of 90o are 

reported in Table 1 at various grid sizes. In moving from 

grid G1 to G2 the %age variation in the flow parameters 

including drag coefficient (mean), Strouhal number & 

Nusselt number (mean) is 0.275, 0.197 & 1.451, and in 

moving from grid G2 to G3 the %age variation is 0.701, 

0.196 & 1.488,  respectively. The outcome shows clearly 

that the %age variation in the flow parameter is very small 

(less than 1.5 percent) when moving from coarser to finer 

grid. Hence, the grid 241 x 258 (G2) is considered suitable 

for computations in order to conserve computational time. 

 

Table 1. Grid size sensitivity for square cylinder at Re = 45, Pr = 

100, Ri = 0 and α = 90o. 

Grid 

Near 

boundary 
spacing for 

the grid 

Grid 

Size DC  St Nu  

G1 0.0197 
161 
x 

179 

1.5631 0.2030 17.6021 

G2 0.0137 

241 

x 

258 

1.5588 0.2034 17.3503 

G3 0.0104 

321 

x 

338 

1.5479 0.2038 17.0958 

In order to determine the appropriate time step, the 

calculations were done in the forced & mixed convection 

regimes at the time steps of 0.0005 and 0.001 for Re = 45, 

Pr = 100, α = 90o and ϕ = 0o. In Table 2 the drag coefficient 

(mean), Strouhal number & Nusselt number (mean), are 

compared for Richardson numbers 0 and 1.5 at different 

time steps. Moving from a time step of 0.0005 to 0.001 in 

the forced flow regime, the %age variation observed is 

0.532, 0.098 & 0.811, respectively in the drag coefficient, 

Strouhal number& Nusselt number. 

Table 2. Time step sensitivity for  = 90o,  = 0o, Re = 45, Pr = 

100 at Ri = 0 and 1.5. 

Richardson 

number 

Time 

step (τ) 
DC  St Nu  

Ri = 0 

 

0.0005 

0.001 

1.5671 

1.5588 

0.2036 

0.2034 

17.4911 

17.3503 

Ri = 1.5 
0.0005 

0.001 

1.6341 

1.6299 

0.2587 

0.2583 

17.6798 

17.7566 

The %age variation in drag coefficient (mean), Strouhal 

number & Nusselt number (mean) in mixed convection at 

Ri = 1.5 is 0.257, 0.154 & 0.434, respectively. From the 

above discussion, it is suggested that minor span has no 

noticeable effect on the performance (1 %). So a time step 

of 0.001 is selected for all the computations. 

3. CODE VERIFICATION AND VALIDATION 

Checking of numerical method, selection of numerical 

parameters, and the code used for numerical simulation is 

verified and validated by examining the present results with 

those reported in previous studies with in the forced and 

mixed convection. Numerical simulations were performed 

at α = 90o, ϕ = 0o, Re = 5, Pr = 100 and 0 ≤ Ri ≤ 0.50. It is 

depicted in Table 3 that the present results of mean (time 

mean) drag coefficient (CD) obtained from computations is 

in agreement with results reported in the earlier studies of 

Dhiman et al. [26], Paliwal et al. [27] and Dhiman et al. [28]. 

Computations have been carried out for the conditions, Re 

= 5, Pr = 100, Ri = 0.0 and α = 90o.  It is seen from Table 4 

that the present result of mean Nusselt number (Nu) is in 

agreement with the results of Dhiman et al. [28],  Paliwal et 

al. [27] and  [29] [30] [31]. 
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Table 3. Mean drag coefficient (CD) at Re = 5, Pr = 100, Ri = 0.0, 

0.25, 0.50 and α = 90o 

 Ri = 

0.0 

Ri = 

0.25 

Ri = 

0.50 

 

Dhiman et al. [26] 4.840   Numerical 

Paliwal et al. [27] 4.814   Numerical 

Dhiman et al. [28]  4.686 4.729 Numerical 

Present Study 4.364 4.377 4.405  

Table 4. Mean Nusselt number (Nu) at Re = 5, Pr = 100, Ri = 0.0 

and α = 90o 

 Nu  

Dhiman et al. [28] 5.504 Numerical 

Paliwal et al. [27] 5.723 Numerical 

Present Study 5.370  

Table 5. Comparison of L,r.m.sC , DC , Nu  and St for square 

and circular cylinders at Ri = 0, Re = 100 and Pr = 0.71. 

 
Cylinder 

L,r.m.sC  DC  Nu  St 

Experimental 

Okajima [32] 

α = 90o 

Square 
- - - 

0.141-

0.145 

Luo et al. [33] 

α = 90o 

Square 
- - - 0.146 

Collis and 

Williams [34] 

 = 90o 

Circular 

- - 5.160  

Wang and 

Travnicek [35] 

 = 90o 

Circular 

- - 5.101  

Wang et al. 
[36] 

 = 90o 

Circular 

- - - 0.161 

Numerical 

Sohankar et al. 
[1] 

α = 90o 

Square 
0.139 1.460 - 0.146 

Saha et al. [37] 

α = 90o 

Square 
- 1.510 - 0.159 

Sharma and 

Eswaran [2] 

α = 0o 

Square 

0.183 1.559 4.070 0.148 

Ranjan et al. 
[38] 

α = 90o 

Square 
0.190 1.449 4.124 0.145 

Yoon et al. 
[39] 

α = 90o 

Square 
0.179 1.428 - - 

Present ( = 
0o) 

Square 
0.175 1.438 4.051 0.143 

Present ( = 

90o) 

Circular 
- 1.316 5.240 0.163 

The discrepancies between present results and the 

previous results of Dhiman et al. [26], Paliwal et al. [27] and 

Dhiman et al. [28] reported in Table 3 and 4 are found due 

to the slight differences in the numerical procedures adopted 

and the level of accuracy of the discrete solutions chosen. 

In the previous studies of [26], [27] and [28] uses a confined 

flow field structure (channel flow with slip conditions) 

while in the current study the flow field is chosen to be 

unconfined.  The boundary conditions chosen by [26], [27] 

and [28] are different from the present study. In the studies 

of [26] and [28] finite volume method is utilized, and in the 

present study finite difference method is used. So it is 

difficult to get identical results with different numerical 

procedures, resulting in discrepancies in the results. 

Table 5 compares the mean drag coefficient, rms lift 

coefficient, Strouhal number and mean Nusselt number, 

obtained in the current analysis with the data reported in 

earlier studies for circular and square cylinders at ϕ = 0o, Ri 

= 0, Pr = 0.71 and Re = 100. The data obtained from the 

current simulations are in close agreement with those 

obtained in the previous numerical and experimental 

studies. Present data of Strouhal number is in close relation 

with the data reported for both circular and square cylinders 

in earlier experimental studies. 

4. RESULTS AND DISCUSSION 

The current study is carried out for the range of 

parameters 1 ≤ Re ≤ 45, 0 ≤ Ri ≤ 1.50, 0o ≤ α ≤ 90o at a fixed 

ϕ = 0o and Pr = 100.  Effects of Reynolds and Richardson 

numbers and orientation of the free-stream on patterns of 

streamline, vorticity contours, patterns of isotherm, non-

dimensional time histories of drag and lift coefficients, 

mean (time mean) drag and lift coefficients (CL and CD), 

mean coefficient of moment (CM), surface pressure and 

surface vorticity, local Nusselt number (NuL) and mean 

Nusselt number (Nu) have been carried out in detail. 

4.1. Streamline Patterns, Contours of Vorticity and 

Isotherm Patterns 

Patterns of streamline, vorticity contours and patterns of 

isotherm are depicted in Figs. 2-10for 1 ≤ Re ≤ 45, 0 ≤ Ri ≤ 

1.50, 0o ≤ α ≤ 90o, ϕ = 0o and Pr = 100.  It is seen from 

patterns of streamlines(Fig. 2-Fig. 4) and contours of 

vorticity (Figs. 5-7) that no vortices are formed at Re = 1 for 

the range of free-stream orientations and Richardson 

number chosen. The vortices are induced at higher 

magnitudes of Reynolds number, and further increases in 

their size with increase in Reynolds number. Similar trends 

are observed for the range of free-stream orientations 

chosen. With the increase in Richardson number the 

vortices are reduced in their size and the wake becomes thin 

as depicted in Figs. 2-7. Due to the fact that there is variation 

in density in the buoyancy term with increasing Richardson 

number, the incoming free-stream fluid near cylinder got 

accelerated with increase in Ri, accelerates the shear layer 

leading to less entrainment of fluid to the vortices from 

shear layers and hence the vortices are reduced in their size. 

Increase in Ri enforces thermal energy diffusion in the near 

wake of the cylinder which creates stabilizing buoyant 

forces with respect to the ambient fluid just outside the shear 

layer. The buoyancy induced current tends to stabilize the 

flow, thus thinning of wakes takes place. Figures. 2-7 

depicted that, at a fixed Ri with increasing Re, the wakes 

became wider behind the cylinder because of high rate of 

momentum transfer to the fluid particles at higher Re. Also 

the entrainment of the fluid to the vortices increases with 

increasing Reynolds number.   
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Figure 2. Streamline patterns for 1 ≤ Re ≤ 30, 0 ≤ Ri ≤ 0.50, α = 0o, at Pr = 100. 

 

Figure 3. Streamline patterns for 1 ≤ Re ≤ 30, 0 ≤ Ri ≤ 0.50, α = 45o, at Pr = 100. 
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Figure 4. Streamline patterns for 30 ≤ Re ≤ 45, 1.0 ≤ Ri ≤ 1.50, α = 90o, at Pr = 100. 

 

Figure 5. Contours of vorticity for the conditions (Pr = 100, α = 0o, 1 ≤ Re ≤ 30, 0 ≤ Ri ≤ 0.50). 
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Figure 6. Contours of vorticity for the conditions (Pr = 100, α = 45o, 1 ≤ Re ≤ 30, 0 ≤ Ri ≤ 0.50). 

 

Figure 7. Contours of vorticity for the conditions (Pr = 100, α = 90o, 30 ≤ Re ≤ 45, 1.0 ≤ Ri ≤ 1.50). 
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Figure 8. Isotherm patterns at Pr = 100, α = 0o, Re = 1, 10, 30 and Ri = 0.0, 0.25, 0.50. 

 

Figure 9. Isotherm patterns at Pr = 100, α = 45o, Re = 1, 10, 30 and Ri = 0.0, 0.25, 0.50. 
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Figure 10. Isotherm patterns at Pr = 100, α = 90o, Re = 30, 40, 45 and Ri = 1.0, 1.25, 1.50. 

The crowding of isotherms are observed more on leading 

face(s) of cylinder in comparison with other faces of 

cylinder as shown in Figs. 8-10 for condition (0 ≤ Ri ≤ 1.50, 

1 ≤ Re ≤ 45,0o ≤ α ≤ 90o, ϕ = 0o, Pr = 100). The trends are 

observed similar for the range of Richardson number 

chosen.  Crowding of isotherms move near to the cylinder 

surface either with increase in Ri or Re as shown in Figs. 8-

10.  Similar trends have been observed for entire free-stream 

orientations range.  More accumulation of isotherms on 

front face(s) of cylinder leading to higher rate of heat 

transfer from front face(s). The rate of heat transfer 

increases further either with increase in Richardson number 

or Reynolds number due to the fact that momentum of the 

fluid particles increases with the increase in Richardson or 

Reynolds numbers.  More heated fluid particles replacement 

is observed from the colder fluid particles with increasing 

Richardson and Reynolds numbers leading to higher heat 

transfer rate from all the faces of square cylinder. 

4.2. Surface Pressure and Surface Vorticity 

Variation of surface pressure and surface vorticity at Re 

= 1 - 45, Ri = 0 - 1.50, α = 0o- 90o, Pr = 100 and ϕ = 0o is 

shown in Figs. 11-12.  It is shown in Fig. 11 that the cylinder 

surface pressure is observed highest on the front face(s) 

(AB, AB and AD, AD at α = 0o, α = 45o and α = 90o) of the 

cylinder that is placed in front of the free-stream.  Surface 

pressure is noticed minimum on the rear face(s) (CD, CD 

and BC, BC at α = 0o, α = 45o and α = 90o) of the cylinder 

and intermittent for the side faces of the cylinder.  Similar 

trends are seen for the range of free-stream orientations 

chose.  It is shown in figure that with increase in the 

magnitudes of Reynolds number the pressure on the front 

face(s) decreases to a minimum due to an increase in the 

momentum of fluid particles with an increase in the 

magnitudes of Reynolds number. Pressure increases on the 

rear face(s) as the Reynolds number increase. The trend for 

the whole range of free-stream orientations is observed 

similar. An increment in the magnitude of Richardson 

number, leading to an increases in pressure gradient in the 

stream wise direction across the square cylinder for the 

selected range of Reynolds number chosen.  Similar trends 

have been observed for the chosen range of the orientations 

of free-stream.  The pressure at the vertices (A, B, C and D) 

of the cylinder is found to be maximum for the chosen 

parametric range, and it decreases due to acceleration 

(inertia/buoyancy induced) of the fluid particles around the 

cylinder vertices. 

It is seen from Fig. 12 at 1 ≤ Re ≤ 45, 0 ≤ Ri ≤ 1.50, 0o 

≤ α ≤ 90o, ϕ = 0o and Pr = 100 that the vorticity along the 

surface is observed large on leading face(s) of cylinder for 

entire range α. Surface vorticity changes its sign across the 

stagnation point that lies on leading face(s) of cylinder as 

shown in Fig. 12. 
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Figure 11. Variation of cylinder surface pressure 1 ≤ Re ≤ 45, 0 ≤ Ri ≤ 1.50, α = 0o, 45o, 90o. 

 
Figure 12. Surface vorticity variation for square cylinder at1 ≤ Re ≤ 45,α = 0o, 45o, 90o, 0 ≤ Ri ≤ 1.50. 
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Magnitude of surface vorticity increases with increasing 

Reynolds number for the chosen range of orientations of the 

free-stream. Magnitude of surface vorticity also increases 

with increasing Ri, increase in Ri resulting in momentum 

gain of the shear layers which further increases the velocity 

of fluid particles and hence high surface vorticity. The 

vorticity is found to be maximum at the vertices adjacent to 

the front face(s) of the cylinder in comparison with other 

vortices.  The reason is the large fluid particle velocities 

around the front face(s) vertices. This happens for the entire 

range of α. 

4.3. Time Histories of Lift and Drag Coefficients 

Figure 13 and figure 14 shows the variation of 

coefficients of lift and drag (CL and CD) with respect to non-

dimensional time at 1 ≤ Re ≤ 45, 0 ≤ Ri ≤ 1.50, 0o ≤ α ≤ 90o 

, ϕ = 0o and Pr = 100. It is depicted in time histories of lift& 

drag coefficients in figure 13 and figure 14 that the flow is 

found to be steady over the chosen range of free-stream 

orientations, Reynolds and Richardson numbers, except at 

Re = 30, α = 45o and 20 ≤ Re ≤ 45, α = 90o.  At a Reynolds 

number Re = 30, 0 ≤ Ri ≤ 0.50 and α = 45o the onset of 

vortex-shedding is observed and the flow becomes unsteady 

and periodic flow.  Figure 13 shows that the high amplitudes 

of lift coefficient for α = 45o are observed due to the 

shedding of big size vortices on the downstream side of the 

cylinder wake. It can be seen from Fig. 13 that for α = 0o, 

the lift coefficient (negative) is found to be maximum at Re 

= 1 and decreases with increase in Reynolds number.  

Similar trends have been observed for the entire range of 

Richardson number.  At α = 45o and 90o, positive lift 

coefficient is found to occur at Re = 1 and changes to 

negative lift coefficient at higher magnitudes of Reynolds 

number. The lift coefficient (negative) is found to be 

maximum for Re = 30 at α = 45o and Re = 20 at α = 90o. The 

trend remains same for the entire range of Richardson 

number.  

Figure 14 indicates that the drag coefficient decreases 

substantially over the whole range of Richardson number 

with an increase in the magnitudes of Reynolds number. 

The pattern for the whole range of free-stream orientations 

is observed same. Magnitudes of drag coefficient increase 

substantially with an increase in magnitudes of Richardson 

number at Re = 1, and observed least for other selected 

Reynolds number. The effects of Ri is dominating at small 

magnitudes of Re and least at large magnitudes of Re as 

depicted in Fig. 14. 

4.4. Mean Lift Coefficient, Mean Drag Coefficient and 

Mean Coefficient of Moment 

Mean (time mean) lift coefficient (CL) variation with Ri 

is shown in Fig. 15 for 1 ≤ Re ≤ 45, 0 ≤ Ri ≤ 1.50, α = 0o, 

45o& 90o, Pr = 100 and ϕ = 0o.  It is shown in figure that the 

mean lift coefficient either negative or positive increases 

with increasing Richardson number.  Similar trends are 

observed for the entire free-stream orientations range.  With 

reference to Fig. 1 negative lift coefficient means CL is in 

downward direction and towards right.  It is depicted in Fig. 

15 that the magnitude of mean coefficient of lift is observed 

maximum at Re = 20, Ri = 1.5 and α = 90o.  For the chosen 

range of Re, mean lift coefficient variation is observed 

minimum (of the order of 10-3 i.e. nearly zero) with 

increasing Ri at α = 0o. For the entire Reynolds number 

range the mean lift coefficient variation with Richardson 

number is found to be large at α = 45° and 90o. At α = 0o 

and with an increase in Reynolds number for a fixed 

Richardson number, the mean lift coefficient is shifted 

towards zero. At α = 45o and 90o, the mean lifting 

coefficient for a given Richardson number is changed from 

+ ve to –ve with an increasing Reynolds number other than 

Ri = 0 and α = 90o.  The pressure gradient across the cylinder 

in transverse direction increases with increasing Re, 

resulting in high mean lift coefficient. Effect of Re on mean 

coefficient of lift is dominating as depicted in Fig. 15. 

Significant effects of Richardson number on mean lift 

coefficient is observed. 

Figure 16 depicts the mean drag coefficient (CD) 

variation with Ri at 1 ≤ Re ≤ 45, 0 ≤ Ri ≤ 1.50, α = 0o, 45o& 

90o, Pr = 100 and ϕ = 0o.  Figure 16 shows that the mean 

drag coefficient at a fixed magnitude of Richardson number 

decreases with an increase in the Reynolds number for the 

whole free-stream orientations range.  For the chosen range 

of Richardson number, the mean coefficient of drag is 

always observed to be highest at Re = 1. The trend for the 

chosen range of free-stream orientations is observed similar. 

The pressure gradient across the cylinder in stream wise 

direction is found more at lower magnitudes of Reynolds 

number leading to large mean drag coefficient.  Effects of 

Reynolds number are dominating and effects of Richardson 

number are slight on mean drag coefficient as depicted in 

Fig. 16. 

Mean moment coefficient variation with Ri is shown in 

Fig. 17 for 1 ≤ Re ≤ 45, 0 ≤ Ri ≤ 1.50, 0o ≤ α ≤ 90o, Pr = 100 

and ϕ = 0o.  It is seen from figure that mean moment 

coefficient (CM) variation with Ri and Reynolds number is 

slight (nearly zero, of the order of 10-3) forα = 0o.  For the 

chosen Re range, mean moment coefficient increases with 

increase in Ri at α = 45o and 90o. For the range of Ri chosen, 

the mean moment coefficient decreases with increase in Re 

except for Ri = 0, α = 45o and 90o as depicted in Fig. 17. At 

Ri = 0 the mean moment coefficient is found nearly zero for 

the entire range of Reynolds number.  Mean moment 

coefficient for selected range of Richardson number is 

always observed highest at Re = 1. Same trend is observed 

for the chosen range of orientations of the free-stream. 
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Figure 13. Variation of CL with for 1 ≤ Re ≤ 45, 0 ≤ Ri ≤ 1.50, α = 0o, 45o& 90o at Pr = 100, ϕ = 0o. 
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Figure 14. Variation of CD with for 1 ≤ Re ≤ 45, 0 ≤ Ri ≤ 1.50, α = 0o, 45o& 90o at Pr = 100, ϕ = 0o. 
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Figure 15. Variation of mean CL with Richardson number for 1 ≤ Re ≤ 45, α = 0o, 45o& 90o at Pr = 100. 

 

Figure 16. Variation of Mean CD with Ri at 1 ≤ Re ≤ 45, 0 ≤ Ri ≤ 1.50, α = 0o, 45o, 90o at  Pr = 100. 

 
Figure 17. Variation of Mean moment Coefficient (CM) with Ri for 1 ≤ Re ≤ 45, 0 ≤ Ri ≤ 1.50, α = 0o, 45o, 90o at Pr = 100. 

4.5. Surface Nusselt Number (NuL) and Mean Nusselt 

Number (Nu) 

Figure 18 shows the local Nusselt number (NuL) 

variation around the square cylinder surface at 1 ≤ Re ≤ 45, 

0 ≤ Ri ≤ 1.50, 0o ≤ α ≤ 90o, ϕ = 0o and Pr = 100.  It is seen 

from Fig. 18 that the local Nusselt number is observed 

maximum from the leading side(s) of the cylinder, low from 

the trailing side(s) of the cylinder and intermittent from the 

remaining side(s) of the square cylinder for the chosen range 

of orientations of the free-stream.  With the rise in the 

magnitudes of Reynolds number and Richardson number, 

heat transfer from all sides of the cylinder increases. As can 

be seen from the figure 18 that the influence of Reynolds 

number on heat transfer is dominating. 

The heat transfer rate from the square cylinder vertices 

is found to be maximum as shown in Figure 18. Increase in 

the magnitudes of Reynolds or Richardson numbers 

increases the fluid particles momentum, replaces the heated 

fluid particles at a faster rate from the faces and vertices of 

the cylinder with the relatively colder particles of the fluid, 

improves the heat transfer rate from the cylinder. 

Time mean (mean) Nusselt number (Nu) variation with 

Ri is depicted in figure 19 for the conditions (Re = 1 -45, Ri 

= 0 - 1.50, α = 0o - 90o, Pr = 100, ϕ = 0o).  It is depicted in 

Fig. 19 that the variation in mean Nusselt number with 

Richardson number is minimum for the whole range of Re. 

The trend for the selected range of free-stream orientations 

is observed the same. At a fixed magnitude of the Ri, the 

Nusselt number significantly increases with an increase in 

Ri

C
L

0 0.1 0.2 0.3 0.4 0.5
-0.02

-0.01

0

0.01

Re = 1
Re = 5

Re = 10
Re = 20
Re = 30

  


Ri

C
L

0 0.25 0.5 0.75 1 1.25 1.5
-0.5

-0.25

0

0.25

0.5

Re = 1
Re = 5

Re = 10
Re = 20
Re = 30
Re = 40

Re = 45

  


Ri
C

L

0 0.1 0.2 0.3 0.4 0.5
-0.5

-0.25

0

0.25

0.5

Re = 1
Re = 5

Re = 10
Re = 20
Re = 30

  


Ri

C
D

0 0.1 0.2 0.3 0.4 0.5
0

4

8

12

16

20

Re = 1
Re = 5

Re = 10
Re = 20
Re = 30

  


Ri

C
D

0 0.25 0.5 0.75 1 1.25 1.5
0

4

8

12

16

20

Re = 1
Re = 5

Re = 10
Re = 20
Re = 30
Re = 40

Re = 45

  


Ri

C
D

0 0.1 0.2 0.3 0.4 0.5
0

4

8

12

16

20

Re = 1
Re = 5

Re = 10
Re = 20
Re = 30

  


Ri

C
M

0 0.1 0.2 0.3 0.4 0.5
-0.001

0

0.001

0.002

0.003

Re = 1
Re = 5

Re = 10
Re = 20
Re = 30

  


Ri

C
M

0 0.1 0.2 0.3 0.4 0.5
-0.1

0

0.1

0.2

0.3

0.4

0.5

Re = 1
Re = 5

Re = 10
Re = 20
Re = 30

  


Ri

C
M

0 0.25 0.5 0.75 1 1.25 1.5
-0.2

0

0.2

0.4

0.6

0.8

1

1.2

Re = 1
Re = 5

Re = 10
Re = 20
Re = 30
Re = 40

Re = 45

  




 © 2021 Jordan Journal of Mechanical and Industrial Engineering. All rights reserved - Volume 15, Number 4  (ISSN 1995-6665) 374 

the magnitudes of Re for the range of free-stream 

orientations chosen. The rise in the magnitudes of Reynolds 

number increases the velocity of fluid particles, resulting in 

quick displacement of warmer fluid particles in the vicinity 

of square cylinder from the cooler fluid particles of the 

approaching free-stream.  The rate of heat transfer from the 

cylinder increases with the increase in Reynolds number 

and Richardson number.

 

Figure 18. Local Nusselt number variation for 1 ≤ Re ≤ 45, 0 ≤ Ri ≤ 1.50 and α = 0o, 45o, 90o.

 

Figure 19. Variation of mean Nu with Ri for 1 ≤ Re ≤ 45, 0 ≤ Ri ≤ 1.50, α = 0o, 45o, 90o at Pr = 100, ϕ = 0o. 
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5. CONCLUSIONS 

In the current study the effects of Richardson number 

and Reynolds number with free-stream orientations on 

fluid dynamics and heat transfer characteristics are 

examined in detail for 1 ≤ Re ≤ 45, 0 ≤ Ri ≤ 1.50, 0o ≤ α ≤ 

90o and Pr = 100 at a fixed cylinder orientation ϕ = 0o. The 

following conclusions have been made; 

1. The flow is found to be steady for 1 ≤ Re ≤ 30, 0 ≤ Ri 

≤ 0.50 at α = 0o, 1 ≤ Re ≤ 20, 0 ≤ Ri ≤ 0.50 at α = 45o, 

and 1 ≤ Re ≤ 10, 1.0 ≤ Ri ≤ 1.50 at α = 90o, respectively.  

Vortex-shedding initiation or onset is observed at Re = 

30, 0 ≤ Ri ≤ 0.50 and α = 45o, the flow becomes 

unsteady and periodic flow. No vortex is observed at 

Re = 1, the vortices are induced at higher magnitudes 

of Reynolds number.  The vortices are increased in size 

with increasing Reynolds number, and reduces in size 

with the increase in Richardson number. 

2. Surface pressure and surface vorticity are found to be 

maximum on leading face(s) of cylinder that faces the 

upcoming stream of the fluid.  Surface pressure is 

observed to be minimum on the trailing face(s) and 

intermittent on the side faces of the cylinder.  It is 

identified that the surface vorticity changes its sign 

(+ve or -ve) across the stagnation point that is 

generated on the cylinder leading face(s). The surface 

pressure and surface vorticity is seen maximum at 

corners of square cylinder. 

3. It is found that mean coefficient of lift (CL) increases 

with increasing Ri for the selected range of free-stream 

orientations. Variation of mean lift coefficient is of the 

order of 10-3 that is nearly zero with increasing 

Richardson number forα = 0o. For the chosen range of 

Re, variation of mean coefficient of lift with Ri is 

found large at α = 45oand 90o.Magnitude of mean drag 

coefficient (CD) reduces significantly for the whole 

range of free-stream orientations with an increase in 

Reynolds number. The mean drag coefficient for the 

range of Richardson number is always observed 

highest at Re = 1.Moment coefficient (time mean) 

variation with Ri and Re is slight (nearly zero, of the 

order of 10-3) at α = 0o.  Magnitude of moment 

coefficient rises as the magnitude of Ri is increased at 

α = 45o and 90o for the chosen Reynolds number range. 

The mean moment coefficient for the range of 

Richardson number selected is always observed 

highest at Re = 1. 

4. The crowding of isotherms are observed maximum on 

the leading face(s) of the cylinder in comparison with 

other faces of cylinder. Crowding of isotherms on the 

leading face(s) of cylinder further increases with 

increasingRichardson numberor Reynolds number, 

resulting in more heat transfer from the leading face(s) 

of the cylinder. 

5. It is observed that the local heat transfer (NuL) 

increases with the increase in Reynolds number or 

Richardson number.  Heat transfer from the vertices of 

cylinder is found maximum and increases further with 

increase in Reynolds/Richardson numbers owing to the 

rapid exchange of warm fluid particles with cooler 

fluid particles.  Mean Nusselt number (Nu) at a fixed 

magnitude of Ri increases with increasing Re for the 

selected range of orientations of the free-stream. It is 

observed that the rate of heat transfer increases either 

with increase in Richardson number or Reynolds 

number or both. 
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Abstract 

The workload control (WLC) is a popular concept in manufacturing planning and control, which plays a significant role in 

enhancing the efficiency of manufacturing firms that have uncertainty in meeting customer orders. Owing to changes in several 

set of factors, such as processing time variations, fluctuation in orders, and rise in quality issues etc., would disrupt production 

schedules and adversely affect the shop performance. Improvements are certainly possible by integrating WLC policies in 

distinct stages of production that in turn help to keep a steady workflow and balanced shop floor activities. In this study, we 

have considered the production of a part of a windmill that poses difficulties in production due to changes in processing times. 

A production shop simulation model was developed by considering real-time data. The model is simulated to analyze the 

performance under different order release methods at process time changes. In addition, we consider the influence of downtime 

and capacity cushion at bottleneck station. The objective of this research is to investigate the influence of the processing time 

variation, downtime, and capacity cushion on the performance of the shop floor and to evaluate the best release method suitable 

in different situations. 
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1. Introduction 

Recently in the domain of production  and operations, 

management workload control (WLC) has gained 

popularity in job- shop production systems for the multiple 

benefits of effectively controlling manufacturing [1]. In 

job shop production systems, the level of uncertainty is 

extremely high, as it accommodates the varieties of goods 

that are produced in different volumes. In addition to this, 

processing time variations, set up time changes, different job 

sequences, changes in resources etc., are the factors that 

could affect the production system and make the scheduling 

work complicated. All these aspects give rise to 

complexities and uncertainties in taking up new orders and 

running currently accepted orders [2]. Hence, the impact of 

such factors on system performance needs to be thoroughly 

investigated. The likelihood of impact of uncertainty on the 

system's performance would be predicted and needs to be 

incorporated into the production planning and scheduling 

phase. Therefore, a new decision-making model is crucial, 

that could be designed through WLC concepts to overcome 

the uncertain production situations. 

WLC aligns planning the operations by coordinating and 

directing shop floor-related activities by integrating 

complexity issues. WLC makes the manufacturing 

processes clearer in understanding the manufacturing 

situation and evades any flaws in decision- making. Design 

and development of WLC delivers goods at the right time 

along with more efficient operations by keeping a steady 

flow of work, controlled inventory of semi- finished goods 

and resource use at the best level. WLC is also recognized 

as input/output control, as it sets the release dates, chooses 

the processing sequence with effective use and effective 

monitoring of work progress [3]. Though there is an 

adequate amount of past research on WLC by Fredendall et 

al.[4]; Betterton and Silver [5]; Golmohammadi [6]; and 

Thürer et al.[7-8], an important environmental factor such 

as processing time variations that could affect shop 

performance has not been considered. Thus, in this research, 

we develop a realistic model of flow shop with processing 

time variation and analyses performance under different 

order release methods. 

2. Literature Review 

The WLC has three major phases that includes job entry, 

job release and job processing. Job entry shows the orders 

accepted, but yet to be released on the shop floor for 

production. The release phase decides the date when each 

job is to be released on the shop floor. Once released it will 

remain on the shop floor until all the processes have been 

completed. The progress of the jobs is governed by the 

priority dispatch rules in the form of queues. The past 

literature suggests that researchers have developed a variety 

of policies that helps to integrate all the three phases to 

achieve the greatest performance. The main principle of 

WLC is to control queues and the key decision pertains to 
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order release [2-3]. In shops the variations in processing 

time results in bottleneck and based on the release method 

adopted leads to shifting of the bottleneck [8]. Goldratt used 

the concept of the theory of constraints (TOC) for 

scheduling jobs and developed a popular bottleneck-

oriented release policy that is referred to as Drum-Buffer-

Rope (DBR) [9]. Implementation of the theory of constraint 

(TOC) led to improved delivery time, profit, and lead time 

reduction. Combining TOC and WLC with a change of their 

order acceptance/buffer management system resulted in 

substantial improvements in reducing the delivery time 

[10]. Goldratt argued that the optimum performance would 

be achieved by keeping an extra capacity than the actual 

requirements. Although, this additional capacity results in 

desired imbalance they would be utilized during high 

production requirements. However, industries without any 

additional capacity face capacity problems during order 

fluctuations. This extra capability is referred to as a 

protective capacity and helps absorb fluctuating workloads 

and stabilize the system. This DBR method incorporates 

protective capability and schedules the bottleneck machines 

by limiting the buffer size in front of the bottleneck 

machines [4]. Chakravorty [11] integrated dispatch rules 

with the order methods like DBR, immediate release and 

modified infinite loading (MIL) in a job shop environment 

and demonstrated that coupling DBR with the shortest 

processing time (SPT) yielded better performance than 

coupling DBR with first- come-first-serve (FCFS) dispatch 

rule. Besides, DBR performs better than other control 

policies such as constant work in process (CONWIP) and 

clockwork (CW) in the case of a single bottleneck machine. 

Other release methods such as pull from both bottleneck 

machines (PFBB) performed better than CONWIP, CW, 

pull from first bottleneck machine (PFB1) and pull from 

second bottleneck machine (PFB2) for multiple bottlenecks 

[12]. Furthermore, Enns and Costa [13] found that the 

bottleneck- oriented release performed effectively in a job 

shop with high routing variability and aggregate load 

release outperformed bottleneck-oriented release in a 

unidirectional flow shop. Additionally, Kim et al. [14] 

proposed two release methods output flow control (OFC), 

bottleneck flow control (BFC) and compared with dynamic 

flow control (DFC) under uncertain production 

environment. OFC and BFC outperformed DFC in an 

unbalanced line with work centre breakdown, bottleneck 

shift and time variability. Golmohammadi [6] debated that 

the effectiveness of DBR scheduling method in a complex 

job shop is determined by identifying the most influencing 

input parameters of scheduling such as batch size, inter-

arrival time between the batches and raw material release 

time etc., and by fine-tuning current rules in setting these 

parameters. Changes in workload limits are necessary when 

a bottleneck shift occurs and there is a performance impact 

due to physical location, routing position. The effect of 

bottleneck position in convergent and divergent type flow 

shops needs to be studied as it forms a complex 

environment. Past research shows that the bottleneck 

position and workload limit are strongly associated 

variables, and it is important to explore dynamic solutions 

for linking these factors [7]. In a shop with bottlenecks, the 

schedule at the bottleneck determines shop performance 

precisely than the workload balancing and hence, release 

method must be chosen based on bottleneck severity. When 

there is a mix of jobs, routing varies and affects performance 

with or without bottleneck results in multiple bottlenecks 

and bottleneck shifting. The performance difference 

between WLC and DBR must be analyzed with multiple 

bottleneck shifting [15]. In general, with a line producing 

multiple products, each product will have a different 

constraint station. In such a condition, the influence of 

setups, a product mix on the location of constraints and their 

movements need to be investigated. Moreover, studying the 

relationship between the length of a production line and 

statistical variations of dependent events are also important 

[16]. The impact of direction and distance of bottleneck 

shift on the performance of a job shop must be investigated 

under the broad environmental settings such as machine 

failures, scrap rates and process time variability [14]. 

Research work conducted by Gilland [12]; Thürer et al.[7] 

demonstrate that DBR is superior to CONWIP, however, 

exploration is needed to identify the situations and 

contingent factors, that makes DBR dependent, when 

compared with CONWIP [8]. Therefore, our research sets 

up to bridge some of the above-found research gaps by 

considering an unbalanced line with two bottleneck stations. 

We perform relevant bottleneck-oriented order release 

methods in a multi-bottleneck line under a different 

environmental setting. 

3. Conceptual Model 

In the present research, we followed an approach 

proposed by Fernandes et al. [17], which involves 

developing a model of a production system based on process 

observation and analyzing the model. We consider a 

production shop, which manufactures a part of a windmill 

and production follows stage-by-stage processes in a fixed-

line. In this flow shop production system, the arrival of jobs 

is assumed to be in a random fashion and hence, the inter-

arrival times of jobs are considered to follow an exponential 

pattern [8]. The model is conceptualized through 

understanding processes and by closely observing the 

processes that are shown in figure 1. 

 
Figure 1. Conceptual model 

The production of the part follows a fixed sequence, 

starts with material preparation, fabrication, release and 

transfer, an inspection of quality, rework, and finally transfer 

and storage. In the material preparation stage, raw materials 

required for the fabrication of parts are prepared by cutting 

in required dimensions and kept ready for further processing. 
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Parts are fabricated in the second stage through the required 

processes. Once the fabricated parts are ready to release, then 

the parts are transferred to the inspection bay for quality 

check. If the defects are observed in the product, the parts 

are undertaken to repair in the rework area. Finally, the 

reworked parts are released and deposited in the storage 

area. In this system, production activities begin with the job 

release, and flow of jobs takes place serially through the 

different stages from one end to the other end. If one of the 

stages is blocke due to any reason, the whole line undergoes 

disruption and lead to various problems. 

In this flow shop, material preparation, part release and 

transfer, inspection, and storage are the non-bottleneck 

stations. However, disruptions are quite common in two 

stages such as fabrication and rework. Fabrication stage 

contains moulds, the glass layers are laid up, matrix is 

infused and allowed cure. Uncertainties in the stage are due 

to the following reasons: i) the process is labour oriented; 

ii) infusion is allowed only when the shop temperature is 

within the limit. Fabrication is time consuming along with 

these uncertainties cause bottleneck. The processing time 

variations in rework stage are due to technical issues of 

observation of defects. It is difficult to predict the 

processing times due to the criticality of defects in the parts 

produced. The type, size, location, and severity of the 

defects are different for each product. Hence, the rework 

time would vary for each product and is probabilistic in 

nature. In addition, station breakdowns are the issue that 

affects the production schedule. These aspects cause 

bottlenecks and our research makes an effort to understand 

the benefits of workload control theory in eliminating the 

detrimental effects of bottlenecks. In supply chain, re-

processing is a main stage and it is important to decide 

whether it is push or pull driven [18]. This research intends 

to evaluate the impact of change in defect severity on the 

performance of workload control strategies and determining 

a suitable strategy for an unbalanced flow shop. Thus, our 

research intends to examine the following questions that 

are based on the literature review and real-time issues as 

observed in the flow shop: 

 What are the right release methods to be adopted when 

there is a variation in the processing time? 

 How does the downtime and capacity cushion at 

bottleneck influence the flow shop performance? 

As conducting this experiment is impossible in the real 

time at the real production shop, we developed a simulation 

model and analyze the dynamic performance. 

4. Simulation Model 

Overview of the simulated shop and job characteristics 

are outlined in section 4.1. Based on the past literature and 

shop characteristics, we considered bottleneck oriented 

order release methods such as CONWIP, immediate release, 

pull from bottleneck-I, pull from bottleneck-II and pull from 

both bottleneck as outlined in section 4.2, priority 

dispatching rule is described in section 4.3, and 

experimental design is described in section 4.4. 

4.1. Overview of the simulated shop and job 

characteristics 

A simulation model is implemented on Arena V15 

software [19-20]. The simulation model is a representation 

of pure flow shop with six workstations of dissimilar 

capacity. Each workstation is unique in terms of capacity 

and process. The process characteristics are computed 

through the observation of real-time production and re- 

entrants are not considered. Inter-arrival time follows an 

exponential distribution with mean 5.09 time units. 

Operating processing time of non-bottleneck stations 

follows a 2- Erlang distribution with mean 1.06 time units 

and a maximum of 1.63 time units. It was identified that 

there are two processes as bottleneck stations based on the 

process time requirements. In bottleneck station-II, the 

severity of defects is categorized into three levels based on 

the frequency of defects and rework time observed in the 

process. Operating processing time of bottleneck stations 

follows a 2-Erlang distribution with mean 2.4 time units and 

a maximum of 3.8 time units. Station downtime is measured 

based on the combination of mean time to repair and mean 

time between failures. The station downtime is set at three 

levels i.e., 10%, 15% and 20%. Capacity cushion is 

considered only at first bottleneck station at three levels i.e., 

0%, 2%, 4%. These shop and job characteristics modeled in 

the simulation study are summarized in Table 1. 

Table 1: Summary of simulated shop and job characteristics 

Shop Characteristics 

Shop Type Pure flow shop; Fixed 

sequence 

Characteristics Real 

Routing Variability Unidirectional 

Re-entrants No 

Number of 

workstations 

6 

Workstation capacity Unequal 

Job Characteristics 

Operation processing 

time (non-bottleneck station) 

2-Erlang distribution; 

(min=0.45; mean = 1.06; max = 

1.63) time units 

Operation processing time 

(bottleneck 

stations) 

2-Erlang distribution; (min=1; 

mean = 2.4; max 

= 3.8) time units 

Inter-arrival times Exponential distribution; 

mean=5.09 time units 

Downtime levels 10%, 15%, 20% 

Capacity cushion 0%, 2%, 4% 

4.2. Order release methods (ORR) 

Our research focus on the flow shop with bottleneck 

stations and past literature suggests the execution of 

bottleneck-oriented release methods. Hence, we considered 

relevant order release methods such as CONWIP, 

Immediate release, pull from bottleneck-I, pull from 

bottleneck-II, and pull from both bottlenecks. 
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4.3. CONWIP 

In this release policy, the work in process in the entire 

production shop is kept constant. Every new release of the 

job to the production system is based on the completion of 

previously released job and work in process is kept under a 

specified limit. 

4.4. Immediate Release (IMMD) 

In the immediate release method, the jobs are released 

immediately to the shop floor without any prior conditions. 

This conservation policy follows first come first serve basis. 

The jobs are being released on the shop floor are 

immediately taken up for processing without applying any 

rules. 

4.5. Pull from Bottleneck-1 (PFB1) 

In this release policy, the quantity of jobs is held constant 

at the first bottleneck station. A new job is released only when 

the job finishes the first bottleneck station. 

4.6. Pull from Bottleneck-2 (PFB2) 

In this release method, the quantity of jobs is fixed before 

the second bottleneck station, and a new job is released only 

after the processing of the second bottleneck machine. 

4.7. Pull from both Bottlenecks (PFBB) 

In this release method, setting a maximum number of 

jobs before both the first and second bottleneck stations. A 

new job is released when work in process before each 

bottleneck is under the set limit. 

4.8. Shop floor dispatching rules 

Once the jobs are released to the shop floor, operations 

are performed in a particular sequence that depends on the 

type of dispatching rule used. Priority dispatching helps to 

monitor the progress of jobs waiting in the form of queues in 

front of machines on the shop floor. If an order release 

method is effective in keeping the length of queues in a 

desirable limit then dispatch rules become unproductive 

and, in such cases, use of conservative rule like first-come-

first-serve (FCFS) would be beneficial [3]. In this research, 

we have considered a flow shop that processes only one type 

of product adopting a FCFS basis. 

4.9. Experimental Design 

We have conducted three distinct set of experiments for 

three variables such a processing time variation, station 

downtime, and capacity cushion. In each experiment, a full 

5x3 factorial experimental design was used. Five release 

methods have been applied at three levels of each variable, 

which results in 15 experiments. In each combination 

strategy, five replications are used with initial 1000 hours 

discarded (warm-up period) to reach steady-state 

conditions. Each experiment is run for 10000 hours. We 

consider one factor at a time for experimentation. 

5. Simulation Results and analysis 

We discuss the shop performance under three levels of 

process time variation, station downtime, and capacity 

cushion. In addition, we conduct an analysis of variance 

(ANOVA) for critical variable process time variation. The 

results are described in the subsequent sections. 

5.1. Process time variation 

We statistically analyzed the simulation results by 

conducting ANOVA to investigate the comparative effect of 

experimental factors. The ANOVA results help to 

understand the relationship between various release 

methods under each level of processing time variation 

(PTV). In this test, PTV is taken as the blocking factor for 

different processing time levels, are considered as the 

different systems. The main effects and interaction effects of 

PTV and ORR are captured and presented in the ANOVA 

Table 2. 

The dependent variables in the study are production 

time, work in process inventory, fabrication waiting time, 

rework waiting time, and resource utilization. The 

independent variables are the PTV and ORR. At 5% 

significance level, the main effects of PTV, ORR and 

interaction effects of (PTV*ORR) are discussed. When the 

main effects are considered, with respect to p- values less 

than 0.05, first factor, PTV has significant influence on all 

the performance factors except fabrication time and 

resource- I utilization. Second factor, ORR has significant 

influence on fabrication waiting time and rework waiting 

time. 

When the interaction effects of (PTV*ORR) are 

considered, the factors with p-values less than 0.05, i.e., p-

value=0.028 for fabrication waiting time and p-value=0.00 

for rework waiting time, shows the significant influence on 

the performance. This identifies that the relationship 

between order release methods and waiting times depends 

on process time variation. Hence, it is critical to identify the 

bottleneck stations to improve the performance of the shop. 

When the main effects are considered, process time 

variation has considerable influence on production time, 

work in process inventory, rework-waiting time and 

resource-II utilization and the results are insignificant with 

fabrication waiting time and resource-I utilization. Second 

factor, ORR significantly influence only fabrication waiting 

time and rework waiting time. Some significant facts have 

been observed from the results and graphs. Performance is 

measured based on the production time, work in process 

level, waiting time at two operations and resource 

utilization.   The   experimental   results   are plotted to 

understand the performance of various ORR. The 

performance is shown in the graphs, (Figure 2 to Figure 5) 

with the X-axis representing PTV from low to high. 
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Table 2. ANOVA Results 

Performance 

Measure 

Sources of variance Degrees of 

freedom 

Sum of squares Mean squares F-ratio p- value 

 

Production Time 

Process time variation (PTV) 2 137633 68816.7 223.54 0.00 

Order release rules (ORR) 4 278 69.6 0.23 0.923 

PTV*ORR 8 1114 139.3 0.45 0.884 

Error 60 18471 307.9   

 

Work In Process 

Process time variation (PTV) 2 839.11 419.555 29.45 0.00 

Order release rules (ORR) 4 30.49 7.622 0.53 0.711 

PTV*ORR 8 95.63 11.953 0.84 0.572 

Error 60 854.8 14.247   

 

Fabrication 

Waiting time 

Process time variation (PTV) 2 109885 54942 1.24 0.296 

Order release rules (ORR) 4 18739725 4684931 106.03 0.00 

PTV*ORR 8 834796 104349 2.36 0.028 

Error 60 2651107 44185   

 

 

Rework waiting 

time 

Process time variation (PTV) 2 5591171 2795586 39.33 0.00 

Order release rules (ORR) 4 6798285 1699571 23.91 0.00 

PTV*ORR 8 3449631 431204 6.07 0.00 

Error 60 4265105 71085   

 

Resource-I 

Utilization 

Process time variation (PTV) 2 0.000889 0.000445 0.46 0.634 

Order release rules (ORR) 4 0.002957 0.000739 0.76 0.554 

PTV*ORR 8 0.006621 0.000828 0.85 0.56 

Error 60 0.058156 0.000969   

 

Resource-II 

Utilization 

Process time variation (PTV) 2 0.421736 0.210868 237.99 0.00 

Order release rules (ORR) 4 0.002332 0.000583 0.66 0.624 

PTV*ORR 8 0.005999 0.00075 0.85 0.566 

Error 60 0.053162 0.000886   

 
Figure 2. Production time (Time Units) 

 

 

 
Figure 3. Work in process (Units) 

It is observed that the performances of individual order 

release rules are vary with the defect criticalities. Hence, a 

single order release method may not be suitable at a 

different level of settings. 

Figure 2 demonstrates that when production time is 

considered with immediate-release, it shows better results in 

lower and medium levels of bottleneck severity, but shows 

poor results at a high level of bottleneck severity. CONWIP 

does not perform well at a lower level of bottlenecks, 

performs moderately at a medium level, and works out to be 

better at high levels of bottleneck severity. PFB1 and PFB2 

perform moderately at all levels of bottleneck severity. 

PFBB shows better results only at high levels of bottleneck 

severity. 

The Work in process inventory results is shown in figure 

3. When work in process inventory is concerned, CONWIP 

followed by immediate release yields better results at high 

levels of PTV. PFBB performed better in low and medium 

levels of PTV. PFB1 and PFB2 were not suitable in any 

levels of PTV due to its poor results. 

  



 © 2021 Jordan Journal of Mechanical and Industrial Engineering. All rights reserved - Volume 15, Number 4  (ISSN 1995-6665) 382 

 
Figure 4. Fabrication waiting time (Time Units) 

The fabrication-waiting time is shown in Figure 4. PFB1 

and PFBB yielded better results irrespective of levels of 

PTV as these release methods have closer control over the 

bottleneck station-1. When we compare the other three 

ORRs such as CONWIP, IMMD, and PFB2, PFB2 works 

better at lower and medium levels of PTV, CONWIP 

performs better only in the high level of PTV. IMMD works 

satisfactorily at higher levels of PTV and showed poor 

results at low and medium levels of PTV. 

 
Figure 5. Rework waiting time (Time Units) 

Figure 5 shows the results for rework waiting time, PFB1 

and PFBB are highly effective in reducing the waiting times 

at both bottleneck stations at all levels of severity. When 

CONWIP, immediate release and PFB1 are concerned, at 

a low level the results are same, but as the severity increases, 

CONWIP works better than other release policies. PFB1 

shows better results at low and medium levels of severity 

but its performances diminish at the higher level of severity. 

PFB1 limits only the bottleneck station-I and parts passed 

the first bottleneck will wait at the second bottleneck, which 

results in work in process, hence performance declines. 

Figure 6 shows the resource utilization of the first 

bottleneck station during PTV. Resource-I is utilized 

approximately from 83 to 85 per cent of the times 

irrespective of the level of PTV. This indicates the 

utilization of resource-I is uninterrupted due to the 

changes in processing time. The variance observed in the 

bottleneck station-I is quite less compared to the bottleneck 

station-II. 

 

 
Figure 6. Resource-I Utilization (Percent) 

 
Figure 7. Resource-II Utilization (Percent) 

From the graph, it is clear that utilization of resource-II 

increases from 71 to 92 per cent with the increases in process 

time variability. As the rework increases the resource 

requirements also increase which in turn improves the 

utilization. An extra 8 per cent of capacity cushion still is 

available to accommodate any variation in orders. Resource 

utilization of bottleneck station-II is shown in figure 7. 

5.2. Downtime levels 

The influence of different levels of downtime on 

performance of flow shop was also investigated. 

Consideration of downtime levels is based on factors that 

give rise to downtime such as unexpected machine 

breakdowns, tool failures and supply chain failures. We 

investigate the influence of three levels of down time on the 

work-in-process inventory and throughput under different 

release methods. The performance in terms of work in 

process and throughput of is shown in the graphs, (Figure 

8 to Figure 9) with the X-axis representing downtime level 

from 10% to 20%. 
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Figure 8. Work in process at downtime levels (Units) 

The fluctuations in work-in-process under different 

down time level is shown in Figure 8. PFB1 and PFBB 

generated better results regardless of levels of downtime. 

CONWIP     performed     moderately     but performance 

is same at all levels. IMMD and PFB2 are not influenced 

by the downtime level. 

 
Figure 9. Throughput at downtime levels (Units) 

Figure 9. Shows the throughput at various levels of 

downtime. We observed that release methods IMMD and 

PFB2 are suitable at lower downtime, CONWIP is best when 

downtime is moderate and PFB1 and PFBB which works 

better when downtime level is high. 

5.3. Capacity cushion at bottleneck-I 

Literature shows that provision of protective capacity at 

non-constraints will improve the shop performance [18]. 

We consider the capacity cushion at constraint station in 

terms of improving skill level. We assume that skill level 

improvement will bring down the bottleneck process time. 

We examine the shop performance like work-in-process and 

throughput at different levels of capacity cushion. The 

performance in terms of work in process and throughput of 

is shown in the graphs, (Figure 10 to Figure 11) with the X- 

axis representing downtime level from 0% to 4%. 

Capacity cushion versus work in process graph is shown 

in Figure 10. The work-in-process slightly decreases if 

capacity cushion is introduced but there is no significant 

improvement. PFBB, PFB1 and CONWIP were not much 

influenced by the variation of capacity. However, influence 

was observed in PFB2 and IMMD release methods. 

 
Figure 10. Work in process under capacity cushion (Units) 

 

 
Figure 11. Throughput under capacity cushion (Units) 

In Figure 11, we see that throughput improves at 2% 

improvement of skill level but decreases at 4% 

improvement. The trend of graph looks same with respect to 

all release methods. Further improvement of skill level may 

have adverse effect on the performance. Based on the 

throughput outcome CONWIP outperformed over other 

release methods. 

5.4. Discussion of results 

Gilland [12] argues that in case of dual bottlenecks 

PFBB dominates other policies like COWIP, PFB1 and 

PFB2. In this case it may be certainly true but when process 

time variability is introduced in a shop with dual bottlenecks 

CONWIP outperforms other release methods. Gilland [12] 

demonstrates that if the limit for work in process is set 

maximum at second bottleneck machine PFBB works 

exactly like PFB1. We observe similar behavior in our 

model and it is due to the shift in control point from second 

bottleneck to first bottleneck. Betterton and Cox [9] argued 

that release method can be chosen as to help overcome 

variability. Additionally, releasing jobs by assessing 

bottleneck capacity and stop release during unexpected 

downtimes as it might cause bottlenecks. We use similar 

approach in our model and observe that performance is not 

much influenced by the downtime level. It is might be due 

to availability of buffer level in front of bottleneck machine 

which absorb fluctuations during long run. Research studies 

[21-22] focused on the influence of protective capacity 

towards reducing the bottleneck shifts. Research outcomes 

state that protective capacity at non-constraint stations helps 

to overcome bottleneck shifting and improve flow time. 
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Fredendall et al. [4] found that the bottleneck and the 

protective capacity important parameter to judge the shop 

performance. Thürer et al. [7] describes that protective 

capacity can be changed either by redistributing capacity or 

by manipulating the flow shop work. We redistribute work 

in flow shop by placing capacity cushion at bottleneck 

station in terms of improvement in skill level. We found that 

improvements are certainly possible with optimum level of 

capacity cushion. 

6. Conclusion 

This research has investigated the performance of a flow 

shop with different release methods under distinct levels of 

uncertainty. Simulation model of a production system was 

developed which has six workstations with two bottleneck 

stations. The performance of the production is measured in 

terms of production time, work in process inventory, 

throughput, resource utilization and waiting time at 

bottleneck machines. Simulation results show that 

CONWIP is best ORR in terms of all performance 

measures, at higher process time variability. However, 

when the performance is measured based on waiting time 

and work in process level, PFB1 performed better at the 

medium level of process time variability and PFBB is best 

at lower levels of process time variability. The improvement 

in resource utilization is observed, as there is an increase in 

the process time variation. The ANOVA results showed that 

PTV has a significant effect on performance. However, the 

main effects of ORR and the interaction effects of 

ORR*PTV are statistically significant only with respect to 

fabrication waiting time and rework waiting time. It is 

insignificant on other factors, which may be due to two 

following reasons: i) the process that considered has 

machines with less process time difference between the 

machines. ii) The bottleneck release methods exercised in 

this study are similar type. When downtime is introduced at 

bottleneck station, PFBB and PFB1 outperformed. 

CONWIP worked well when a capacity cushion placed at 

bottleneck station, results show that any further addition of 

capacity may lead to loss of performance. The release 

methods applied in the study used work in process as control 

criteria, i.e., the work in process level is varied in each 

release methods. Hence, the release methods are not 

significant for the considered scenario. However, as other 

studies this study too have limitation, we have not 

considered the aspect of due date which could be 

incorporated into future research and analyzed. Literatures 

suggest that six sigma practices would help to improve 

quality of product and reduce production time by 

concentrating on process parameters [23]. Further studies 

are also possible that focus on reducing quality problems by 

incorporating six sigma methodologies. 
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Abstract 

This paper aims to investigate the effects of sulfur addition on enhancing the mechanical properties of Nitrile Butadiene 

Rubber (NBR) composites. The composites were prepared with the assistance of internal mixer and two-roll mill, and then the 

speciemns were vulcanized by electrically heated press. The NBR composites were prepared with different sulfur contents (2, 

3, 4, 5, and 7 phr). The tensile strength, hardness, compression set, tear strength, and swelling ratio were investigated. The 

experimental results showed that the addition of sulfur to NBR composites improved their mechanical properties. The unaged 

NBR composite containing 7 phr of sulfur gives the best 20% modulus (650% improvement), and shore A hardness (27.4% 

improvement). However, the unaged NBR composites containing 4 phr of sulfur gives the minimum compression set (i.e., 

3.2%). Also, adding small amount of sulfur (less than 4 phr) increases the tear strength. The unaged NBR composite containing 

2 phr of sulfur gives the best tear strength (106% improvement). The swelling ratio decreases significantly with adding sulfur 

contents. The unaged NBR composites containing more than or equal to 3 phr of sulfur give 0% swelling. Also, the effects of 

different aging conditions were investigated. The results showed that NBR composites which were aged in ozone and air 

degraded more seriously than those aged in oil. 
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1. Introduction 

Rubbers are extensively used in industrial components 

(vibration isolators, automotive belts, fuel hoses, oil seals, 

gaskets, etc.)[1], and can also used in civil engineering 

applications to improve seismic performance[2]. Fillers and 

additives are used to control the mechanical properties of 

rubber, to reduce the cost of rubber products, and to improve 

rubber processing [1]. Different types of fillers and 

additives have been considered in rubber production, such 

as carbon black, silica[2], titanium dioxide [3], carbon fiber 

[4], carbon nanotubes [5], kaolin [6], nano kaolin [7], hybrid 

fillers [1], etc. The choice of fillers and additives is closely 

related to the kind of required properties. In recent years, 

several researchers have studied the effects of fillers and 

additives on the mechanical properties of Nitrile Butadiene 

Rubber (NBR). Carbon black (CB) is commonly used to 

enhance the mechanical properties of NBR. Mostafa et al. 

[8, 9] found that increasing CB content, improves the tensile 

and compressive strength, hardness, compression set ratio, 

and wear resistance of NBR, on the other hand, increasing 

CB content can reduce the ductility and swelling ratio. 

Salkhord and Ghari [10] found that using hybrid filler, 

which consists of organoclay and nano-calcium carbonate, 

showed reinforcement of NBR. This filler improved 

significantly the tensile strength and decreased the swelling 

coefficient. The effect of using silica and nanoclay as a 

hybrid filler in NBR was investigated by Salehi et al. [11]. 

The results showed that this hybrid composite has higher 

strength and ductility compared to silica or nanoclay filled 

NBR. Düşünceli et al. [12] investigated the effect of 

polyurethane (PU) and carnouba wax (CW) on the 

mechanical properties of NBR coating gloves. They found 

that adding CW to NBR coating gloves increased slightly 

the breakage force,  and decreased slightly the elongation at 

breakage, and increased the abrasion resistance. On the 

other hand, adding PU to NBR decreased the breakage 

force, and increased elongation at breakage, and decreased 

the abrasion resistance. Sadeghalvaad et al. [13] studied the 

effect of adding multiwall carbon nanotubes (MWCNT) and 

carbon nanofibers (CNF) to reinforce NBR. The results 

showed that increasing the contents of MWCNT or CNF 

increased the hardness, and decreased the elongation at 

break and compression set ratio. However, 5 phr of 

MWCNT or CNF gave the highest strength of the prepared 

NBR composites. The effects of waste materials on the 

mechanical properties of NBR were also studied. Setyarini 

et al. [14] considered the influence of the addition of waste 

materials on hardness and tensile strength of NBR. In 

particular, they investigated the effect of adding rice husk, 

recycled rubber, and charcoal. They found that the addition 

of these waste materials led to increase the hardness of 

NBR. On the other hand, various effects were observed on 

the tensile strength. For example, rice husk and charcoal led 

to reduce the tensile strength while the recycled rubber filler 

* Corresponding author e-mail: nabeel@ttu.edu.jo. 
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led to increase the tensile strength slightly. Taib et al. [15] 

used nanocrystalline cellulose (CNC) as a reinforcement 

agent in NBR. They found that 5 phr of CNC was very 

efficient to improve the overall mechanical performance. 

Sulfur is a vulcanizing agent which is widely used for 

chemically crosslinking of unsaturated elastomers. The use 

of sulfur alone leads to a slow reaction, so the optimal effect 

of sulfur vulcanization systems is attained in the existence 

of activators and accelerators [16]. The chemistry of 

vulcanization is complex and the resulting crosslinks may 

be monosulfidic (C-S-C), disulfidic (C-S2-C), and 

polysulfidic (C-Sx-C, x = 3-6). The amounts of these bonds 

depend on the vulcanization system, the cure time, and the 

temperature. Increasing the ratio between sulfur and 

accelerators decreases the monosulfidic and increases the 

polysulfidic [17]. In general, increasing the ratio between 

sulfur content and accelerator in rubber increases the 

crosslink density [18]. The structure and density of the 

crosslinks have a significant influence on rubber composite 

properties [19]. Several researches have been performed to 

study the effects of sulfur addition on the mechanical 

properties of rubber composites. For example, González et 

al. [17] investigated the effect of using two vulcanization 

systems (i.e., conventional and efficient) on the physical 

properties of unfilled natural rubber (NR). High sulfur 

contents and low accelerator contents are called 

conventional cure systems, while, low sulfur contents with 

high accelerator contents are known as efficient cure 

systems. They found that the tensile and tear strengths are 

higher for conventional cure systems. Tamási and Kollár 

[19] investigated the effect of different content of sulfur 

curing system on the hardness of NR. It was found that the 

hardness of NR composites increased significantly with 

increasing sulfur content. El-Nemr [20] investigated the 

effect of different curing systems on the mechanical 

properties of NBR composites. The results showed that the 

crosslink density increased with increasing the contents of 

sulfur, dicumyl peroxide, dicumyl peroxide/coagent, and 

radiation/coagent. The NBR composites contained varied 

contents of sulfur (1, 1.5, and 2 phr) and a fixed content of 

CB (30 phr). With increasing sulfur content in NBR 

composites, the hardness, modulus of elasticity, and 

modulus at a given elongation increased, but swelling ratio 

decreased. 

Most of the rubbers used in industry are frequently 

subjected to environmental conditions such as elevated 

temperature, ozone, oil, etc. If the rubbers are subjected to 

these conditions, their properties will degrade during the 

time (thermal aging). The main processes during thermal 

aging are (1) aging due to volatilization and loss of fillers 

and additives [21], and (2) thermal oxidative aging reactions 

including crosslink formation, crosslink breakage, main-

chain scission, etc. [22]. The crosslinking and chain scission 

reactions change the network structure. These changes 

affect significantly the mechanical properties [23]. The 

effect of aging of NBR on its mechanical properties has 

been studied for many years. For example, Mostafa et al. 

[24] studied the effect of CB content on the thermal aging 

resistance of NBR composites under different aging 

temperature. They found that thermal aging in oven 

increased the hardness, decreased the tensile and 

compressive strengths. However, increasing CB content 

decreased the aging resistance. Zhao et al. [25] investigated 

the effect of aging period and temperature on NBR 

composites using recovery from bending (RFB) test and 

hardness test. The obtained results showed that increasing 

the aging temperature and time decreased the RFB% and 

increased the hardness. The results showed that the aging 

process passed through three stages; before 60 h, between 

60 h and 1700 h, and after 1700 h. In the first stage, NBR 

lost some additives such as paraffin and antioxidants. In the 

second stage, further loss in additives occurs and the cross 

linking plays a dominant role. In the third stage, the cross-

linking density is very high and severe oxidation happens 

and causes chain scissions. 

Although extensive researches were carried out to study 

the effect of fillers and additives on the mechanical 

properties of Rubbers, the studies on the effects of sulfur 

addition on mechanical properties of NBR composites are 

quite limited. To the best of authors’ knowledge no article 

studies the effects of thermal aging resistance of NBR 

composites with variable sulfur contents. Therefore, the aim 

of the present study is to investigate the effects of adding 

sulfur with different amounts (2-7 phr) on the mechanical 

properties of NBR composites, filled with 50 phr of carbon 

black, and to determine the effects of thermal aging in oil, 

in air, and in ozone on the mechanical properties of the 

prepared composites. The mechanical properties are 

analyzed in the context of tensile properties, hardness, 

compression set, tear strength, and swelling ratio. 

2. Experimental part 

2.1. Materials 

The constituent components for preparation of NBR 

composites include NBR-7150 (28% acrylonitrile, Moony 

viscosity (ML1+4) of about 51 at 100oC, and specific 

gravity of 0.98), zinc Oxide (ZnO), stearic acid, carbon 

black N330, aromatic oil, tetramethyl thiuram disulfide 

(TMTD), benzothiazole disulfide (MBTS), and sulfur. All 

the materials used in this study were supplied by the Higher 

Institute of Rubber, Yanbu, Kingdome of Saudi Arabia. The 

CB was used as a filler, ZnO and stearic acid were used to 

activate the curing process, TMTD and MBTS were used to 

accelerate the cure and control cure rate, sulfur was used as 

a curing agent, and the aromatic oil was used to help in 

mixing, calendering, and molding. The specimens 

investigated in this study were composed of NBR 

composites with different contents of sulfur according to the 

recipes shown in Table 1. The code letter S represents sulfur 

and the subscript represents the amount of sulfur in part per 

hundred part of NBR (phr).  

The mixing of the ingredients was carried out in two 

steps. In the first step, the NBR, CB, ZnO, stearic acid, and 

aromatic oil were mixed in the internal mixer. In the second 

step, the TMTD, MBTS, and sulfur were added to the blend 

and mixed on a two-roll rubber mill at 75oC. The optimal 

vulcanization parameters were determined using Moving 

Die Rheometer (MDR). The vulcanization was carried out 

using electrically heated press at 140oC for 20 min. 

Thereafter, the resulted vulcanized NBR sheets were 

maintained at ambient conditions for 24 hour, then test 

specimens, were cut from the sheets. 
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Table1. Formulated composition of NBR composites. 

Ingredient Quantities (phr) 

S0 S2 S3 S4 S5 S7 

NBR-7150 

(Low) 

100 100 100 100 100 100 

ZnO 5 5 5 5 5 5 

Stearic acid 2 2 2 2 2 2 

Aromatic oil 10 10 10 10 10 10 

Carbon black 

(330) 

50 50 50 50 50 50 

MBTS 2 2 2 2 2 2 

TMTD 0.15 0.15 0.15 0.15 0.15 0.15 

Sulfur 0 2 3 4 5 7 

2.2. Aging methods 

One objective of this paper is to study the effect of sulfur 

content on the ability of NBR to withstand the effect of 

aging under different aging conditions to identify the 

behavior under degradation environment which rubber 

usually subjected. Three different aging scenarios were 

considered (i.e., aging in oil, aging in ozone, and aging in 

air). Thermal aging of NBR composites was carried out in a 

temperature-controlled air-circulating oven at 100 ºC for 24 

hours. Specimens were either hung in the air (air aging) or 

immersed in oil tubes open to air (oil aging).Then, the 

specimens were taken out of the oven, cleaned by tissues, 

and cooled to room temperature. The aging in ozone was 

carried out in an ozone climate chamber with an ozone 

concentration of 200 ppm for 24 hours.  

2.3. Testing methods 

The tensile characteristics of NBR composites were 

acquired using a 10 kN capacity tensile tester (AT 10, 

AlphaTecnologies, OH, USA) based on ASTM D-412 

standards [26]. The specimens were cut from NBR 

composites molded sheets into dumbbell shape using sharp 

and free of nicks cutting die (gauge length of 33 ± 0.25 mm, 

width of 6 ± 0.25 mm, and thickness of 2 ± 0.04 mm). The 

test cross head speed was 500 mm/min. The tensile tests 

were recorded as the average of three repeated tests for each 

NBR composite.  

The hardness tests were applied according to ASTM 

D2240 standard [27]. The hardness was measured by using 

Shore A durometer (RX-DD-4, Electromatic, NY, USA) 

with an accuracy of 0.1 Shore A. On each specimen, the 

hardness was measured at five different locations, from 

which the average Shore A hardness was determined. 

Compression set is a measure of the ability of rubber to 

retain their elastic properties after prolonged compression at 

constant strain. Compressions set tests were applied based 

on ASTM D-395 standard [28]. The specimens have 

cylindrical shape with diameter of 29.0 ± 0.5 mm and 

thickness of 12.5 ± 0.5 mm.  The molding assembly shown 

in Fig. 1 is used for the tests. It consists of two plates and 

four bolts to compress the NBR specimens, and two spacers 

to allow enough clearance for bulging of the NBR 

specimens. The specimens were compressed to 25% of the 

initial thickness and the whole assembly was placed in an 

oven at 100oC for 24 hour. Then, the specimens were 

allowed to cool (i.e., allow the specimens to rest on a poor 

thermally conducting surface such as wood), and then the 

final thicknesses of the specimens were measured. The 

compression set percentage was used to measure the 

permanent deformation and can be given by  

. % 100%
o f

o s

t t
Comp set

t t


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
,           (1) 

where 
ot  and 

ft are the original and final thicknesses of the 

specimen, respectively, and st  is the spacer thickness. The 

compression set tests were recorded as the average of five 

repeated tests for each NBR composite. 

The specimens of the tear strength were cut into 90 

degree angle-shaped specimens and the tests were applied 

according to ASTM D624 standards [29] using a 10 kN 

capacity tensile tester (AT 10, Alpha Tecnologies, OH, 

USA) with cross-head speed of 8.5 mm/s. The testing 

machine applies a tension force on the specimen until the 

tear take place some way perpendicular to stress direction. 

Tear strength is given by 
maxF t ; where 

maxF is the 

maximum force required to rip a rubber sample, and t is the 

average thickness. The tear tests were recorded as the 

average of three repeated tests for each NBR composite. 

Swelling tests were applied based on ASTM D-471 

standards [30]. The dimensions of test specimens are 25 mm 

x 15 mm x 2 mm. Initially, the weights of the dry specimens 

were measured. Then the specimens were immersed in oil 

(i.e., Castrol Engine Oil 20w-50) in a heating device at 100o 

C and for 24 hours. After that, the specimens were removed 

from the test tubes, the oil was cleaned from specimens’ 

surfaces, and the specimens were immediately weighted. 

The swelling ratio ( %Q ) was used to describe the swelling 

behavior of NBR composites and defined as 

% 100%A o

o

W W
Q

W


  ,             (2) 

where 
oW and 

AW  are the weights of the specimens before 

and after swelling, respectively. The oil swelling tests were 

recorded as the average of five repeated tests for each NBR 

composite. 

 

Figure 1. Compression set assembly 

3. Results and Discussion 

To determine the effect of sulfur addition on the 

mechanical properties of NBR composites, specimens with 

different sulfur contents were prepared according to recipes 

in Table 1. The results of tensile test are represented in Figs. 
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2 and 3. Figure 2 shows the variation of stress at 20% strain 

(20% modulus) with sulfur content for different aging 

scenarios, and Fig. 3 shows the variation of strain at 1.5 

MPa-stress. It is clear from Fig. 2 that the NBR composites 

with sulfur have high strength compared with NBR 

composites without sulfur. For example, the 20% modulus 

of the unaged NBR composites with 7 phr sulfur was 4.92 

MPa in comparison with 0.65 MPa for unaged NBR 

composites without sulfur. This might be attributed to the 

crosslinking density which, in general, increases with 

increasing sulfur content in rubber [18] (i.e., with increasing 

sulfur content, the number of sulphidic bonds increases and 

thus the crosslinking density increases also). The increase 

of the crosslinking density leads to the reduction of rubber 

chains mobility. As a consequence, lower strain is observed 

with adding sulfur (see Fig. 3). For example, the strain, at 

1.5 MPa-stress, of unaged NBR composites with 7 phr 

sulfur was 0.054 in comparison with 1.487 for unaged NBR 

composites without sulfur. 

 

Figure 2. The variation of tensile stresse of NBR composite with 

different sulfur contentsand aging scenarios at 20% strain (20% 

modulus). 

 

Figure 3. The variation of strain of NBR composites with different 

sulfur contents and aging scenarios at 1.5 MPa-stress. 

During aging, NBR composites lost some additives and 

fillers [21], and some oxidation reactions occurred such as 

crosslinking and chain scission [22]. In general, the loss of 

additives and fillers has a negative effect on the strength of 

NBR composites. On the other hand, increasing the 

crosslinks increases the strength to some limit. After that, 

the higher crosslinking density results in the reduction of the 

strength (i.e., over crosslinking takes place) [23]. As shown 

in Fig. 2, thermal aging in air reduced the strength of NBR 

composites and this might be attributed to the dominant 

effect of the loss of additives and fillers. However, thermal 

aging in oil enhanced the strength of NBR composites, and 

this might be explained as the oil itself adhered to the 

surface of NBR specimens and formed a protective layer 

which slowed down the migration and volatilization of the 

additives and fillers from NBR composites. Also, the oil 

itself oxidized which lowered the oxygen concentration 

around the rubber specimens [31]. Thus, the effect of 

crosslinking is dominant in this case. It is worth to note that, 

in this study, the accelerating aging processes were carried 

out for duration of 24 h only. For longer thermal aging 

period, the crosslinking density becomes very high and 

severe oxidation happens and causes more chain scissions 

[25]. 

The hardness results of the prepared NBR composites 

are presented in Fig. 4. The results were dependent on the 

content of sulfur and type of aging. For all NBR composites, 

the hardness increased by increasing sulfur content, and this 

results might be attributed to the fact that increasing sulfur 

content increases the crosslinking density which makes the 

NBR composites harder. Results with similar trend, for 

unaged NBR composites, were obtained by El-Nemr [20]. 

For unaged NBR composites, the highest hardness was 79 

ShA for the unaged NBR composites with 7 phr sulfur 

which is greater than the hardness of the unaged NBR 

composites without sulfur by 27.4 %.As shown in Fig. 4, 

aging NBR composites in air and ozone increased the 

hardness due to the crosslinks formation and the oxidizing 

layer at the surface of specimens [24]. However, aging in 

oil decreased the hardness because the oil penetrated into 

the rubber caused softening for the surface of specimens.  

 

Figure 4. The variation of shore a hardness of NBR composites 

with different sulfur contents and aging scenarios. 

The results of the compression set tests are presented in 

Fig.5. The figure shows the variations of the compression 

set percentage of NBR with sulfur contents and type of 

aging. As shown, the compression set of NBR decreased 

rapidly by adding sulfur. The results can be interpreted by 

the increase in the crosslinking density in NBR composites. 

Therefore, the mobility of the rubber chains decreased. For 

example, the compression set percentage for unaged NBR 

composites with 4 phr sulfur content was 3.2% in 

comparison with 58.3% for unaged NBR composites 
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without sulfur. Aging processes decreases significantly the 

ability of NBR composites to elastic recoveryafter 

removing the load. By aging, the crosslinking increased and 

the network structure became tighter, and thus the 

compression set increased [32]. The compression set of 

NBR composites aged in air and ozone is greater than that 

of NBR composites aged in oil, indicating the more severe 

degradation. Results with similar trend, for unaged 

hydrogenated NBR seals, were obtained by Lou at al. [33]. 

For thermally aged specimens, with increasing sulfur 

content, the compression set decreased noticeably followed 

by an increase. The increase of compression set percentage, 

at high sulfur content, might be attributed to the formation 

of polysulfidic bonds between rubber molecules. These 

polysulfidic bonds are more susceptible to cleavage during 

thermal aging than mono- and disulfidic bonds [17] 

The tear strength of NBR rubber composites with 

different sulfur contents is shown in Fig.6. Tear strength 

increased with increasing sulfur contents up to 2 phr of 

sulfure, and then the tear strength decreased with increasing 

the sulfur contents. For unaged specimens, the maximum 

tear strength was 35 kN/m, which is 106 % greater than the 

tear strength of NBR without sulfur. By increasing sulfur 

content, the crosslinking density increased. Reasonable 

increasing of crosslinking density improved the tear 

strength considerably. High crosslinking density (i.e., over-

crosslinking) caused unbalanced distribution of 

crosslinking points and caused stress concentration during 

loading process, which finally resulted in a reduction of tear 

strength of rubber composites [17].  

In addition to mechanical properties, the capability of NBR 

composites to swell oil was investigated. Oil swelling has 

negative effects on rubber. Oil may extract chemicals from 

rubber or it may chemically react with it which can lead to 

deterioration of the mechanical properties with time. The 

results of swelling tests, for unaged specimens, are shown 

in Fig.7. It can be seen that the swelling ratio of NBR 

composites decreased significantly with adding sulfur due 

to the increase of crosslinking density. These crosslinks 

restrict extensibility of the rubber chains induced by 

swelling and make it more difficult for oil to diffuse into the 

gaps between rubber molecules and decrease the swelling 

percentage. The swelling ratio for NBR composites, with 

sulfur contents equal or greater than 3 phr, was almost 0%.

Figure 5. The variation of compression set ratio of NBR 

composites with different sulfur contents and aging scenarios. 

 

Figure 6. The variation of tear strength of NBR composite with 

different sulfur contents and aging scenarios. 

 

Figure 7. The variation of swelling ratio of NBR composite with 

different sulfur contents 

4. Conclusion 

The current work investigates the influence of sulfur 

contents and aging conditions on the mechanical properties 

of NBR composites.  Tensile, hardness, compression set, 

tear strength, and swelling properties were examined. Also, 

accelerating aging of NBR composites in oil, air, and ozone 

for 24 h was investigated. The following conclusions can be 

made: 

1. Sulfur addition affects significantly the tension 

properties of NBR composites. In general, the 20% 

modulus increases and strain at 1.5 MPa-stress decreases 

with increasing sulfur content. The average 20% 

modulus of unaged specimens, with 7 phr of sulfur, is 

4.92 MPa while that of unaged specimens, without 

sulfur, is 0.65 MPa. Thermal aging of NBR composites 

in oil increases the 20% modulus while aging them in air 

or ozone decreases the 20% modulus. 

2. Sulfur addition increases the shore A hardness of NBR 

composites. The average shore A hardness of unaged 

specimens, with 7 phr of sulfur, is greater than that of 

unaged specimens, without sulfur, by 27.4%. The aging 

of NBR composites in air or ozone increases shore A 

hardness. On the other hand, the aging of NBR 

composites in oil decreases shore A hardness. 
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3. Increasing sulfur content in NBR composites decreases 

compression set considerably. For unaged NBR 

composites, using 4 phr of sulfur, decreases the 

compression set percentage to 3.2%, while the 

compression set percentage for specimens without sulfur 

is 58.3%. Thus, NBR composites with sulfur content are 

very good candidate to use in gaskets, seals, and 

vibration isolation blocks. Aging of NBR composites in 

air or ozone increases the compression set and reaches a 

value of 100% for specimens without sulfur. 

4. Tear strength of NBR composites increases by 

increasing sulfur content and reaches a maximum value 

at 2 phr of sulfur content. Then, increasing sulfur content 

decreases the tear strength.  For unaged specimens, with 

2 phr of sulfur content, the maximum tear strength was 

35 kN/m, which is 106 % greater than the tear strength 

of unaged specimens without sulfur. 

5. Adding sulfur to NBR composites decreases 

significantly the swelling ratio. The swelling ratio 

reaches 0% when the sulfur content greater than or equal 

to 3 phr. 

6. NBR composites which are aged in ozone and air 

degrade more seriously than those aged in oil. 
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Abstract 

Transnational firms operate in turbulent and competitive marketplaces. They continually find ways to optimize their internal 

supply chains to guarantee that firms achieve operating goals of high quality, quick response time, smooth fabrication 

schedules, and timely deliveries under the reality of limited capacity and unreliable machines/processes. This study considers 

a vendor–buyer integrated batch-fabrication problem with outsourcing, rework, machine failures, and multiple deliveries to 

facilitate better decision making and assist enterprises in increasing their competitive advantages. We assume that a portion of 

a batch is outsourced in order to reduce manufacturing uptime, and in-house production experiences undesirable situations, 

such as machine failures and nonconforming stock making. Corrective action on failures and repair tasks of the nonconforming 

are undertaken in each cycle as they occur. The finished stocks are then shipped under the multiple-deliveries plan. We build a 

model to explicitly depict the problem and determine the problem’s cost function through formulations and derivations. The 

convexity of cost function and the optimal uptime are obtained via differential calculus and a proposed specific algorithm. 

Lastly, we offer a numerical example to show our proposed model makes diverse crucial system information, such as the 

individual and joint impact of outsourcing, rework, random failures, as well as the frequency of delivery on different features 

and the optimal uptime of the problem, easily accessible, to assist enterprises in strategic planning, management, and decision 

making in their practical intra-supply-chain environments. 
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Keywords: Vendor-buyer integrated system, Hybrid batch fabrication, Machine failures, Rework, Multi-delivery; 

1. Introduction 

To facilitate better decision-making for transnational 

enterprises and assist them in increasing competitive 

advantages, we explore a vendor-buyer integrated batch-

fabrication problem with outsourcing, rework, machine 

failures, and multiple deliveries. Many real-world 

production processes experience undesirable situations, 

such as machine failures and nonconforming stock making. 

Corrective actions on failures and repair tasks of the 

nonconforming are undertaken to avoid unwanted 

disruption/delay in production and poor/unacceptable 

product quality. Lee and Moinzadeh [1] considered a multi-

echelon batch-ordering-based repairable system to analyze 

its operating characteristics. The authors evaluated the 

outstanding orders’ distribution and subsequently 

backorders as two parameters in their proposed 

approximation scheme. Through tests of various scenarios 

of infinite and finite servers, they found that their proposed 

scheme could effectively determine the system stock levels 

that minimize the total inventory holding and backordering 

costs. The authors also compared certain outstanding 

orders’ distribution to that in the existing literature. 

Groenevelt et al. [2] explored the batch-production problem 

considering an unreliable manufacturing facility and safety 

stocks. They assumed the machine failure rate is constant, 

but failure repair time is random. To meet the desired 

service level, safety stocks are used. Different bounds for 

service levels were set to explore the influence of various 

system parameters on these ranges. The authors introduced 

a policy for production control to show how safety stock 

works under the renewal process type of a specific single-

server queue. They also demonstrated how their results 

could be fitted in a wider resource allocation managerial 

decision making. Moini and Murthy [3] considered the 

batch-sizing problem of an unreliable fabrication system. 

The authors built a model to clearly characterize their 

unreliable system and different repair strategies to 

determine the cost-minimization batch sizes under these 

separate strategies. Sha et al. [4] studied a photolithography 

scheduling problem for wafer fabrication considering an on-

line rework policy. The authors incorporating on-line 

rework into the dispatching rule with the aim of reducing 

production procedure and machine workload, as well as 

increasing the output rate. Goerler and Voß [5] investigated 

* Corresponding author e-mail: echungc@cyut.edu.tw. 
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the impacts of nonconforming stock and rework process on 

the batch-size problem with limited capacity. The mixed-

integer programming technique was presented to deal with 

the problem. Diverse numerical experiments were carried 

out to analyze the influences of variations in defective 

occurrences on computer times needed to generate the batch 

size solution. Extra studies [6-14] explored the influence of 

various characteristics of the unreliable machine and rework 

strategy on manufacturing systems and operations 

management. 

In the production planning/scheduling stage, the 

outsourcing alternative can effectively achieve these goals 

to reduce the manufacturing uptime and/or release some 

workloads from the machine. Gaimon [15] examined the 

strategic trade-offs problem regarding subcontracting 

versus capacity expansion, specifically, for the service-

sector environments featuring excessive seasonal demand 

or quick technological improvement, where demand 

exceeds current inventory/capacity. The author explored the 

critical influence of subcontracting on the company’s 

competitive pricing strategy and found out that the optimal 

price policy can be determined by the higher of either unit 

subcontracting cost or unit in-house fabrication cost. 

Jolayemi and Olorunniwo [16] examined a deterministic 

multi-plant production-transportation problem with 

multiple warehouses and subcontracting options. A profit-

maximization model was developed to help decide the 

optimal plans for the (1) batch sizes for each factory, (2) 

shipping quantities from each factory to each warehouse, 

(3) on-hand inventories for each warehouse, and (4) 

subcontracting quantities for each warehouse. The authors 

gave numerical examples to demonstrate how their model 

works and discussed the limitations of their proposed 

model. Arias-Aranda et al. [17] considered the benefits and 

operations flexibility from implementing an outsourcing 

strategy in service-oriented enterprises. The authors carried 

out their study by the structural analysis to reveal that 

outsourcing benefits significantly increase as the 

operations’ flexibility rises, especially in the operational 

areas of the firms’ markets, personnel, expansion, and 

information systems. Rosar [18] studied the relationship 

between strategic subcontracting and the optimal purchase 

policy. The author first presented an outsourcing option that 

relies on non-cost-savings subcontracting mechanisms and 

then extended to cost-savings relevant rationale, discussing 

the incentives of sellers who are involved in nested 

subcontracting policies. Additional works [19-23] explored 

the influence of diverse outsourcing characteristics on the 

manufacturing sectors and business management. 

 Furthermore, in real-world supply-chain 

environments, goods’ transportation is often arranged via 

multiple shipments at specific time intervals. Banerjee and 

Burton [24] examined the influence of coordinated versus 

independent stock replenishing disciplines on a single-

vendor multi-buyers problem. The authors performed 

numerous simulation experiments to show that for discrete-

lots procurements in a single-vendor multi-buyers problem, 

the classical batch-size models cannot satisfactorily solve 

them. The authors recommended that the coordinated 

common replenishing cycle model is a better approach. 

Swenseth and Godfrey [25] incorporated the existing 

transportation cost functions (in the literature) into the stock 

replenishing decision making without giving in the 

accuracy of the decision or increasing unnecessary 

complexity to its process. Toews et al. [26] examined the 

classical economic batch ordering/production quantity 

problems allowing partial backordering option, wherein the 

backlogging rate is a linear function of the time to delivery. 

Montarelo et al. [27] studied the four-echelon inventory 

management decision in the decentralized supply-chain 

environments using a Tabu searching metaheuristic. The 

authors assumed different service levels to cope with the 

market’s stochastic demands. They proposed a global 

simulation approach to explore/optimize the four-echelon 

linear/nonlinear supply chains and revealed significant 

differences among echelons in critical inventory and cost 

parameters. Furthermore, the authors believed that their 

proposed approach could be generalized for border 

applications.  

Recent studies explored the influence of various features 

of multiple deliveries on different fabrication-transportation 

and supply-chain systems. Focusing of these works, 

including on pricing and lot sizing in a two-echelon supply 

chain [28], optimization of a specific closed-loop green 

supply chain [29], price profit structuring for single-vendor 

and multi-buyer system [30], multiproduct multi-shipment 

system with expedited rate and rework [31], and stochastic 

supply chain featuring imperfect production and 

controllable defects [32]. Since few of the works mentioned 

above have examined the collective influence of machine 

failures, outsourcing, multiple deliveries, and rework on 

batch-fabrication decision making, this study aims to bridge 

the gap and explicitly build a decision support model to help 

today’s transnational firms handle the challenge of vendor’s 

unreliable fabrication process, meeting buyer’s timely 

needs of quality multiproduct, and keeping the total 

operating expenses at a minimum. 

2. The proposed hybrid batch fabrication vendor-buyer 

coordinated system 

The description of the proposed vendor-buyer 

coordinated system with stochastic failure, rework, 

outsourcing, and multi-delivery is given below. Consider 

that a buyer’s annual demand rate λ units of a particular 

product are to be met by a vendor using a hybrid batch 

fabrication plan. In order to shorten the cycle length, a π 

(where 0 < π < 1) portion of the batch size Q is 

subcontracted to an outside provider, and the remaining 

portion is made in-house with an annual fabrication rate P1. 

Thus, a particular unit cost Cπ and setup cost Kπ are 

connected to the outsourcing plan, with Cπ = (1 + β2)C and 

Kπ = (1 + β1)K, where β2 and β1 are the connecting 

parameters; and C and K denote the in-house unit and setup 

costs, respectively. We assume that the receipt time of 

outsourced items is scheduled before starting stock 

transportation time in each cycle. The outside provider 

promises the quality of outsourced products. 

The fabrication machine is subject to a Poisson 

distributed failure, with the mean = β per year. Thus, time 

to a machine failure t obeys the Exponential distribution 

(i.e., density function f(t) = βe–βt). An abort/resume 

discipline is used when a failure occurs. Under this 

discipline, the failure repair work starts immediately. A 

fixed repair time tr is assumed (in case that actual repair time 

is greater than tr, a rental/spare machine will be put in use to 
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avoid further fabrication schedule delay). Fabrication of the 

unfinished/interrupted lot continues immediately when the 

repair work completes. Further, a random x portion of 

nonconforming items is fabricated at a rate of d1 (where d1 

= P1x). These nonconforming stocks can be repaired in each 

cycle via a rework process, at a rate P2 and extra unit cost 

CR, when the regular fabrication ends. Shortages are not 

permitted in the proposed model; hence, (P1 – d1 – λ) > 0 

must hold.  

Once the rework process is done and the outsourced 

products are received, n fixed portions of the finished lot are 

distributed to the buyer at a fixed time interval t'nπ during 

the product transportation t'3π. The extra notation used by 

this study also includes the following: 

t1π = uptime of the proposed system – the 

decision variable, 

t'2π = rework time in failure occurrence case, 

T'π = cycle length in failure occurrence case, 

Q = batch size, 

H0 = perfect stock level when a failure 

happens, 

H1 = perfect stock level when t1π ends, 

H2 = perfect stock level when the rework 

process ends, 

H = perfect stock level upon receipt of 

outsourced products, 

M = machine repair cost, 

h = unit holding cost for the perfect stock, 

h1 = unit holding cost for the reworked 

stock, 

h2 = unit holding cost for buyer stock, 

K1 = fixed distribution cost, 

CT = unit distribution cost, 

C1 = unit cost for safety stock, 

h3 = unit holding cost for safety stock, 

g = tr, fixed machine repair time, 

D = quantity per shipment, 

I = the leftover stock in t'nπ, 

I(t) = perfect stock level at time t, 

Id(t) = nonconforming stock level at time t, 

IF(t) = safety stock level at time t, 

Ic(t) = buyer stock level at time t, 

TC(t1π)1 = total system cost per cycle in failure occurrence 

case, 

E[TC(t1π)1] = the expected total system cost per cycle in 

failure occurrence case, 

E[T'π] = the expected cycle length in failure occurrence 

case, 

TC(t1π)2 = total system cost per cycle in no failure 

occurrence case, 

E[TC(t1π)2] = the expected total system cost per cycle in no 

failure occurrence case, 

Tπ = cycle length in no failure occurrence 

case, 

E[Tπ] = the expected cycle length in no failure occurrence 

case, 

t2π = rework time in no failure occurrence 

case, 

t3π = stock distribution time in no failure 

occurrence case, 

tnπ = time interval between two consecutive 

shipments in no failure occurrence case, 

Tπ = replenishment cycle length for the 

proposed system with or without a failure 

occurrence, 

E[TCU(t1π)] = the expected system cost per unit time for the 

proposed system with or without a failure 

occurrence, 

T = cycle length for the proposed system 

without outsourcing, nor breakdown, 

t1 = uptime for the proposed system without 

outsourcing, nor breakdown, 

t2 =  rework time for the proposed 

system without outsourcing, nor breakdown, 

t3 = delivery time for the proposed system 

without outsourcing, nor breakdown. 

Two distinct situations regarding stochastic machine 

failure need to be separately explored as follows: 

2.1.  Situation 1: A stochastic failure happens during t1π 

In situation one, we have time to failure occurrence t < 

t1π. When a failure occurs, the level of perfect stock arrives 

at H0, it continues to accumulate to H1 when t1π ends, and 

the stock level reaches H2 when t'2π completes. Meantime, 

the receipt of outsourced products further brings the 

finished stock level to H at the beginning of distribution 

time t'3π. Finally, the stock level declines to zero at the end 

of the fabrication cycle (see Figure 1). 

 

Figure 1. The level of perfect stock in the proposed hybrid batch 

fabrication vendor-buyer integrated system with multi-delivery, 
reworks, and machine failure (in blue) as compared to that of a 

system with rework and multi-delivery (in black) 

The safety stock level in situation one is exhibited in 

Figure 2. It explicitly shows that at the beginning of t'3π, the 

safety items along with the finished products are distributed 

to the buyer for meeting extra product demand during tr. The 

nonconforming stock level in situation one is displayed in 

Figure 3. It illustrates the nonconforming stock levels at 

time t, t1π, and t'2π. 

The following formulas can be directly obtained from 

the description of the proposed model and by observation of 

Figures 1 to 3: 
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2.1.1. Stock status in t'3π of situation 1 

At the beginning of product distribution time t'3π, the 

outsourced and safety products are added to the finished lot 

to bring the shipping quantity up to H.  

2 rH H Q t                                                             (10) 

The stock level during t'3π can be calculated by Eq. (11) 

[31]. 
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2.1.2. The buyer’s stock holding status 

The buyer’s stock holding status in T'π can be computed 

by Eq. (12) [31]. 
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2.1.3. Total cost per cycle of situation 1 

TC(t1π)1, the total cost per cycle, consists of both the 

variable and setup costs for fabrication and outsourcing, 

safety products’ relevant costs (refer to Fig. 2), repair cost 

for equipment failure, rework cost, both setup and variable 

distribution costs, and total holding costs (including buyer’s 

stocks, reworked, finished, and nonconforming) during T'π, 

as exposed in Eq. (13). 

Substitute formulas (1) to (12) in Eq. (13), and apply the 

expected value to deal with the randomness of x, the 

following expected total system cost per cycle of situation 

one, E[TC(t1π)1] could be gained. 

 

Figure 2.  The safety stock level in situation 1 of the proposed 

system 

 

Figure 3.  The nonconforming stock level in situation 1 of the 

proposed system 
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where 
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The expected cycle length in situation one can be gained 

from Eq. (8) as follows: 
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2.2.  Situation 2: No failure happening in t1π 

In situation two, we have time to failure occurrence t  

t1π. Because no failure is happening, the perfect stock level 

accumulates to H1 when t1π ends, and it reaches H2 when t2π 

completes. Meantime, the receipt of outsourced products 

further brings the finished stock level to H at the beginning 

of distribution time t3π. Finally, the stock level declines to 

zero at the end of the fabrication cycle (see Figure 4). 
 

 
Figure 4. The level of perfect stock in the proposed hybrid batch 

fabrication vendor-buyer integrated system with multi-delivery and 

rework, but no failure happening (in blue) as compared to that of a 

system with rework and multi-delivery (in black) 

The safety stock level in situation two remains 

unchanged throughout Tπ. Likewise; the following formulas 

can be directly obtained from the description of the 

proposed model and by observation of Figure 4: 
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Equation (9) remains valid in situation two. Total 

holding inventories in t3π and at the buyer’s location (see 

Figs. 4 and 5) can be gained by applying Eqs. (23) and (24) 

[31]. 
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2.2.1. Total cost per cycle of situation 2 
 

TC(t1π)2, the total cost per cycle, consists of both the 

variable and setup costs for fabrication and outsourcing, 

safety products’ holding cost (see Figure 7), setup and 

variable distribution costs, rework cost, and total holding 

costs (including buyer’s stocks, finished, nonconforming, 

and reworked items) during Tπ, as exposed in Eq. (25). 

Substitute equations (16) to (24) and (9) in Eq. (25), and 

use the expected value to deal with the randomness of x, the 

following expected total system cost per cycle for situation 

2, E[TC(t1π)2] could be gained.
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The expected cycle length in situation two can be gained as follows: 

11 1π[ ]
Q y

E T
t P

 
                                                                                                                                                                         (27) 



 © 2021 Jordan Journal of Mechanical and Industrial Engineering. All rights reserved - Volume 15, Number 4  (ISSN 1995-6665) 400 

3. Solving the proposed system 

As we assume that Poisson distributed failure rate β per 

year, so, the time to failure t follows the Exponential 

distribution, with f(t) = βe–βt and F(t) = (1 – e–βt) (i.e., the 

density and cumulative density functions). We employ the 

renewal reward theorem to solve the E[TCU(t1π)] as 

follows. 

Substitute formulas (15) and (27) in formula (29), and 

then formulas (14), (26), and (29) in formula (28), along 

with additional efforts in derivations, E[TCU(t1π)] can be 

gained as follows (see Appendix A for details). 

The first- and second-derivatives of E[TCU(t1π)] are 

shown in equations (B-1) and (B-2) in Appendix B. Since 

the first term on the right-hand side (RHS) of Eq. (B-2) is 

positive, it follows that the E[TCU(t1π)] is convex if the 

second term on the RHS of Eq. (B-2) is also positive. That 

means if τ(t1π) > t1π > 0 holds (see Eq. (B-3) for details). 

Once Eq. (B-3) is verified to be true, we can solve the 

optimal t1π* by setting the first-derivative of E[TCU(t1π)] = 

0 (refer to Eq. (B-1)). Since the first term on the RHS of Eq. 

(B-1) is positive, we have the following. 
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Let w0, w1, and w2 stand for the following: 
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Then, Eq. (31) can be rearranged as follows: 
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(32) 

Finally, tπ* can be gained by applying the following square roots solution: 
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Since F(t1π) = (1 – e–βt1π) and its complement e–βt1π are both over the interval [0.1], and Eq. (33) can be rearranged as follows: 
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To solve t1π*, first, let e–βt1π = 0 and e–βt1π = 1, then 

calculate Eq. (33) to gain the bounds for t1π (i.e., t1πU and 

t1πL). Next step, use the current t1πU and t1πL to calculate the 

update values of e–βt1πU and e–βt1πL. Re-apply Eq. (33) with 

the current e–βt1πU and e–βt1πL to find a set of update bounds 

t1πU and t1πL. If (t1πU = t1πL) is true, then t1π* is found (i.e., 

t1πU = t1πL = t1π*), otherwise, repeat the aforementioned 

steps, until t1πU = t1πL. 

4. Numerical example 

This section offers a numerical illustration of the 

proposed hybrid batch fabrication problem in a vendor-

buyer integrated environment featuring multi-delivery, 

rework, and machine failure. The parameters’ values are 

assumed as follows (see Table 1): 

Table 1. The assumed parameters’ values in this illustration 

Kπ Cπ λ  2 K1 P2 CR C C1 K h2 

60 2.8 4000 1 0.4 90 5000 1.0 2.0 2.0 200 1.6 

x π P1 M 1 CT g h1 n h3 h  

20% 0.4 10000 2500 -0.70 0.01 0.018 0.4 3 0.4 0.4  

We first verify the convexity of E[TCU(t1π)] by using the 

aforementioned values of parameters (i.e., make sure that 

τ(t1π) > t1π > 0 (see Eq. (B-3)). 

Because e–βt1π falls within the range of [0, 1], we first set 

e–βt1π = 0 and e–βt1π = 1, and apply Eq. (33) to find t1πU = 

0.2780 and t1πL = 0.0886. Then, use the present values of 

t1πU and t1πL to calculate e–βt1πU and e–βt1πL. Lastly, apply Eq. 

(B-3) with the obtained values of e–βt1πL, e–βt1πU, t1πL, and t1πU 

to confirm that τ(t1πU) = 0.5205 > t1πU = 0.2780 > 0 and 

τ(t1πL) = 0.3073 > t1πL = 0.0886 > 0, respectively. Hence, we 

confirm the convexity of E[TCU(t1π)] for β = 1.0, thus, the 

optimal t1π* exists. Furthermore, a wider range of β values 

have been used for the convexity test to show the boarder 

applicability of our proposed system, for details please refer 

to Table 2. 

Table 2: Convexity test on E[TCU(t1π)] with a wider range of β 

values 
 

β τ(t1πU) t1πU τ(t1πL) t1πL 

10 0.7323 0.2750 0.0465 0.0215 

8 0.5757 0.2751 0.0571 0.0261 

6 0.4749 0.2752 0.0740 0.0334 

4 0.4201 0.2755 0.1053 0.0456 

3 0.4126 0.2758 0.1336 0.0553 

2 0.4290 0.2763 0.1834 0.0690 

1 0.5205 0.2780 0.3073 0.0886 

0.5 0.7162 0.2813 0.5175 0.1013 

0.01 6.0021 0.5099 5.5977 0.1160 

Now, to find t1π*, again we first set e–βt1π = 0 and e–βt1π = 

1, then apply Eq. (33) to gain the initial bounds for t1π (i.e., 

t1πU = 0.2780 and t1πL = 0.0886). Next, we use the current 

t1πU and t1πL to compute and update the values of e–βt1πU and 

e–βt1πL. Then, we apply Eq. (33) repeatedly using the current 

e–βt1πU and e–βt1πL to obtain a set of update bounds t1πU and 

t1πL. If (t1πU = t1πL) is true, then t1π* is found (i.e., t1πU = t1πL 

= t1π*), otherwise, repeat the aforementioned steps, until t1πU 

= t1πL. Iterative results for finding t1π* are exhibited in Table 

3. Hence, the optimal uptime for this example t1π* = 0.1181 

and E[TCU(t1π*)] = $12,295.06. 

4.1. Effect of main system feature on the problem 

The effect of uptime t1π on expected total system costs 

E[TCU(t1π)] is illustrated in Figure 5. It shows the initial 

bounds for t1π and the result of the final solution along with 

the convexity of E[TCU(t1π)]. 
 

 

Figure 5.  The effect of uptime t1π on expected total system costs 

E[TCU(t1π)] 

 

Table 3: Iterative results for finding t1π* 

Step # t1πU e–βt1πU
 t1πL e–βt1πL t1πU - t1πL  E[TCU(t1πU)] E[TCU(t1πL)] 

- - 0  - 1  - -  -  

1 0.2780  0.7573  0.0886  0.9152  0.1894 $13,130.30 $12,384.26 

2 0.1480  0.8625  0.1115  0.8945  0.0365 $12,349.70 $12,298.62 

3 0.1244  0.8830  0.1167  0.8899  0.0077 $12,297.94 $12,295.23 

4 0.1195  0.8874  0.1178  0.8889  0.0017 $12,295.20 $12,295.07 

5 0.1184  0.8883  0.1181  0.8886  0.0003 $12,295.07 $12,295.06 

6 0.1182  0.8885  0.1181  0.8886  0.0001 $12,295.06 $12,295.06 

7 0.1181 0.8886 0.1181 0.8886 0.0000 $12,295.06 $12,295.06 
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The influence of changes in rework-relevant ratio CR/C 

on E[TCU(t1π*)] is depicted in Figure 6. It indicates that as 

CR/C increases, E[TCU(t1π*)] rises accordingly; and it 

confirms that E[TCU(t1π*)] = $12,295 when CR/C = 0.5 (as 

assumed in our example). 
 

 

Figure 6.  The influence of changes in rework 

relevant ratio CR/C on E[TCU(t1π*)] 

The influence of variations in the number of deliveries 

per cycle n on relevant costs is illustrated in Figure 7. It 

specifies that as n increases, the shipping cost rises 

drastically due to more frequent deliveries, and in-house 

stock holding goes up accordingly for the slow stock 

movement from the vendor to the buyer. When n =1, it 

shows a significantly higher holding cost at the buyer end. 

 

Figure 7.  The impact of variations in the number of shipments 

per cycle n on relevant costs 

The influence of the number of deliveries n on 

E[TCU(t1π*)] is displayed in Figure 8. It reconfirms at n = 

3, the solution of our example t1π* = 0.1181 and 

E[TCU(t1π*)] = $12,295. Also, Figure 8 exposes that when 

n = 2, we have the minimal E[TCU(t1π*)], and E[TCU(t1π*)] 

surges significantly, as n rises. 
 

 

Figure 8.  The influence on E[TCU(t1π*)] concerning n 

Figure 9 exhibits the breakup of E[TCU(t1π*)]. It shows 

that the setup and variable outsourcing costs add up to 

37.2%. Total in-house fabrication relevant costs sum up to 

51.3% (main contributors include variable cost 38.8% and 

breakdown-relevant cost 5.1%). The share of supply-chain 

integration-related costs is 11.5% (in which buyer holding 

cost contributes 6.7%). 

 

Figure 9.  The breakup of E[TCU(t1π*)] 

The influences of variations in π factor on utilization are 

shown in Figure 10. It indicates that when π = 0.4 (as 

assumed in our example), utilization decreases from 

47.68% to 28.68%, and in general, utilization declines 

significantly as π increases. 
 

 

Figure 10.  The effect of variations in outsourcing portion π on 

utilization 

Further analysis reveals that the critical π value is 0.71, 

which can facilitate the “make-or-buy” decision making 

(see Figure 11). That is, once π  0.71, the partial 

outsourcing policy will no longer be beneficial; the better 

decision is to use outside providers solely for meeting the 

product demand. 
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Figure 11.  The critical π value for make-or-buy decision making 

The influence of differences in mean-time-to-failure 1/β 

on E[TCU(t1π*)] is exhibited in Figure 12. It confirms our 

optimal cost E[TCU(t1π*)] = $12,295, and it also shows that 

E[TCU(t1π*)] declines significantly as 1/β increases 

(especially, when 1/β rises beyond 0.13). Furthermore, it 

specifies that as 1/β goes up to extremely large (for example, 

1/β  100), E[TCU(t1π*)] = $11,730, which is the same as 

the solution obtained from a problem without any failure 

occurrence. 
 

 

Figure 12.  The influence of differences in 1/β on E[TCU(t1π*)] 

The effect of changes in the number of deliveries per 

cycle n on the optimal decision variable t1π* is demonstrated 

in Figure 13. When n = 3, it confirms our result t1π* = 0.1811 

(years); and as n increases, uptime t1π* rises significantly. 
 

 

Figure 13.  The influence of changes in n on the delivery and 

stock-holding costs 

4.2. Combined effects of the main system feature on the 

problem 

 

Figure 14 exhibits analytical results of the combined 

effects of changes in rework relevant ratio CR/C and 

outsourcing factor π on E[TCU(t1π*)]. It reveals that when π 

is small, as CR/C increases, E[TCU(t1π*)] rises 

considerably; and as π increases, it seems to be irrelevant to 

CR/C ratios, E[TCU(t1π*)] upsurges drastically. 
 

 

Figure 14.  Combined effects of changes in CR/C 

and π on E[TCU(t1π*)] 

The joint influences of variations in random 

nonconforming rate x and extra proportion β2 of unit cost on 

the optimal uptime t1π* are illustrated in Figure 15. It reveals 

that x has more influence on t1π* than β2; for t1π* decreases 

significantly, as x increases; and it is slightly changed, as β2 

increases. 

 

Figure 15.  Joint influences of variations in x and β2 

on t1π* 

4.3. Discussion and limitation  

As this study assumed, the cases of only one or no 

machine failures take place in production uptime. The 

probabilities of various Poisson-distribution failure rates are 

exhibited in Table C-1 (see Appendix C). It indicates that 

the proposed model is appropriate for a good-condition 

machine (or with an average annual failure rate ≤ 1). There 

is over 99.35% probability that the number of machine 

failures ≤ 1 (refer to Table C-1). Further, for a fair-condition 

machine (or with an average annual failure rate ≤ 3), our 

model is appropriate as there is over 94.11% chance of one 

or no failures occurring (see Table C-1). Our model’s 

suitability falls below 94.11% as a machine having a mean 

failure rate higher than three per year. In such a case, the 

production planner needs to consider building a different 

model to explore the best fabrication policy for a system 

with such particular production equipment. 
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5. Conclusions 

This study builds a mathematical model representing a 

vendor-buyer integrated system featuring machine failures, 

outsourcing, multiple deliveries, and rework. Through 

formulations and derivations, we determine the problem’s 

cost function. The convexity of cost function and the 

optimal uptime are gained via differential calculus and a 

proposed specific algorithm. Lastly, we offer a numerical 

example to show our proposed model makes diverse crucial 

system information; such as the individual and joint impact 

of outsourcing, rework, random failures, as well as 

frequency of delivery on different features and the optimal 

uptime of the problem (see Figures 6 to 15), easily 

accessible, to assist enterprises in strategic planning, 

management, and decision making in their practical intra-

supply-chain environments.  

Managerial insights: upon completion of the proposed 

study, the production planners could apply this particular 

decision-support model to their hybrid batch fabrication 

vendor-buyer integrated systems to expose the following 

systems’ characteristics: (1) the optimal fabrication runtime 

policy; (2) the total system expenses, relevant cost 

contributors, and machine utilization of their systems; (3) 

the individual/collective influence of their system’s features 

on the optimal policy and other essential system 

performances. For future research, the incorporation of 

stochastic demand into the same context of the proposed 

model is an interesting direction. 
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Appendix – A 

Derivations of Eq. (30) are provided as follows: 

First, the integration outcomes of the numerator and denominator of Eq. (28) are given in Eqs. (A-1) and (A-2), respectively. 
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   With further derivation, one obtains E[TCU(t1π)] as follows: 
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Appendix – B 

 

The first- and second-derivatives of E[TCU(t1π)] are shown in equations (B-1) and (B-2) below: 
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Since the first term on the right-hand side (RHS) of Eq. (B-2) is positive, it follows that the E[TCU(t1π)] is convex if the 

second term on the RHS of Eq. (B-2) is also positive. That means if the following τ(t1π) > t1π > 0 holds. 
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Appendix C 

Table C-1: Probability of various Poisson-distribution failure rates 

β  
1 *πt   0P y    1P y    1P y    1P y   

6.0 0.1736 35.30% 36.76% 72.06% 27.94% 

5.0 0.1560 45.84% 35.76% 81.60% 18.40% 

4.0 0.1412 56.85% 32.11% 88.96% 11.04% 

3.0 0.1300 67.71% 26.40% 94.11% 5.89% 

2.0 0.1224 78.29% 19.16% 97.45% 2.55% 

1.0 0.1181 88.86% 10.50% 99.35% 0.65% 

0.01 0.1172 99.88% 0.12% 100.00% 0.00% 
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