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Abstract 

The workload control (WLC) is a popular concept in manufacturing planning and control, which plays a significant role in 

enhancing the efficiency of manufacturing firms that have uncertainty in meeting customer orders. Owing to changes in several 

set of factors, such as processing time variations, fluctuation in orders, and rise in quality issues etc., would disrupt production 

schedules and adversely affect the shop performance. Improvements are certainly possible by integrating WLC policies in 

distinct stages of production that in turn help to keep a steady workflow and balanced shop floor activities. In this study, we 

have considered the production of a part of a windmill that poses difficulties in production due to changes in processing times. 

A production shop simulation model was developed by considering real-time data. The model is simulated to analyze the 

performance under different order release methods at process time changes. In addition, we consider the influence of downtime 

and capacity cushion at bottleneck station. The objective of this research is to investigate the influence of the processing time 

variation, downtime, and capacity cushion on the performance of the shop floor and to evaluate the best release method suitable 

in different situations. 
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1. Introduction 

Recently in the domain of production  and operations, 

management workload control (WLC) has gained 

popularity in job- shop production systems for the multiple 

benefits of effectively controlling manufacturing [1]. In 

job shop production systems, the level of uncertainty is 

extremely high, as it accommodates the varieties of goods 

that are produced in different volumes. In addition to this, 

processing time variations, set up time changes, different job 

sequences, changes in resources etc., are the factors that 

could affect the production system and make the scheduling 

work complicated. All these aspects give rise to 

complexities and uncertainties in taking up new orders and 

running currently accepted orders [2]. Hence, the impact of 

such factors on system performance needs to be thoroughly 

investigated. The likelihood of impact of uncertainty on the 

system's performance would be predicted and needs to be 

incorporated into the production planning and scheduling 

phase. Therefore, a new decision-making model is crucial, 

that could be designed through WLC concepts to overcome 

the uncertain production situations. 

WLC aligns planning the operations by coordinating and 

directing shop floor-related activities by integrating 

complexity issues. WLC makes the manufacturing 

processes clearer in understanding the manufacturing 

situation and evades any flaws in decision- making. Design 

and development of WLC delivers goods at the right time 

along with more efficient operations by keeping a steady 

flow of work, controlled inventory of semi- finished goods 

and resource use at the best level. WLC is also recognized 

as input/output control, as it sets the release dates, chooses 

the processing sequence with effective use and effective 

monitoring of work progress [3]. Though there is an 

adequate amount of past research on WLC by Fredendall et 

al.[4]; Betterton and Silver [5]; Golmohammadi [6]; and 

Thürer et al.[7-8], an important environmental factor such 

as processing time variations that could affect shop 

performance has not been considered. Thus, in this research, 

we develop a realistic model of flow shop with processing 

time variation and analyses performance under different 

order release methods. 

2. Literature Review 

The WLC has three major phases that includes job entry, 

job release and job processing. Job entry shows the orders 

accepted, but yet to be released on the shop floor for 

production. The release phase decides the date when each 

job is to be released on the shop floor. Once released it will 

remain on the shop floor until all the processes have been 

completed. The progress of the jobs is governed by the 

priority dispatch rules in the form of queues. The past 

literature suggests that researchers have developed a variety 

of policies that helps to integrate all the three phases to 

achieve the greatest performance. The main principle of 

WLC is to control queues and the key decision pertains to 
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order release [2-3]. In shops the variations in processing 

time results in bottleneck and based on the release method 

adopted leads to shifting of the bottleneck [8]. Goldratt used 

the concept of the theory of constraints (TOC) for 

scheduling jobs and developed a popular bottleneck-

oriented release policy that is referred to as Drum-Buffer-

Rope (DBR) [9]. Implementation of the theory of constraint 

(TOC) led to improved delivery time, profit, and lead time 

reduction. Combining TOC and WLC with a change of their 

order acceptance/buffer management system resulted in 

substantial improvements in reducing the delivery time 

[10]. Goldratt argued that the optimum performance would 

be achieved by keeping an extra capacity than the actual 

requirements. Although, this additional capacity results in 

desired imbalance they would be utilized during high 

production requirements. However, industries without any 

additional capacity face capacity problems during order 

fluctuations. This extra capability is referred to as a 

protective capacity and helps absorb fluctuating workloads 

and stabilize the system. This DBR method incorporates 

protective capability and schedules the bottleneck machines 

by limiting the buffer size in front of the bottleneck 

machines [4]. Chakravorty [11] integrated dispatch rules 

with the order methods like DBR, immediate release and 

modified infinite loading (MIL) in a job shop environment 

and demonstrated that coupling DBR with the shortest 

processing time (SPT) yielded better performance than 

coupling DBR with first- come-first-serve (FCFS) dispatch 

rule. Besides, DBR performs better than other control 

policies such as constant work in process (CONWIP) and 

clockwork (CW) in the case of a single bottleneck machine. 

Other release methods such as pull from both bottleneck 

machines (PFBB) performed better than CONWIP, CW, 

pull from first bottleneck machine (PFB1) and pull from 

second bottleneck machine (PFB2) for multiple bottlenecks 

[12]. Furthermore, Enns and Costa [13] found that the 

bottleneck- oriented release performed effectively in a job 

shop with high routing variability and aggregate load 

release outperformed bottleneck-oriented release in a 

unidirectional flow shop. Additionally, Kim et al. [14] 

proposed two release methods output flow control (OFC), 

bottleneck flow control (BFC) and compared with dynamic 

flow control (DFC) under uncertain production 

environment. OFC and BFC outperformed DFC in an 

unbalanced line with work centre breakdown, bottleneck 

shift and time variability. Golmohammadi [6] debated that 

the effectiveness of DBR scheduling method in a complex 

job shop is determined by identifying the most influencing 

input parameters of scheduling such as batch size, inter-

arrival time between the batches and raw material release 

time etc., and by fine-tuning current rules in setting these 

parameters. Changes in workload limits are necessary when 

a bottleneck shift occurs and there is a performance impact 

due to physical location, routing position. The effect of 

bottleneck position in convergent and divergent type flow 

shops needs to be studied as it forms a complex 

environment. Past research shows that the bottleneck 

position and workload limit are strongly associated 

variables, and it is important to explore dynamic solutions 

for linking these factors [7]. In a shop with bottlenecks, the 

schedule at the bottleneck determines shop performance 

precisely than the workload balancing and hence, release 

method must be chosen based on bottleneck severity. When 

there is a mix of jobs, routing varies and affects performance 

with or without bottleneck results in multiple bottlenecks 

and bottleneck shifting. The performance difference 

between WLC and DBR must be analyzed with multiple 

bottleneck shifting [15]. In general, with a line producing 

multiple products, each product will have a different 

constraint station. In such a condition, the influence of 

setups, a product mix on the location of constraints and their 

movements need to be investigated. Moreover, studying the 

relationship between the length of a production line and 

statistical variations of dependent events are also important 

[16]. The impact of direction and distance of bottleneck 

shift on the performance of a job shop must be investigated 

under the broad environmental settings such as machine 

failures, scrap rates and process time variability [14]. 

Research work conducted by Gilland [12]; Thürer et al.[7] 

demonstrate that DBR is superior to CONWIP, however, 

exploration is needed to identify the situations and 

contingent factors, that makes DBR dependent, when 

compared with CONWIP [8]. Therefore, our research sets 

up to bridge some of the above-found research gaps by 

considering an unbalanced line with two bottleneck stations. 

We perform relevant bottleneck-oriented order release 

methods in a multi-bottleneck line under a different 

environmental setting. 

3. Conceptual Model 

In the present research, we followed an approach 

proposed by Fernandes et al. [17], which involves 

developing a model of a production system based on process 

observation and analyzing the model. We consider a 

production shop, which manufactures a part of a windmill 

and production follows stage-by-stage processes in a fixed-

line. In this flow shop production system, the arrival of jobs 

is assumed to be in a random fashion and hence, the inter-

arrival times of jobs are considered to follow an exponential 

pattern [8]. The model is conceptualized through 

understanding processes and by closely observing the 

processes that are shown in figure 1. 

 
Figure 1. Conceptual model 

The production of the part follows a fixed sequence, 

starts with material preparation, fabrication, release and 

transfer, an inspection of quality, rework, and finally transfer 

and storage. In the material preparation stage, raw materials 

required for the fabrication of parts are prepared by cutting 

in required dimensions and kept ready for further processing. 
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Parts are fabricated in the second stage through the required 

processes. Once the fabricated parts are ready to release, then 

the parts are transferred to the inspection bay for quality 

check. If the defects are observed in the product, the parts 

are undertaken to repair in the rework area. Finally, the 

reworked parts are released and deposited in the storage 

area. In this system, production activities begin with the job 

release, and flow of jobs takes place serially through the 

different stages from one end to the other end. If one of the 

stages is blocke due to any reason, the whole line undergoes 

disruption and lead to various problems. 

In this flow shop, material preparation, part release and 

transfer, inspection, and storage are the non-bottleneck 

stations. However, disruptions are quite common in two 

stages such as fabrication and rework. Fabrication stage 

contains moulds, the glass layers are laid up, matrix is 

infused and allowed cure. Uncertainties in the stage are due 

to the following reasons: i) the process is labour oriented; 

ii) infusion is allowed only when the shop temperature is 

within the limit. Fabrication is time consuming along with 

these uncertainties cause bottleneck. The processing time 

variations in rework stage are due to technical issues of 

observation of defects. It is difficult to predict the 

processing times due to the criticality of defects in the parts 

produced. The type, size, location, and severity of the 

defects are different for each product. Hence, the rework 

time would vary for each product and is probabilistic in 

nature. In addition, station breakdowns are the issue that 

affects the production schedule. These aspects cause 

bottlenecks and our research makes an effort to understand 

the benefits of workload control theory in eliminating the 

detrimental effects of bottlenecks. In supply chain, re-

processing is a main stage and it is important to decide 

whether it is push or pull driven [18]. This research intends 

to evaluate the impact of change in defect severity on the 

performance of workload control strategies and determining 

a suitable strategy for an unbalanced flow shop. Thus, our 

research intends to examine the following questions that 

are based on the literature review and real-time issues as 

observed in the flow shop: 

 What are the right release methods to be adopted when 

there is a variation in the processing time? 

 How does the downtime and capacity cushion at 

bottleneck influence the flow shop performance? 

As conducting this experiment is impossible in the real 

time at the real production shop, we developed a simulation 

model and analyze the dynamic performance. 

4. Simulation Model 

Overview of the simulated shop and job characteristics 

are outlined in section 4.1. Based on the past literature and 

shop characteristics, we considered bottleneck oriented 

order release methods such as CONWIP, immediate release, 

pull from bottleneck-I, pull from bottleneck-II and pull from 

both bottleneck as outlined in section 4.2, priority 

dispatching rule is described in section 4.3, and 

experimental design is described in section 4.4. 

4.1. Overview of the simulated shop and job 

characteristics 

A simulation model is implemented on Arena V15 

software [19-20]. The simulation model is a representation 

of pure flow shop with six workstations of dissimilar 

capacity. Each workstation is unique in terms of capacity 

and process. The process characteristics are computed 

through the observation of real-time production and re- 

entrants are not considered. Inter-arrival time follows an 

exponential distribution with mean 5.09 time units. 

Operating processing time of non-bottleneck stations 

follows a 2- Erlang distribution with mean 1.06 time units 

and a maximum of 1.63 time units. It was identified that 

there are two processes as bottleneck stations based on the 

process time requirements. In bottleneck station-II, the 

severity of defects is categorized into three levels based on 

the frequency of defects and rework time observed in the 

process. Operating processing time of bottleneck stations 

follows a 2-Erlang distribution with mean 2.4 time units and 

a maximum of 3.8 time units. Station downtime is measured 

based on the combination of mean time to repair and mean 

time between failures. The station downtime is set at three 

levels i.e., 10%, 15% and 20%. Capacity cushion is 

considered only at first bottleneck station at three levels i.e., 

0%, 2%, 4%. These shop and job characteristics modeled in 

the simulation study are summarized in Table 1. 

Table 1: Summary of simulated shop and job characteristics 

Shop Characteristics 

Shop Type Pure flow shop; Fixed 

sequence 

Characteristics Real 

Routing Variability Unidirectional 

Re-entrants No 

Number of 

workstations 

6 

Workstation capacity Unequal 

Job Characteristics 

Operation processing 

time (non-bottleneck station) 

2-Erlang distribution; 

(min=0.45; mean = 1.06; max = 

1.63) time units 

Operation processing time 

(bottleneck 

stations) 

2-Erlang distribution; (min=1; 

mean = 2.4; max 

= 3.8) time units 

Inter-arrival times Exponential distribution; 

mean=5.09 time units 

Downtime levels 10%, 15%, 20% 

Capacity cushion 0%, 2%, 4% 

4.2. Order release methods (ORR) 

Our research focus on the flow shop with bottleneck 

stations and past literature suggests the execution of 

bottleneck-oriented release methods. Hence, we considered 

relevant order release methods such as CONWIP, 

Immediate release, pull from bottleneck-I, pull from 

bottleneck-II, and pull from both bottlenecks. 
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4.3. CONWIP 

In this release policy, the work in process in the entire 

production shop is kept constant. Every new release of the 

job to the production system is based on the completion of 

previously released job and work in process is kept under a 

specified limit. 

4.4. Immediate Release (IMMD) 

In the immediate release method, the jobs are released 

immediately to the shop floor without any prior conditions. 

This conservation policy follows first come first serve basis. 

The jobs are being released on the shop floor are 

immediately taken up for processing without applying any 

rules. 

4.5. Pull from Bottleneck-1 (PFB1) 

In this release policy, the quantity of jobs is held constant 

at the first bottleneck station. A new job is released only when 

the job finishes the first bottleneck station. 

4.6. Pull from Bottleneck-2 (PFB2) 

In this release method, the quantity of jobs is fixed before 

the second bottleneck station, and a new job is released only 

after the processing of the second bottleneck machine. 

4.7. Pull from both Bottlenecks (PFBB) 

In this release method, setting a maximum number of 

jobs before both the first and second bottleneck stations. A 

new job is released when work in process before each 

bottleneck is under the set limit. 

4.8. Shop floor dispatching rules 

Once the jobs are released to the shop floor, operations 

are performed in a particular sequence that depends on the 

type of dispatching rule used. Priority dispatching helps to 

monitor the progress of jobs waiting in the form of queues in 

front of machines on the shop floor. If an order release 

method is effective in keeping the length of queues in a 

desirable limit then dispatch rules become unproductive 

and, in such cases, use of conservative rule like first-come-

first-serve (FCFS) would be beneficial [3]. In this research, 

we have considered a flow shop that processes only one type 

of product adopting a FCFS basis. 

4.9. Experimental Design 

We have conducted three distinct set of experiments for 

three variables such a processing time variation, station 

downtime, and capacity cushion. In each experiment, a full 

5x3 factorial experimental design was used. Five release 

methods have been applied at three levels of each variable, 

which results in 15 experiments. In each combination 

strategy, five replications are used with initial 1000 hours 

discarded (warm-up period) to reach steady-state 

conditions. Each experiment is run for 10000 hours. We 

consider one factor at a time for experimentation. 

5. Simulation Results and analysis 

We discuss the shop performance under three levels of 

process time variation, station downtime, and capacity 

cushion. In addition, we conduct an analysis of variance 

(ANOVA) for critical variable process time variation. The 

results are described in the subsequent sections. 

5.1. Process time variation 

We statistically analyzed the simulation results by 

conducting ANOVA to investigate the comparative effect of 

experimental factors. The ANOVA results help to 

understand the relationship between various release 

methods under each level of processing time variation 

(PTV). In this test, PTV is taken as the blocking factor for 

different processing time levels, are considered as the 

different systems. The main effects and interaction effects of 

PTV and ORR are captured and presented in the ANOVA 

Table 2. 

The dependent variables in the study are production 

time, work in process inventory, fabrication waiting time, 

rework waiting time, and resource utilization. The 

independent variables are the PTV and ORR. At 5% 

significance level, the main effects of PTV, ORR and 

interaction effects of (PTV*ORR) are discussed. When the 

main effects are considered, with respect to p- values less 

than 0.05, first factor, PTV has significant influence on all 

the performance factors except fabrication time and 

resource- I utilization. Second factor, ORR has significant 

influence on fabrication waiting time and rework waiting 

time. 

When the interaction effects of (PTV*ORR) are 

considered, the factors with p-values less than 0.05, i.e., p-

value=0.028 for fabrication waiting time and p-value=0.00 

for rework waiting time, shows the significant influence on 

the performance. This identifies that the relationship 

between order release methods and waiting times depends 

on process time variation. Hence, it is critical to identify the 

bottleneck stations to improve the performance of the shop. 

When the main effects are considered, process time 

variation has considerable influence on production time, 

work in process inventory, rework-waiting time and 

resource-II utilization and the results are insignificant with 

fabrication waiting time and resource-I utilization. Second 

factor, ORR significantly influence only fabrication waiting 

time and rework waiting time. Some significant facts have 

been observed from the results and graphs. Performance is 

measured based on the production time, work in process 

level, waiting time at two operations and resource 

utilization.   The   experimental   results   are plotted to 

understand the performance of various ORR. The 

performance is shown in the graphs, (Figure 2 to Figure 5) 

with the X-axis representing PTV from low to high. 
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Table 2. ANOVA Results 

Performance 

Measure 

Sources of variance Degrees of 

freedom 

Sum of squares Mean squares F-ratio p- value 

 

Production Time 

Process time variation (PTV) 2 137633 68816.7 223.54 0.00 

Order release rules (ORR) 4 278 69.6 0.23 0.923 

PTV*ORR 8 1114 139.3 0.45 0.884 

Error 60 18471 307.9   

 

Work In Process 

Process time variation (PTV) 2 839.11 419.555 29.45 0.00 

Order release rules (ORR) 4 30.49 7.622 0.53 0.711 

PTV*ORR 8 95.63 11.953 0.84 0.572 

Error 60 854.8 14.247   

 

Fabrication 

Waiting time 

Process time variation (PTV) 2 109885 54942 1.24 0.296 

Order release rules (ORR) 4 18739725 4684931 106.03 0.00 

PTV*ORR 8 834796 104349 2.36 0.028 

Error 60 2651107 44185   

 

 

Rework waiting 

time 

Process time variation (PTV) 2 5591171 2795586 39.33 0.00 

Order release rules (ORR) 4 6798285 1699571 23.91 0.00 

PTV*ORR 8 3449631 431204 6.07 0.00 

Error 60 4265105 71085   

 

Resource-I 

Utilization 

Process time variation (PTV) 2 0.000889 0.000445 0.46 0.634 

Order release rules (ORR) 4 0.002957 0.000739 0.76 0.554 

PTV*ORR 8 0.006621 0.000828 0.85 0.56 

Error 60 0.058156 0.000969   

 

Resource-II 

Utilization 

Process time variation (PTV) 2 0.421736 0.210868 237.99 0.00 

Order release rules (ORR) 4 0.002332 0.000583 0.66 0.624 

PTV*ORR 8 0.005999 0.00075 0.85 0.566 

Error 60 0.053162 0.000886   

 
Figure 2. Production time (Time Units) 

 

 

 
Figure 3. Work in process (Units) 

It is observed that the performances of individual order 

release rules are vary with the defect criticalities. Hence, a 

single order release method may not be suitable at a 

different level of settings. 

Figure 2 demonstrates that when production time is 

considered with immediate-release, it shows better results in 

lower and medium levels of bottleneck severity, but shows 

poor results at a high level of bottleneck severity. CONWIP 

does not perform well at a lower level of bottlenecks, 

performs moderately at a medium level, and works out to be 

better at high levels of bottleneck severity. PFB1 and PFB2 

perform moderately at all levels of bottleneck severity. 

PFBB shows better results only at high levels of bottleneck 

severity. 

The Work in process inventory results is shown in figure 

3. When work in process inventory is concerned, CONWIP 

followed by immediate release yields better results at high 

levels of PTV. PFBB performed better in low and medium 

levels of PTV. PFB1 and PFB2 were not suitable in any 

levels of PTV due to its poor results. 
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Figure 4. Fabrication waiting time (Time Units) 

The fabrication-waiting time is shown in Figure 4. PFB1 

and PFBB yielded better results irrespective of levels of 

PTV as these release methods have closer control over the 

bottleneck station-1. When we compare the other three 

ORRs such as CONWIP, IMMD, and PFB2, PFB2 works 

better at lower and medium levels of PTV, CONWIP 

performs better only in the high level of PTV. IMMD works 

satisfactorily at higher levels of PTV and showed poor 

results at low and medium levels of PTV. 

 
Figure 5. Rework waiting time (Time Units) 

Figure 5 shows the results for rework waiting time, PFB1 

and PFBB are highly effective in reducing the waiting times 

at both bottleneck stations at all levels of severity. When 

CONWIP, immediate release and PFB1 are concerned, at 

a low level the results are same, but as the severity increases, 

CONWIP works better than other release policies. PFB1 

shows better results at low and medium levels of severity 

but its performances diminish at the higher level of severity. 

PFB1 limits only the bottleneck station-I and parts passed 

the first bottleneck will wait at the second bottleneck, which 

results in work in process, hence performance declines. 

Figure 6 shows the resource utilization of the first 

bottleneck station during PTV. Resource-I is utilized 

approximately from 83 to 85 per cent of the times 

irrespective of the level of PTV. This indicates the 

utilization of resource-I is uninterrupted due to the 

changes in processing time. The variance observed in the 

bottleneck station-I is quite less compared to the bottleneck 

station-II. 

 

 
Figure 6. Resource-I Utilization (Percent) 

 
Figure 7. Resource-II Utilization (Percent) 

From the graph, it is clear that utilization of resource-II 

increases from 71 to 92 per cent with the increases in process 

time variability. As the rework increases the resource 

requirements also increase which in turn improves the 

utilization. An extra 8 per cent of capacity cushion still is 

available to accommodate any variation in orders. Resource 

utilization of bottleneck station-II is shown in figure 7. 

5.2. Downtime levels 

The influence of different levels of downtime on 

performance of flow shop was also investigated. 

Consideration of downtime levels is based on factors that 

give rise to downtime such as unexpected machine 

breakdowns, tool failures and supply chain failures. We 

investigate the influence of three levels of down time on the 

work-in-process inventory and throughput under different 

release methods. The performance in terms of work in 

process and throughput of is shown in the graphs, (Figure 

8 to Figure 9) with the X-axis representing downtime level 

from 10% to 20%. 
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Figure 8. Work in process at downtime levels (Units) 

The fluctuations in work-in-process under different 

down time level is shown in Figure 8. PFB1 and PFBB 

generated better results regardless of levels of downtime. 

CONWIP     performed     moderately     but performance 

is same at all levels. IMMD and PFB2 are not influenced 

by the downtime level. 

 
Figure 9. Throughput at downtime levels (Units) 

Figure 9. Shows the throughput at various levels of 

downtime. We observed that release methods IMMD and 

PFB2 are suitable at lower downtime, CONWIP is best when 

downtime is moderate and PFB1 and PFBB which works 

better when downtime level is high. 

5.3. Capacity cushion at bottleneck-I 

Literature shows that provision of protective capacity at 

non-constraints will improve the shop performance [18]. 

We consider the capacity cushion at constraint station in 

terms of improving skill level. We assume that skill level 

improvement will bring down the bottleneck process time. 

We examine the shop performance like work-in-process and 

throughput at different levels of capacity cushion. The 

performance in terms of work in process and throughput of 

is shown in the graphs, (Figure 10 to Figure 11) with the X- 

axis representing downtime level from 0% to 4%. 

Capacity cushion versus work in process graph is shown 

in Figure 10. The work-in-process slightly decreases if 

capacity cushion is introduced but there is no significant 

improvement. PFBB, PFB1 and CONWIP were not much 

influenced by the variation of capacity. However, influence 

was observed in PFB2 and IMMD release methods. 

 
Figure 10. Work in process under capacity cushion (Units) 

 

 
Figure 11. Throughput under capacity cushion (Units) 

In Figure 11, we see that throughput improves at 2% 

improvement of skill level but decreases at 4% 

improvement. The trend of graph looks same with respect to 

all release methods. Further improvement of skill level may 

have adverse effect on the performance. Based on the 

throughput outcome CONWIP outperformed over other 

release methods. 

5.4. Discussion of results 

Gilland [12] argues that in case of dual bottlenecks 

PFBB dominates other policies like COWIP, PFB1 and 

PFB2. In this case it may be certainly true but when process 

time variability is introduced in a shop with dual bottlenecks 

CONWIP outperforms other release methods. Gilland [12] 

demonstrates that if the limit for work in process is set 

maximum at second bottleneck machine PFBB works 

exactly like PFB1. We observe similar behavior in our 

model and it is due to the shift in control point from second 

bottleneck to first bottleneck. Betterton and Cox [9] argued 

that release method can be chosen as to help overcome 

variability. Additionally, releasing jobs by assessing 

bottleneck capacity and stop release during unexpected 

downtimes as it might cause bottlenecks. We use similar 

approach in our model and observe that performance is not 

much influenced by the downtime level. It is might be due 

to availability of buffer level in front of bottleneck machine 

which absorb fluctuations during long run. Research studies 

[21-22] focused on the influence of protective capacity 

towards reducing the bottleneck shifts. Research outcomes 

state that protective capacity at non-constraint stations helps 

to overcome bottleneck shifting and improve flow time. 
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Fredendall et al. [4] found that the bottleneck and the 

protective capacity important parameter to judge the shop 

performance. Thürer et al. [7] describes that protective 

capacity can be changed either by redistributing capacity or 

by manipulating the flow shop work. We redistribute work 

in flow shop by placing capacity cushion at bottleneck 

station in terms of improvement in skill level. We found that 

improvements are certainly possible with optimum level of 

capacity cushion. 

6. Conclusion 

This research has investigated the performance of a flow 

shop with different release methods under distinct levels of 

uncertainty. Simulation model of a production system was 

developed which has six workstations with two bottleneck 

stations. The performance of the production is measured in 

terms of production time, work in process inventory, 

throughput, resource utilization and waiting time at 

bottleneck machines. Simulation results show that 

CONWIP is best ORR in terms of all performance 

measures, at higher process time variability. However, 

when the performance is measured based on waiting time 

and work in process level, PFB1 performed better at the 

medium level of process time variability and PFBB is best 

at lower levels of process time variability. The improvement 

in resource utilization is observed, as there is an increase in 

the process time variation. The ANOVA results showed that 

PTV has a significant effect on performance. However, the 

main effects of ORR and the interaction effects of 

ORR*PTV are statistically significant only with respect to 

fabrication waiting time and rework waiting time. It is 

insignificant on other factors, which may be due to two 

following reasons: i) the process that considered has 

machines with less process time difference between the 

machines. ii) The bottleneck release methods exercised in 

this study are similar type. When downtime is introduced at 

bottleneck station, PFBB and PFB1 outperformed. 

CONWIP worked well when a capacity cushion placed at 

bottleneck station, results show that any further addition of 

capacity may lead to loss of performance. The release 

methods applied in the study used work in process as control 

criteria, i.e., the work in process level is varied in each 

release methods. Hence, the release methods are not 

significant for the considered scenario. However, as other 

studies this study too have limitation, we have not 

considered the aspect of due date which could be 

incorporated into future research and analyzed. Literatures 

suggest that six sigma practices would help to improve 

quality of product and reduce production time by 

concentrating on process parameters [23]. Further studies 

are also possible that focus on reducing quality problems by 

incorporating six sigma methodologies. 
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