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Abstract 

Financial institutions and banks are the type of organizations whose customer rating is very valuable. In the present 

paper, two algorithms are proposed and compared that can extract some fuzzy rules from deterministic data. Each fuzzy rule 

may be used as a class of customers. In the first algorithm, a method is proposed based on both experiment and fuzzy theory. 

In the second algorithm a heuristic approach is proposed. Additionally, for more explanations a case study in a real bank is 

presented. 
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1. Introduction  

The knowledge acquisition from the existing data and 

information is essential for today's complicated world. The 

data mining and rules extraction from the raw data can be 

one method for knowledge acquisition [1]. In this paper, 

two algorithms are proposed to extract some fuzzy rules 

from the raw data. The extracted rules may be used in each 

field and situation. For instant, each rule may show a class 

of customers and consequently a service level of them. 

The extracted rules can be applied for rating the 

customer of a specific bank. The customer rating can be 

very valuable for both customers and servicers. For 

example, top customers are considered as the customers of 

service level (1). These customers can receive the special 

services, while the service of other levels may be limited. 

However, the results of the present paper may also be used 

in any field, other than banking.       

In many cases, banks use a set of raw and 

uncategorized information, which has been taken from the 

accounts of their customers. The information can be 

applied more effectively by processing.  

 By utilizing data mining methods, researchers and 

users will be able to extract some guidance from the given 

information. Of course, if there is a considerable ambiguity 

in the existing data, the deterministic data cannot be very 

helpful. Therefore, two proposed heuristic algorithms are 

able to extract fuzzy rules from the deterministic data. It is 

noteworthy that fuzzy rules and relations can describe 

uncertainty cases better than deterministic data [2-4]. 

Extracting the database of fuzzy rules from numerical 

data can be obtained by both tabling and clustering [5]. In 

the tabling approach, the input and output data are divided 

into several ranges, so a linguistic label is assigned to each 

range. Therefore, a table is shaped and the rules are 

determined [4]. Figure (1) shows a sample of tabulation of 

two-dimensional data. 

 
Figure 1. A sample of tabulation of two-dimensional data 

The second approach utilizes clusters. The clustering 

approach places elements into a group based on some 

similarities and into different groups based on some 

dissimilarities [6].     

In this approach, the data can be clustered by some 

specified clustering techniques, and each cluster may be 

considered as a rule. One of the advantages of this 

approach, of which the previous approach lacks, is that the 

fuzzy membership functions can be calculated easier [7-9]. 

Figure (2) shows a sample of two-dimensional 

deterministic data clustering. 
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Figure 2.  a sample of two-dimensional deterministic data 

clustering 

Different approaches are used in describing the fuzzy 

sets such as "descriptive approach" and "approximate 

approach". The "descriptive approach" uses the terms as 

linguistic labels and its main objective is obtaining a 

qualitative form of the model [10, 11]. The "approximate 

approach" extracts fuzzy rules from data without any 

linguistic interpretation [12-14]. The fuzzy rules are the 

rules whose variables on left and right hand are fuzzy or 

linguistic.   

Lan et al. provided a method to extract some nested 

fuzzy rules [15]. Ishibuchi et al. applied the genetic 

algorithm to select the best rule among many initial rules 

[16]. The genetic algorithm has also been applied in other 

studies [17, 18]. Some researchers used neural networks 

algorithm to extract rules [19, 20]. Novak et al. benefited 

from an algorithm, called GUHA, to find the appropriate 

linguistic labels [21]. The GUHA algorithm was among 

the first data mining methods and was presented in 1970's 

by Hajek [22]. 

Fuzzy rule extraction was presented in some 

applications. Kulluk et al. and Quteishat et al. presented 

some novel approaches for fuzzy rule extraction from 

neural networks [35, 36]. Wang et al. and Liu et al. 

proposed some methods for extracting fuzzy rules from 

fuzzy decision trees [37, 38]. Papageorgiou used fuzzy 

rule-extraction techniques in medical fields [39]. Also 

Chen et al. applied a rule extraction based approach in 

predicting derivative use for financial risk hedging by 

construction companies [40] and Chalaris introduced 

extraction of rules based on questionnaires [41]. 

2. Definitions 

One of the assumptions of this paper is that each rule 

has multi-input sources (such as conditions) and only one 

output (as a consequence). The assumed rules are 

described as follows: 
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Where
 )1( khRh  are the name of rules, 

)1( pjx j  are input variables, y is a output variable 

(consequence) and 
h

j

h BA ,  are the linguistic labels of 

variables. Therefore the data can be displayed as 

following: 

ntyxxxR tpttth ,,2,1;),,,,( 21                   (2) 

Note x1t, x2t, …, xpt, yt are the well-known values of 

variables. 

The main idea of the present paper is that the placed 

similar data in a cluster may be described as a rule.  

For this purpose, a suitable clustering algorithm (for 

example k-means) is used to cluster the existing data [1]. 

Next, the steps of the proposed algorithms (one of 

proposed algorithms) are done to find the extracted fuzzy 

rules. It is clear that the left hand side of the rules has n-1 

variables and the right hand side of the rules has one 

variable only. So, according to Eq. (2), an n-dimensional 

space is obtained. Hence, when clustering is done, each 

cluster shows an n-dimensional sphere. 

Since the obtained rules are formed from the set of 

linguistic labels, the rules can be defined as a Cartesian 

product similar to Eq. (3): 
 

R: L1 × L2 × … × Lp × T                                                 (3) 

  

Where Li is a set of labels used for the input variables 

and T is a set of labels used for the output variable. 

Due to the nature of the data and clusters, the clustering 

techniques can be divided into four general categories: 

 Deterministic data, deterministic clusters 

 Deterministic data, fuzzy clusters 

 Fuzzy data, deterministic clusters 

 Fuzzy data, fuzzy clusters 

In a clustering technique, if an element belongs to 

several clusters with different membership degrees, there 

is a fuzzy clustering. The fuzzy clustering methods can be 

performed by deterministic or fuzzy data. In this paper, 

two algorithms are presented to cluster the deterministic 

data as several fuzzy clusters. 

3. Algorithms 

3.1.  Algorithm (I) 

 Step 0: Begin 

 Step 1: Determine the linguistic variables and labels for 

any data by experts - (in this case study by the bank's 

experts). 

 Step 2: Use a suitable clustering technique to cluster 

the existing data.  

 Step  3: Assign a fuzzy number to each member of 

clusters.  

 Step 4: Compare the fuzzy numbers with their 

corresponding linguistic labels; and then select the 

label that is closest to the number. 

 Step 5: According to the assigned labels in Step 4, 

extract and rewrite a fuzzy rule for each cluster. 

 Step 6: End 

The steps of the above algorithm are explained below.   

Step 1: Define the linguistic variables 

As mentioned in previous sections, fuzzy rules can be 

obtained using a set of linguistic labels. The definition of 

linguistic variables and labels may affect the efficiency of 

the algorithm. The arguments of linguistic variables are 

described by fuzzy numbers. Generally, a linguistic 

variable may be defined in four levels. In the first level, 

"variable name" (e.g., account balance), in the second 

level, "linguistic labels" (e.g., high, medium and low), in 

the third level, "membership function" of linguistic labels, 

and in the fourth level, "universal set."  

Clusters 
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Assume that the data are arranged using a table whose 

rows and columns represent the elements (e.g., bank 

customers) and the attributes of elements (e.g., customer 

account information), respectively. A linguistic variable is 

defined for each column. The first and second levels of 

linguistic variables may be defined by modeler, while their 

third and fourth levels should be defined by experts (e.g., 

expert in banking). 

If you are not able to find an expert, you may use some 

another data or software similar to the report of Baturone 

et al. [5]. Table (1) shows a sample of the assignment of 

linguistic labels to fuzzy numbers. 

Table  1. The assignment of linguistic labels into fuzzy 

number[23] 

Fuzzy Numbers Linguistic 

Variables 
  

Sample3 Sample2 Sample1  

(0.0, 0.0, 0.1, 0.2)  Very Low 

(0.1, 0.25, 0.25, 0.4) (0.0, 0.0, 0.2, 0.4)  Low 

(0.3, 0. 5, 0. 5, 0.7) (0.2, 0.5, 0.5, 0.8) (0.4, 0.6, 0.6, 0.8) Medium 

(0.6, 0.75, 0.75, 0.9) (0.6, 0.8, 1.0, 1.0) (0.6, 0.8, 0.8, 1.0) High 

(0.8, 0.9, 1.0, 1.0)  Very High 

Step 2: Data clustering 

A cluster is a set of objects; its objects are similar to 

each other in some attributes, and are different from other 

objects in another attributes. For example, in the case of 

bank's customers, a cluster can include a set of customers 

whose account information have similarities, but are 

different from other customers. A good clustering 

technique may keep the mentioned feature. By utilizing 

this feature, the bank's managers may identify and forecast 

the behavior of customers to obtain better results [1]. A 

successful clustering is achieved through the execution of 

existing clustering algorithms. The use of different 

algorithms leads to different results, but there is not any 

approach for selecting the best algorithm [24]. In this 

paper, the K-means technique is used for clustering [1]. 

Despite that fact that the K-means technique was proposed 

for the first time over 50 years ago, it is still widely used 

for clustering. Simplicity, efficiency and empirical success 

are the main reasons for its popularity [25].  

Definitely, any other clustering technique could also be 

used in this step. Clustering algorithms for high 

dimensional data were investigated in [26, 27]; time series 

data clustering were reviewed in [28]; the clustering 

problem in the data stream domain were studied in [29, 

30]; and an overview of the approaches to clustering 

mixed data were given in [31]. 

Identifying the number of clusters in a data set (often 

labeled as k) is a fundamental issue in clustering analysis. 

To estimate the value of k, many studies have been 

presented and discussed in the literature [32].  

Sun et al. [33] presented an algorithm based on the 

fuzzy k-means to determine the number of clusters 

automatically. It consists of a series of fuzzy k-means 

clustering procedures with the number of clusters varying 

from 2 to k. By investigating the clustering results for 

different values of k, the exact number of clusters is 

obtained in a given data set. The same approach for 

determining k is also used in the present paper.  
 

 

 

 

 

 

 

 

 

Figure 3. The assignment of linguistic labels into fuzzy numbers 
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Step 3: Determining the fuzzy numbers for the 

attributes of placed objects within clusters  

Suppose the data is written in a table. The rows and 

columns of the table indicate the information of the bank's 

customers and the customer's accounts, respectively. Each 

attribute can be shown by a fuzzy number. In this paper, 

the triangular fuzzy numbers are used. In this step, for 

determining the fuzzy numbers the mean (μ) and standard 

deviation (σ) of data (data in each column) are applied. 

Hence, a triangular fuzzy number, such as (μ-σ, μ, μ + σ), 

can be defined (see Figure (4)). Similarly, determine a 

triangular fuzzy number for each attribute (each column of 

table) and cluster. 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure  4. Determining triangular fuzzy number by μ, σ 

Step 4: Select the appropriate label 

In this step, you have to select the best label for any 

determined fuzzy number. A suitability criterion for a label 

means that its membership function is close to the desired 

fuzzy number. For measuring the closeness between two 

fuzzy numbers, there are several methods. In this paper 

two criteria as "Degree of Similarity" (DOS) and "Degree 

of Inclusion" (DOI) are applied [1]. The criteria can be 

defined as follows: 

 

LNLNLNS  /),(
          

(4)
 

 LLNLNI /),( 
 
             (5) 

 

Where the symbol ||.|| shows the cardinality of a set, 

also N is an obtained fuzzy number in step (3) and L is the 

membership function of a linguistic label. S(N,L) (degree 

of similarity between N and L) is used to determine the 

best L (as a linguistic label). L is selected if its DOS is the 

greatest. If the DOS of several linguistic labels are equal, 

DOI may be used to determine the best L. In this state, L is 

selected if its DOI is the greatest. Therefore, a linguistic 

label is assigned to each attribute. 

Step 5: Rewriting the rules 

In this step, the extracted rules can be rewritten like if–

then rules.  The number of rules may be equal to the 

number of clusters. For instance, a rule for cluster h can be 

written as follows: 

h

p

hp

hh

BisythenAisx

andandAisxifR 1

1:

      
            (6) 

Where x1, x2, ..., xp, y are linguistic variables and Aih, 

Bh are the assigned labels in step (4). By rewriting the 

rules for all clusters, a rule base is obtained which can 

describe the behavior of the system in any conditions. 

3.2. Algorithm (II) 

 Step 0: Begin 

 Step 1: Define a linguistic label and variable for each 

data by experts. 

 Step 2: Cluster the deterministic data by an appropriate 

technique. 

 Step 3: Calculate the "Degree of Dependency" to the 

cluster (DoD) for each attribute of objects within a 

cluster separately. 

 Step 4: Find the equation of DoD changes in terms of 

"attribute values" for each attribute within a cluster 

separately. 

 Step 5: Modify the obtained equations in step (4) 

according to the data concentrations.  

 Step 6: Assign the suitable labels to the obtained 

equations in step (5). 

 Step 7: Extract and rewrite the rules. 

 Step 8: End. 

Below, the above mentioned steps are explained.  

Step 1: Defining linguistic variables 

It is similar to step (1) in the first algorithm. 

Step 2: Data clustering 

It is similar to step (2) in the first algorithm. 

Step 3: Calculating DoD 

Each cluster includes a number of customers and their 

accounts have several attributes. A DoD can be calculated 

for each customer and attribute. If the number of 

customers is m and the number of attributes is n, the 

number of DoDs can be equal to m×n. A DoD may be 

determined by equation (7): 

)(
1

jhijh
i

jhijh

ijh
mxxam

mx
DoD






          

              (7) 

Where DoDijh  is the degree of dependency to cluster h 

for each attribute j and customer account i. Also xijh is the 

value of attribute j and customer account i in cluster h and 

also mjh is the median of attribute j in cluster h. The 

symbol |.| shows an absolute function too.   

Step 4: Finding the equation of DoD changes in terms 

of changes in the value of attributes 

In discrete cases, the value of the attributes can be 

represented by fuzzy sets that include a number of ordered 

pairs, where the first element shows the value of an 

attribute and the second element shows DoD. 

 1 

μ+σ μ μ-σ 
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In the present paper, the values are continuous, so the 

horizontal axis shows the values of an attribute and the 

vertical axis shows DoD. A regression equation may be 

fitted for the existing data. This curve can be considered as 

a fuzzy number to assign the best linguistic label to the 

data (see Figure 5) 

 
Figure 5. A sample of fitting a curve on data 

Step 5: Improving the obtained equations according to 

the data concentrations 

Generally, the values of attributes are concentrated in 

specified areas of domain (Figure 5). Also the existence of 

some useless data in first and end of domain can widen the 

domain and curve. The widened domain and curve can 

lead to some errors in the selection of appropriate 

linguistic labels and a reduction in the accuracy of the 

results. For this purpose, exclude a range of data from the 

beginning and end of domain. If the length of the old 

domain is d1 and the length of the new domain is d2, the 

multiplying proportion d2/d1 in the length of the graph 

horizontal axis may reduce the width of the chart and 

increase its focus on areas where the density of data is 

higher. This action will increase the accuracy of linguistic 

labels selection. 

Step 6: Find the appropriate labels 

Select a label that is closer to the obtained equation in 

step (5). The current step is similar to step (4) of the first 

algorithm, so you can implement it by equations (4) and 

(5).  

Step 7: Rewriting the rules 

This step is similar to step (5) of the first algorithm.  

4. Case Study 

The customer relationship management and customer 

requirements management in banks and financial 

institutions are very important. So rating customers based 

on the analyzed criteria can help organizations to present 

more favorable services.  Data mining [14] and the 

presented algorithms in previous sections can be used as 

tools for evaluating, predicting customer behavior and 

customers rating in terms of some criteria. In this paper, it 

is shown how to implement the proposed algorithms. For 

this purpose, the information of 2500 accounts from a bank 

in Iran is studied [34]. The afore-mentioned information is 

clustered by the k-means method and is considered 5 

clusters corresponding to 5 levels of customers rating.  

In this case study, the following criteria of customers 

account information are considered:  

1. average: The average of daily balance for each 

customer during one year. 

2. val-cheq: The average amount of returned checks for 

each customer during one year. 

3. tran-bed: Total debtor turnover of each customer 

during one year. 

4. tran-bes: Total creditor turnover of each customer 

during one year. 

5. rem-bes: The sum of the creditor balance of each 

customer during one year. 

6. remained: The remaining creditor balance of each 

customer at the end of year. 

The criterion "tran-bed" can be considered as a 

consequent of other criteria, so it is located in right hand 

side of the rules. The steps of the first algorithm can be 

performed as follows: 

Step (1) Defining the linguistic variables (see Figures 

(6) to (11)). 

Step (2) Clustering data by k-means method: since 5 

clusters have less error, so 5 clusters are considered.     

Steps (3-5) Selecting appropriate labels, their 

calculations, rules extraction and their rewriting.  

Finally the five rules are obtained as follows: 

 

 R1: If (remained = VL) and (tran_bes = L) and 

(rem_bes = L) and (val_cheq = VS) and (average = 

VL)   (tran_bed = L) 

 R2: If (remained = VL) and (tran_bes = S) and 

(rem_bes = L) and (val_cheq = VS) and (average = 

VL)   (tran_bed = S) 

 R3: If (remained = VL) and (tran_bes = M) and 

(rem_bes = L) and (val_cheq = VS) and (average = 

VL)   (tran_bed = M) 

 R4: If (remained = M) and (tran_bes = VS) and 

(rem_bes = S) and (val_cheq = S) and (average = M) 

  (tran_bed = VS) 

 R5: If (remained = VL) and (tran_bes = M) and 

(rem_bes = L) and (val_cheq = VS) and (average = 

VL)   (tran_bed = M) 

 

Third and fifth rules are similar, so the fifth rule is 

removed, so only the first four rules can be considered.  

Also by the second algorithm, five rules are obtained as 

following: 

 

 R1: If (remained = VL) and (tran_bes = L) and 

(rem_bes = L) and (val_cheq = VS) and (average = 

VL)   (tran_bed = L) 

 R2: If (remained = L) and (tran_bes = S) and (rem_bes 

= L) and (val_cheq = VS) and (average = L)   

(tran_bed = S) 

 R3: If (remained = VL) and (tran_bes = M) and 

(rem_bes = L) and (val_cheq = VS) and (average = L) 

  (tran_bed = M) 

 R4: If (remained = M) and (tran_bes = VS) and 

(rem_bes = S) and (val_cheq = VS) and (average = M) 

  (tran_bed = VS) 

 R5: If (remained = VL) and (tran_bes = M) and 

(rem_bes = L) and (val_cheq = VS) and (average = 

VL)   (tran_bed = L) 

 

Note that the extracted fuzzy rules from each of the two 

algorithms are different. 

By extracting the fuzzy rules according to the needs of 

each bank, the customers can be rated into several levels. 

A bank can present services to its customers based on the 
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determined levels. For example, the customers of the first 

cluster can be considered as high level customers (first 

level) because their account balance and turnover is large 

and their returned check rate is low; these customers can 

be useful for a bank. Therefore, a bank can prepare more 

services for this level of customers. The reward and 

punishment can also be applied similarly for other levels.      

5. Conclusions 

In this paper, two algorithms were presented to extract 

fuzzy rules from deterministic data. The proposed 

algorithms were performed in a case study on bank 

customers. One of the applications of fuzzy rules for banks 

may be rating their customers. Each customer in each level 

can receive some services depending on its level.  

For investigating the validity of the algorithms, the 

information of 300 new customer accounts was extracted.  

The data were compared with the obtained rules from 

previous algorithms. The criteria values as input data and 

the value of "tran-bed" as output data were considered.  

The calculations show that the first algorithm 95.7% and 

the second algorithm 92.7% confirm the views of experts. 

Of course the confirmation of both algorithms is 

acceptable.  

The advantage of the above methods over the other 

methods is that they can reduce the time and the required 

effort for extracting rules. 
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