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Abstract 

The present study deals with computational and analytical evaluation for the first approach of fuel loading, and presents 

the changes in neutron flux distribution of VVER-1000 reactor with each fuel loading type. The first approach proposed is 

based on dividing the core into axial cylindrical areas (equal number of batches), with each area having similar fuel (burn-up 

history). This paper includes a description of the core and fuel assembly lattice. The results allow us to determine the optimal 

first approach loading pattern, taking into account the maximum burn-up value, best power distribution and minimum vessel 

neutron fluence. The pressure vessel integrity analysis is carried out by comparing the vessel neutron fluence for each fuel 

loading scheme. Deterministic and probabilistic methods are employed in this study in order to achieve our goals.  
 

© 2014 Jordan Journal of Mechanical and Industrial Engineering. All rights reserved 
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1. Introduction 

The life-time and integrity of a pressurized water 

reactor directly depends on the neutron irradiation of the 

reactor pressure vessel [1,2]. The pressure vessel is a 

fundamental component of light water reactors, since it 

contains the core and control mechanisms at high 

temperature and under high pressure. Therefore, pressure 

vessel integrity is important from the safety point of view, 

since increasing neutron fluence may significantly alter the 

behavior of vessel steel [3,4]. 

The embitterment of the material of the reactor vessel 

is primarily due to the fast neutron flux. The possible 

extension of the reactor life time needs neutron physical 

investigation of how new types of fuel elements, and new 

loading patterns, influence the neutron flux attaining the 

reactor vessel and detectors [5,6]. 

As indicated in the literature [7,8], core management 

plays an important role in the assessment of nuclear safety, 

as well as in the associated economics. In LWRs, the 

reactor is operated for normally one year long after the fuel 

is loaded into the core. After a period of operation, part of 

the fuel is replaced. Fuel loading and operation are 

repeated within a cycle. In-core fuel management implies 

designing fuel loading schemes over several cycles, such 

that the core produces the required energy output in an 

economical way, without violating safety constraints. 

There are various strategies used to design the reload 

pattern. The out-in pattern is one wherein fresh fuel is 

loaded in the periphery of the core, then moved inward in 

subsequent cycles. The in-out pattern is the reverse. In the 

first few decades of PWR operation, the out-in patterns 

were employed [9]. More recently, the in-out procedure 

has replaced the out-in method to obtain low leakage cores 

and conserve 235U. However, low leakage cores require the 

use of burnable poisons.  

Economics and safety are the two primary concerns 

competing with each other in the in-core fuel management. 

In order to design all optimal fuel loading schemes, the 

constraints that the scheme must satisfy should be first 

identified. 

In this study, pressure vessel integrity analysis is 

carried out for VVER-1000. This is achieved by studying 

the actual types of fuel loading strategies, and determining 

suitable schemes such as low leakage fuel-loading.  

2. Fuel Management Objectives and Constraints 

Most of the constraints are safety-related, except for the 

fundamental energy production requirements [7,8,9]. 

Therefore, reactivity and power distribution, in addition to 

the associated fuel enrichment and burnable absorbers, are 

described. The objective of fuel management is to design a 

fuel-loading scheme that is capable of producing the 

required energy at the minimum cost, while satisfying the 

safety constraints. More specifically, the objectives are: 
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(a) to meet the energy production requirements; 

(b) to satisfy all safety-related design limits; 

(c) to provide sufficient operating margins; and finally 

(d) to minimize the power generation cost. 

 

In order to produce the required energy, the reactor 

must sustain the rated power level for the specified cycle 

length, and should be able to be properly started and 

shutdown at any time in the cycle. The required energy 

generation becomes possible only when the loaded fuel has 

sufficient reactivity that covers reactivity defects 

associated with startup, as well as reactivity loss due to 

fuel depletion [10,11]. The startup defects consist of 

temperature, power, xenon and neutron leakage. 

3. VVER-1000 Nuclear Reactor 

VVER or WWER [12-16] is an abbreviation for “water 

water energy reactor.” It is a pressure vessel type nuclear 

reactor with water used both as moderator and coolant, 

resulting in a thermal neutron spectrum. WWER-1000 

designates a unit of 1000 MWe (electrical power) as 

output. 

A VVER-1000 nuclear reactor core contains 163 fuel 

assemblies, arranged in hexagonal geometry (Figure 1). 

Each fuel assembly consists of 311 fuel pins, 18 guide 

tubes for placing burnable absorber cluster (BAR) or for 

movement of absorber rods of control and protection 

system (CPSAR), one guide tube for keeping in core 

instrumentation detectors (ICID), and a slotted central tube 

for structural support [10,13]. All these fuel pins/tubes are 

held by a framework of 15 hexahedral spacer grids, and a 

supporting tail grid (Figure 2). In order to reduce parasitic 

capture of neutrons in the core, several components, like 

the fuel clad, guiding tubes, BAR clad and spacing grids, 

are made of zirconium alloy. There are 54 locations in the 

core where Rhodium type SPND detectors shall be 

installed in ICID tubes [13]. In the first cycle, 42 BAR 

clusters are used for the purpose of flux flattening and for 

ensuring negative moderator coefficient of reactivity. In 

further cycles, 18 BAR clusters are used. The number of 

CPSAR used in first cycle is 85, which is increased to 103 

in subsequent cycles [13]. The main physical 

characteristics of the reactor core are given in Table 1 [12-

16]. 

The core, as well as the peripheral components, 

including reflector and water channels, were carefully and 

comprehensively modeled in this work (Figure 1). This is 

necessary in order to obtain realistic neutron flux 

calculated not only in the core, but also in that leaking to 

the vessel. 

 
Figure 1. Upper panel: The reactor core and peripheral components were carefully modelled in this work (see text). Lower panel: Schematic 

view of the reactor core plan and fuel assembly [12]. Non-fuel element positions are identified. 
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Figure 2. The design of FAs in the core (fuel and control rods). 

Table 1. The main physical characteristics of the reactor core [12-

16]. 

Value Characteristics  

3000 Reactor nominal thermal power, MW  

15.7 Coolant pressure at the core outlet, MPa  

321 Coolant temperature at the reactor outlet, C 

4.14 Flow area of the core, m2  

3–4 Nominal duration of FA stay in the core, fuel cycle  

3.53 Fuel height in the core in cold state, m  

3.16 Equivalent diameter of the core, m  

0.236 Pitch between FAs, m  

163 Number of fuel assemblies inside the core  

484.8 Mass of fuel in fuel assembly, kg  

79,840 Nominal loading of reactor on UO2, kg  

4.535 Diameter of the vessel cylindrical part in the core, m  

4. The Strategy for Development of VVER-1000 Fuel 

Cycle 

The most important objective of this work is to choose 

a fuel loading scheme which provides: 

1. A homogenized power production over the core which 

implies “flatness of power or low Peak Power Factor.” 

2. A low reactor vessel neutron fluence (basic 

requirement) [2,5]. 

3. The best value of fuel burn-up, which reflects good fuel 

utilization.  

4. A low NPP generation cost indicated by: 

a) The ability to increase reactor cycle time. This 

helps to raise the value of plant Availability Factor, 

which is achieved by rising the initial reactivity of 

the core by raising fuel enrichment up to 5.2%. 

b) Increasing the number of batches, implying small 

batch size. This helps to achieve high burn-up fuel 

value and low plant fuel fabrication cost. The latter 

is implied by the smaller number of assembles 

(small batch size). 

Very high average discharge burn-ups require high 

average 235U enrichment in the initial core, and this, in 

turn, requires more ability of adjustment for the initial 

reactivity of the core by using additional amount of 

absorbers [11,17,18]. 

The Moderator Temperature Coefficient MTC 

requirement could be the most limiting constraint. It must 

be maintained negative in any Hot Full Power HFP 

condition in such longer cycle fuel management schemes. 

This is a consequence of high boron concentration required 

in long fuel cycles, and thus MTC becomes less negative 

with increasing boron. Therefore, in order to assure 

inherent safety, other types of Burnable Absorber BA, 

such as gadolinia, must be used to control the initial 

reactivity and the differential in reactivity between the 

fresh fuel and the partly burnt fuel in the core, leading to 

radial power peaking factors. 

In order to achieve these goals by comparing various 

loading schemes, we developed a simulator for WWER 

1000 reactor which performs the required calculations. 

5. Choice of Burnable Absorber 

The choice of burnable absorber bin characteristics has 

an important consideration for very high burn-ups 

[10,17,18]. Gadolinia was chosen for controlling radial 

power peaking. It is very important to carefully optimize 

the fuel and burnable poison loading patterns to minimize 

the initial enrichment. Therefore, the first simulation 

results obtained in this work are described in what follows. 

Figure 3 depicts the result of studying the behavior of 

traditional fuel (e=4.4%) with different number of BA rods 

and different weight percent (w). As a result, we find that 

the following construction of the initial fuel is most 

suitable to start with: 

1. The first (traditional) case (see Figure 3): 

a) The fuel bins: e =4.4%. 

b) The BA bins (Gd2O3):  

1. e =3.7%, w =4.0%. 

2. 18 fuel rod with BA. 

c) The Reactivity Equation which describes the 

average fuel burn up behavior in this case is: 

5.120054.02451.0

5.12165.0







BB

B

  
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Figure 3. The behavior of variant traditional fuel constriction 

burn-up (e=4.4%). The inset illustrates the selected case for BA 

(see text). 

While for fuel with enrichment e=5.2% suggested 

based on a study [17] presenting the relationship between 

the average discharge burn-up and the cycle length for 

different values of fresh fuel enrichment and different 

values of batch numbers, our study of fuel burn-up 

behavior with different number of BA rods and different 

weight percents implies the most suitable fuel construction 

as (see Figure 4):  

2. The second (suggested) case: 

a)    For the fuel rods: e =5.2%. 

b)    For BA rods (Gd2O3) 

1.  e =3.7%,  w =4.0%.  

2. 30 fuel rods with BA. 

c) The Reactivity Equation which describes the 

average fuel burn up behavior in this case is: 

           

140052.02555.0

14178.0







BB

B


  

 
Figure 4: The behavior of variant fuel construction burn-up 

(e=5.2%). 

It is worth noticing here that the load-up type symbol 

we adopt, like (1342), means the following: We divided 

the core into areas (Figure 5) of equal number of batches, 

and numbered areas from periphery toward center. The 

symbol is the numbers of areas from which fuel shaft on 

(fresh state until used state). 

6. VVER -1000 Simulator and Simulation Results 

In order to accomplish our objectives, the whole reactor 

core and peripheral component elements are modeled, in 

this work, using the MCNP4C2 and GETERA codes. 

Consequently, the neutronic parameters of the reactor core 

are calculated. 

The simulator flowchart is depicted in Figure 6. The 

simulation procedures are based on:  

1. The GETERA 90 code was used to perform the core 

burn-up calculations and the change in isotopic fuel 

components [19]. 

2. The Linear Reactivity model equations were 

programmed in this work in order to calculate burn-up 

characteristics for each FA according to its position in 

the reactor core [6,8,9]. 

3. The MCNP4C2 code was used to perform neutron flux 

and criticality calculation, in addition to peak power 

evaluation for each loading pattern [20,21]. 

As a conclusion from Section 5 above, the study 

considers two types of core fuel: 

1. e = 4.4% + BA (Gd2O3, 18 rod, w = 4.0%); 

2. e = 5.2% + BA (Gd2O3, 30 rod, w = 4.0%). 

In order to validate our simulator, we compare the basic 

results for the traditional case (e=4.4) with referenced 

values before adopting results for the suggested case 

(e=5.2%). The comparative analysis presented in Table 2 

provides confidence in our simulator and enables us to 

pursue the calculations.   

For each loading scheme of the two cases, the simulator 

provides values of the peak power, burn-up, vessel neutron 

flux, Keff and cycle time. The numerical values for these 

parameters are listed in Table 3 for the first case, and in 

Table 4 for the second. 

The details as illustrated in the flowchart (Figure 6) are 

enormous, and in our assessment can’t be contained in the 

text. Therefore, the detailed computational stages and 

analyses involved can be obtained directly from the 

authors.  

Table 2. Comparative study for the traditional case (e = 4.4%). 

Parameter Simulator value Referenced value 

Relative 

Error 

(%)
a
 

Keff BOC 1.0529 1.05352 [14] 0.06 

Keff EOC 0.9828 0.969 [15] 1.42 

Cycle Time 

[Month] 
9.98 9.72 [22] 2.67 

Peak Power 
BOC=1.46 

Ave=1.42 1.41 [16] 0.71 
EOC =1 .38 

Peri. FA 

power 

decrease 

0.26 0.25 [18] 4.00 

NRV 

neutron flux 

decrease 

0.37 0.31 [10,23] 19.4 

a Calculated as 

100
 valueReference

 valueReference - valueSimulator 
  
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Figure 5. The first approach of reactor core loading pattern. 

 

Table 3: Simulator results for the first case “e = 4.4% + 18 fuel rods with BA (Gd2O3)”.  

Pq  

fuel rod 

Pq 

fuel 

AS 

Vessel 

Neutron 

flux 

X 1011 

Burn-up Value Cycle Time Keff 

Load-up type 

→ 

N
O

. 
o

f 
b

at
ch

es
 

1 2 3 4 day month Keff D Keff 

1.82 1.18 1.9052 11.43 22.81 33.64 44.39 277.45 9.25 1.02 0.00 
  

1234 

 

4 

1.29 1.25 1.2530 11.49 22.93 34.83 44.67 279.194 9.31 1.01168 3E-04 
  

1243 

1.67 1.28 1.5802 11.48 23.53 33.81 44.57 278.573 9.29 1.01902 2E-04 
  

1324 

1.30 1.29 0.75523 11.57 23.71 35.59 45.03 281.424 9.38 1.02246 2E-04 BOC 
O

U
T

-I
N

 

1342 

1.29 
 

1.0926 
      

0.96679 2E-04 EOC 

2.12 1.48 0.22402 11.60 25.02 35.29 45.22 282.648 9.42 1.02656 2E-04 
  

1423 

1.78 1.47 0.29544 11.63 25.07 35.90 45.36 283.499 9.45 1.04035 2E-04 
  

1432 

1.48 1.46 0.61477 12.33 25.86 36.74 45.91 286.943 9.56 1.04497 2E-04 
  

2431 

1.42 1.28 0.55916 12.27 24.49 36.43 45.59 284.94 9.60 1.04149 2E-04 BOC 

L
L

L
P

 

2341 

1.38 
 

0.79066 
      

0.9828 2E-04 EOC 

1.96 1.57 0.095717 14.69 27.08 37.64 47.02 293.88 9.80 1.08265 2E-04 
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Figure 6. VVER-1000 simulator flow chart.
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Table 4: The simulator results for the second case “e = 5.2% + 30 fuel rods with BA (Gd2O3)”. 

 

7. The Load-Up Schemes 

First case e=4.4 % 

By comparing the different fuel load-up schemes in 

terms of the radial power peaking factor Pq and reactor 

vessel RV neutron flux, we distinguish the “1342” OUT-

IN fuel loading type, and the “2341” Low Leakage 

Loading Pattern LLLP scheme, as illustrated in Figure 7. 

This choice satisfies the lowest reactor vessel neutron 

fluence for the LLLP while keeping acceptable increase of 

Pq value. 

The numerical characteristics of the “1342” OUT-IN 

and the “2341” LLLP schemes are listed in Table 5. We 

presumed a decrease of the NRV fluence by about 30% 

using LLLP instead of OUT-IN scheme, which could 

comprise a positive consequence on NRV life time. The 

simulator results provided a good uniformity with 

referenced values as shown in Table 5. This positive 

outcome furnishes the ground for exploring new cases 

using the simulator. 

The thermal, the up thermal and the fast neutron flux 

distributions for the LLLP scheme extracted via the 

simulator over the reactor components are illustrated in 

Figure 8. 

 
Figure 7. Comparison of different fuel load-up schemes according 

to Pq and RV neutron flux (e=4.4 %). 

Figure 8 depicts the thermal, up thermal and fast 

neutron flux distributions over the core for LLLP “2341”.    
 

Pq 

fuel rod 

Pq 

fuel AS 

Vessel 

Neutron flux 

X 10
11

 

Burn-up Value Cycle Time Keff Load-up type 

→ 

N
O

. 
o

f 

b
at

ch
es

 

1 2 3 4 5 day month Keff D Keff 

2.19 1.31 1.3441 13.88 27.38 39.75 51.58 63.06 373.71 12.46 1.02194 3E-04 
 

12345 

5 

1.95 1.31 1.7799 13.90 27.41 40.37 51.69 63.18 374.42 12.48 1.01479 2E-04 
 

12435 

1.43 1.31 1.4336 13.93 27.49 40.49 52.97 63.41 375.75 12.52 1.0057 2E-04 
 

12453 

1.88 1.31 1.0755 13.95 27.51 41.31 52.62 63.52 376.43 12.55 1.01767 2E-04 
 

12534 

1.94 1.31 0.39094 13.97 27.54 41.36 53.14 63.61 376.92 12.56 1.02089 3E-04 
 

12543 

2.62 1.33 1.2598 13.98 27.39 39.68 52.29 63.24 374.73 12.49 1.07186 3E-04 
 

13254 

1.63 1.33 1.1751 13.99 27.85 40.87 53.36 63.69 377.40 12.58 1.01582 2E-04 
 

13452 

1.45 1.32 0.68538 13.98 27.84 41.65 52.78 63.72 377.60 12.59 1.04211 2E-04 

L
L

L
P

 

13524 

1.36 1.39 1.2522 13.99 28.51 40.68 53.18 63.66 377.24 12.57 1.00683 3E-04 

O
U

T
-I

N
 

14253 

1.54 1.40 0.90246 14.00 28.55 40.95 53.46 63.81 378.14 12.60 1.01814 2E-04 
 

14352 

1.72 1.39 0.47518 14.03 28.61 42.39 53.52 64.03 379.45 12.65 1.03427 3E-04 
 

14523 

2.12 1.50 0.42833 14.05 29.61 41.76 53.56 64.06 379.63 12.65 1.04402 2E-04 
 

15243 

2.13 1.51 0.28722 14.05 29.59 41.94 53.12 64.09 379.77 12.66 1.04019 2E-04 
 

15324 

1.97 1.50 0.18540 14.08 29.66 42.57 53.72 64.24 380.67 12.69 1.05111 2E-04 
 

15423 

2.75 1.39 3.4074 14.54 29.17 42.99 54.32 64.53 382.38 12.75 1.08228 3E-04 
 

24531 

3.43 1.50 3.5376 14.57 30.18 42.58 54.42 64.63 382.99 12.77 1.10407 3E-04 
 

25341 

3.21 1.50 3.5743 14.59 30.22 43.18 54.52 64.74 383.63 12.79 1.09816 3E-04 
 

25431 

2.75 1.61 2.8616 16.91 31.61 44.19 55.55 65.93 390.67 13.02 1.18591 3E-04 
 

54321 
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Table 5. The “1342” OUT-IN scheme & the “2341” LLLP scheme characteristics for the first case (e=4.4 %). 

NRV 

neutron 

flux 

decrease 

FA power 

decrease 

Fluence 

decrease 
Fluence 

Peak 

Power 

Cycle 

Time 
Keff 

Load-up Type 

→ 
MONTH 

0.37 0.26 0.31 

3.6E+18 1.24 9.80 1.04948 BOC 

O
U

T
-I

N
 

1342 

  1.29   0.96679 EOC 

2.4E+18 1.46 9.98 1.0529 BOC 

L
L

L
P

 

2341 

  1.38   0.9828 EOC 

0.31 0.25 0.3 7.27E+19 1.41 9.72 
1.05352 

[14] 
Referenced value 

[10] 

[23] 
[1] 

[10] 

[23] 
[24] [16] [22] 

0.969 

[15] 

 

 
Figure 8. The thermal, up thermal and fast neutron flux distributions over the core for e=4.4% and LLLP “2341”. 

Second case e=5.2% 

Following the same argument for the proposed case 

(e=5.2%), we distinguish the “13524” LLLP scheme, with 

the best (0.69x1011 n/cm2.s) flux and a corresponding Pq 

value of 1.45 (Figure 9).  

Figure 10 depicts the thermal, up thermal and fast 

neutron flux distributions over the reactor for the selected 

scheme; namely LLLP “13524”.   

Finally, it is worth mentioning that Tallies F4, *F4, F7 

and *F7 were used to calculate neutron flux densities in 

different core cells and power in fuel cells. The obtained 

power distributions were used to obtain radial peak power 

(Pq). The RV neutron flux was obtained using F2 tally for 

internal reactor vessel surface for fast neutrons (> 0.5 

MeV). The results were used to get a sectional distribution 

of neutron flux through the core and the surrounding 

components as shown in Figures 8 and 10. 

 

 
Figure 9: Comparison of different fuel load-up schemes according 

to Pq and RV neutron flux (e=5.2 %). 
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Figure10: The thermal, up thermal and fast neutron flux distributions over the core for e=5.2% and LLLP ”13524”. 

8. Conclusion 

In this study, a method for the first approach of 

optimizing the VVER-1000 nuclear reactor loading pattern 

was introduced. Using this method, we evaluated the 

pressure vessel integrity by comparing the vessel neutron 

fluence for each fuel loading scheme. A simulator was 

developed to calculate the basic characteristics (peak 

power, vessel fluence and average burn-up value). The 

most significant results were: 

 For the first standard case e =4.4%: 

The use of LLLP scheme instead of OUT-IN load 

pattern permitted to reduce the reactor vessel neutron 

fluence by 31%, and the reactor vessel neutron flux by 

26%. On the other hand, the LLLP scheme increased the 

batch time by 2.3% comparing to the OUT-IN load 

pattern. One inconvenience of the LLLP scheme involved 

the increase of Pq by about 9.23% (from 1.3 to 1.42) 

compared to literature values of Pq=1.41 and Pq 

critical=1.55  [4,8,14]. 

 For the second proposed case e =5.2%: 

The LLLP (5 batches + e=5.2%) allowed to lower the 

reactor vessel neutron flux by 9.3%, to increase the batch 

time by 19.3%, and to raise the average burn-up value by 

41.5% (up to 63.73). In addition, the reactor spent fuel 

production rate is reduced from 41 assemblies by 9.4 

months, to 33 assemblies by 11.2 months. 

Furthermore, the Pq value for the selected LLLP 

scheme increased by about 11.5% (from 1.3 to 1.45) which 

is still beneath the critical value of 1.55.  
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Abstract 

The theory of fracture mechanics is unable to estimate crack initiation life, but the theory of damage mechanics can do it 

well. The application of critical plane method in multiaxial fatigue has made certain progress. According to the law of 

thermodynamics, a new damage model is proposed in this paper to predict the crack initiation life under multiaxial 

proportional loading condition based on damage mechanics and critical plane method. The maximum shear strain amplitude 

and the normal strain on the maximum shear strain plane are the components of this model. Finally, the crack initiation life is 

predicted with the proposed model, which is damage mechanics-critical plane method. The predicted results of using the new 

model comply with the experimental results. 
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1. Introduction 

The mechanical structures in practical application 

mostly work under cyclic loading. The loading mode may 

be uniaxial cyclic loading, or likely to be multiaxial cyclic 

loading. One of the main forms of failure is the fatigue 

fracture. The loading procedure will continuously produce 

damage, which often results in micro crack formation and 

propagation of damage accompanied by a large amount of 

plastic deformation. The mathematical description of the 

damage variable is introduced in damage mechanics, and it 

is applied to structural analysis. The fatigue life predicted 

model is put forward with the help of the concept of 

effective stress [1-3]. The critical plane method considers 

the physical meaning of fatigue fracture, which is widely 

used currently in the predicted of multiaxial fatigue life. 

Brown and Miller [4-7] believed that the maximum shear 

strain helps crack nucleation and normal strain helps crack 

extension. So a new multiaxial nonlinear damage model 

based on damage mechanics and critical plane method is 

proposed in this article. The essence of this model is to 

replace the control parameters of the uniaxial nonlinear 

damage model with the largest equivalent strain [8-9]. It 

was proved that the multiaxial nonlinear damage model is 

available and practicable by the comparative analysis of 

the predicted results with the experimental data. 

2. Damage Variable and Effective Stress  

The premise of analysis of materials and components 

mechanical property by damage theory is to choose the 

proper damage variables to describe the damage state [10-

11]. The concept of continuum damage mechanics is 

proposed by Kachanov when he studied metal creep 

problems, he considered that the main mechanism of 

material degradation is caused by the decrease of effective 

bearing area [12-13], then the concept of continuous 

degree is proposed to describe the damage of materials and 

it can be defined as follows: a representative hexahedron 

element is selected and the total sectional area, which is 

perpendicular to the direction of n, is assumed A (Figure 

1). 

Figure 1. Damaged element 

 

app:ds:loading
app:ds:procedure
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The continuous degree is defined as: 





A

A
                                                                                   (1) 

where A  is the actual effective section area and A is 

the cross section area which doesn't have damage.  

The damage degree D, the supplement parameter of 

continuous degrees, is introduced to describe the damage 

by Rabotnov [14]. 

1  D                                                (2) 

Combining Eq. (1) with Eq. (2), the following equation 

can be given as: 

 1  A D A                                                                         (3) 

The effective stress can be defined as the ratio of the 

load F to the effective bearing area:  

 
=

1
  

 

F F

A D A
                                             (4) 

Eq. (4) is a classical expression of damage variable, 

which has been widely accepted. The principle of 

equivalent strain can be described as: the strain in the case 

of the effective stress equal to that in the case of no 

damage. According to this principle, the constitutive 

relation of damaged material can be obtained by replacing 

the nominal stress with the effective stress of damaged 

material. In the case of one dimensional elastic [15-16]: 

 = 1 D E                                                                          (5) 

It is widely accepted that fatigue crack initiation 

involves a localized plastic deformation in persistent slip 

bands in the low cycle fatigue region. It has been 

experimentally observed that the direction of these 

persistent slip bands is very closely aligned with that of the 

maximum shear strain direction and fatigue cracks have 

always been found to initiate on the maximum shear strain 

planes under different loading situations. This justifies the 

belief that the fatigue initiation process is predominantly 

controlled by the maximum shear strain. Comparing the 

torsion data with the uniaxial data based on the maximum 

shear strain, most investigators have found the torsion data 

to lie above the uniaxial data as was also the case in this 

investigation [17-19]. This suggests that a second 

parameter is involved in the fatigue damage process. As 

mentioned previously, Brown and Miller take this 

parameter to be the normal strain on the maximum shear 

plane. They argue that his normal strain influences fatigue 

ductility which in turn is related to the fatigue strength and 

then conclude that the normal strain across the maximum 

shear strain plane assists in crack propagation. One 

advantage of these theories is their physical interpretation 

of the fatigue damage accumulation. The equivalent strain 

amplitudes can be obtained based on von Mises rule. 

3. Uniaxial Fatigue Damage Model  

In the fatigue damage theory, the damage is often 

expressed as a function of load cycles. Under normal 

circumstances, the fatigue damage evolution equation can 

be represented as the following form: 

 ...dD f dN                                                    (6) 

The variables of function  ...f  can be stress, strain 

and damage variable. At the same time, in order to 

describe the nonlinear damage accumulation and the 

loading sequence effect, loading parameters and damage 

variable are inseparability. The damage evolution of 

materials or components is a kind of irreversible 

thermodynamics process. Lemaitre et al, describe the 

fatigue damage evolution equation as the following 

equation [6]: 

 
  

max m

m

1
1



 



  
   

  

p
dD D dN

M D
                 (7) 

where 
max  is the largest stress amplitude, 

m  is the 

average stress, p and   are the parameters associated with 

the loading form and material constant. 

When 0,  0D N  ; and when 1,  fD N N  . The 

following equations can be obtained by definite integration 

of Eq. (7): 

 
 

1
max m

0 0
m

1



  



  
   

  
 

fNp
D dD dN

M
               (8) 

 
max m

m

1

1



 

 



 
  

    
fN

p M
                             (9) 

1

1

1 1
p

R

f

N
D

N

  
   

 
 

                                        (10) 

Where, p ,   and M are constant,  which are 

concerned with material and the way of loading, 

max m
2


 


  ,    m 0 m1  M M b , 

RN  is 

actual life. 

This paper mainly studies the fatigue damage problem 

under a symmetric constant amplitude loading, so Eq.(9) 

can be represented as: 

0

1 2







 

  
   

f

M
N

p
                                    (11) 

It can be seen that the main parameter for uniaxial 

fatigue model is
2


, which can be obtained from the 

existing test and theory analysis. The fatigue property of 

material under proportional loading is consistent with that 

under uniaxial fatigue condition, thus 
2


 can be 

replaced by the equivalent stress amplitude under the 

condition of proportional multiaxial loading, namely the 

multiaxial nonlinear fatigue cumulative damage model can 

be got by the above method. 

According to the strain hardening laws: 

 2
2





 

n

pK                                              (12) 

where K and n are the material constants. 

So Eq. (11) can be rewritten as: 

  0 2
1

 






 
 

n

f p

M
N K

p
                         (13) 
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4. Multiaxial Fatigue Damage Model  

A thin wall pipe is generally selected in the multiaxial 

fatigue test. The most serious damage plane is vertical to 

the free surface [20-23], which is the plane we care about. 

The stress and strain state under pull-torsion loading can 

be expressed as: 

0 0

0 0 ,  0

0 0 0 0 0

xx xy xx xy

xy xy yy

zz

   

    



   
   

 
   
      

                 (14) 

In this paper, the loading form can be expressed as: 

sin  xx a t                                                           (15)

 sin    xy a t                                                         (16) 

Where   is the ratio of shear strain to axial strain,   

is phase difference. 

The strain state of the plane which is canted by   to 

the axis of the specimens can be expressed as: 

1
cos2 sin 2

2 2 2


   
   

 
  

x y x y

xy               (17) 

1
sin 2 cos2

2 2 2

  
  


 

xy x y

xy                               (18) 

where   y x . 

So Eq.(17) and Eq.(18) can be represented as: 

1 1 1
cos2 sin 2

2 2 2


 
     

 
  x x xy

             (19) 

1 1
sin 2 cos2

2 2 2

 
   


 

xy

x xy                            (20)

At the time, when 0   

                       (21)

1 1
sin sin 2 sin cos2

2 2 2

 
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
 

xy

a at t     (22) 

Because the critical plane is defined as the plane of the 

maximum shear strain, thus,  

xy
0









                                                       (23) 

Though Eq.(23), the   range can be obtained: 

 1
11

tan
2







 

                                              (24) 

In the range between –π/2 and π/2, there are two   

(
max min,   ) range which makes   reach to extreme 

value, but only 
max  makes  reach to maximal value. So 

normal strain and shear strain of the critical plane can be 

represented as: 

       (25) 

1 1
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2 2 2

 
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
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xy
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The equivalent strain can be represented as: 

1
2 2

1

3 2





 

  
        

eq
                                                (27) 

Combining Eq.(13) with Eq.(27), the multiaxial 

fatigue damage model can be given as: 
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             (28) 

5. Experiments and Results  

The material under investigation was 06Cr19Ni10 

steel, a kind of widely used material in engineering. All 

indexes satisfy property requirement of 06Cr19Ni10 steel 

and the data will be the reference of the parameter of 

fatigue test.  

In this paper, the reported fatigue life corresponds to 

the moment when a visible crack was found on the 

specimen surface. An Instron hydraulic tension-torsion 

loading frame (Figure 2) was used for the uniaxial and 

multiaxial proportional fatigue tests. The testing system 

was equipped with the Instron 8800 electronic control, 

computer control, and data acquisition. 

 

Figure 2. Fatigue testing machine 

The uniaxial results were listed in Table 1. 
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Table 1: Fatigue life of uniaxial experiment 

ε(%) 0.48 0.59 0.69 0.8 

Nf(cycles) 3881 2830 1962 1403 

The parameters of Eq. (13) can be fitted using the 

uniaxial experiment data: 

40 27.3294 10
1




 

 

M

p
, 13.5488   

The shape of multiaxial fatigue sample is shown in 

Figure 3:  

 

Figure 3. Shape of sample 

The proposed model is used respectively to predict the 

crack initiation life when 

                           1 3  , 2 3 2  , 3 1 2  . 

The loading conditions are listed in Table 2: 

Table 2. Amplitude of axial and torsional loading (%) 

1  
σ 0.370 0.490 0.566 0.670 0.800 

γ 0.64 0.84 0.981 1.16 1.39 

2  
σ 0.370 0.490 0.566 0.670 0.800 

γ 0.32 0.424 0.49 0.58 0.693 

3  
σ 0.370 0.490 0.566 0.670 0.800 

γ 0.185 0.245 0.283 0.335 0.400 

The way of loading is shown in Figure 4. 
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Figure 4. The way of loading 

The experimental results and the predicted result are 

shown in Table 3: 

Table 3. The data of multiaxial fatigue (cycles) 

λ=√3 
P 1751 1156 823 618 482 

E 1801 1209 856 632 493 

λ=√3/2 
P 1480 1613 1820 2209 2750 

E 1537 1594 1893 2284 2791 

λ=1/2 
P 1050 1187 1410 1721 2305 

E 971 1102 1371 1708 2277 

P—predicted life; E—experimental life. 

The predicted results using multiaxial nonlinear fatigue 

cumulative damage model are compared with the 

experimental results, and the comparison is shown in 

Figure5: 

 
Figure 5. The comparison between predicted results and 

experimental results 

 

Figure 5 shows the plots of the predicted life and 

experimental life when 

                            1 3  , 2 3 2  , 3 1 2  .  

It is obvious from the figure that life predictions based on 

the proposed approach were conservative within a factor of 

8 for proportional loading. In this paper, the damage 

mechanics is applied to predict the crack initiation life that 

the fracture mechanics is unable to predict. At the same 

time, the physical significance of the critical plane method 

is considered. The multiaxial nonlinear fatigue cumulative 

damage model proposed in this paper makes use of the 

advantage of the above two method. It can be seen from 

the comparative analysis that this method can predict the 

crack initiation life under proportional loading well. 

The parameters of the proposed model, such as the 

material constants and uniaxial fatigue data, can be easily 

obtained through theoretical analysis and the existing 

experimental data. On the basis of these parameters the 

crack initiation life can be well predicted. Thus, the new 

model can avoid conducting the multiaxial test which is 

time-consuming, money-consuming and troublesome and 

it is easy to apply in engineering. 

Conclusion  

The proposed method has been verified in comparison 

with the predicted results and experimental data. The 

method of combining damage mechanics with critical 

plane method can commendably predict the crack 

initiation life and it has a more practical value because the 

multiaxial fatigue damage model can predict the crack 

initiation life using the material constant and uniaxial 

fatigue data only.  
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Abstract 

 This paper presents analytical formulations and solutions for the bending behavior of simply supported 

functionally graded plates (FGPs) using Higher Order Shear Deformation Theory (HSDT) without enforcing zero transverse 

shear stresses on the top and bottom surfaces of the plate. It does not require shear correction factors. Material properties of 

the plate are assumed to vary in the thickness direction according to a power law distribution interns of the volume fractions 

of the constituents. The governing equations of motion and boundary conditions are derived using the principle of virtual 

work. Solutions are obtained for FGPs in closed-form using Navier’s technique. The results of deflections and stresses are 

presented for simply supported boundary conditions. The present numerical results are compared with the available solutions 

in the literature for deflections and stresses, from which it can be concluded that the proposed theory results are very close 

agreement to the published ones. After validating the present theory results for FGM plates, the effect of side-to-thickness 

ratio, aspect ratio, modulus ratio, the volume fraction exponent,and through-the-thickness  on the deflections and stresses are 

studied. The shear deformation effect and inhomogeneities played a greater role in estimating the deflctions and stress 

distribution in the functionally graded material plates. 
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1. Introduction 

Laminated Composite materials are particularly 

attractive to aviation and aerospace applications because of 

their exceptional strength and stiffness-to-density ratios 

and superior physical properties. However, the sudden 

change in material properties across the interface between 

discrete materials can result in large interlaminar stresses 

leading to delamination. Furthermore, large plastic 

deformations at the interfaces may trigger the initiation 

and propagation of cracks in the material [1]. One way to 

overcome these adverse effects is to employ functionally 

graded materials in which the material properties are 

continually varied through the thickness direction by 

mixing two different materials. This is achieved by 

gradually changing the volume fraction of the constituent 

materials usually in the thickness direction only.  

In the past, researchers on plates have received great 

attention and a variety of plate theories have been 

proposed to study the mechanical behavior of FGM plates. 

In particular, knowledge pertaining to static analysis is 

essential for optimal design of structures. For example, our 

numerical results clearly show that one could achieve an 

optimal design for FGM plates with a suitable power law 

index “n”. It is useful to present some developments in 

plate theory. The Classical Laminate Plate Theory (CLPT) 

[2], which is an extension of the Classical Plate Theory 

(CPT), provides acceptable results only for the analysis of 

thin plates and neglects the transverse shear effects. 

However, for moderately thick plates, CPT underpredicts 

deflections and overpredicts buckling loads and natural 

frequencies. The First-order Shear Deformation Theories 

(FSDTs) are based on Reissner's [3] and Mindlin's [4] 

accounts for the transverse shear deformation effect by 

means of a linear variation of in-plane displacements and 

stresses through the thickness of the plate, but requires a 

correction factor to satisfy the free transverse shear stress 

conditions on the top and bottom surfaces of the plate. 

Although, the FSDT provides a sufficiently accurate 

description of response for thin to moderately thick plates, 

it is not convenient to use due to difficulty with 

determination of the correct value of shear correction 

factor [5]. In order to overcome the limitations  of FSDT, 

many HSDTs were developed; they involved higher order 

terms in Taylors expansions of the displacements in the 
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thickness coordinate, notable among them are Reddy [6], 

Zenkour [7-9], Kant and Co-workers [10-15], 

Kadkhodayan [16], Matsunaga [17,18], Xiang [19] and 

Ferreira [20]. A good literature review of these theories is 

available in Refs. [21-23]. Neves et al. [20, 24] derived a 

Higher-order Shear Deformation Theory (HSDT) for 

modeling of functionally graded material plates and 

focused on the thickness stretching issue on the static, free 

vibration, and buckling analysis of FGM plates by a 

meshless technique. They used the virtual work principle 

of displacements under Carrera’s Unified Formulation 

(CUF) to obtain the governing equations and boundary 

conditions. The bending and Eigen problems are solved by 

collocation with radial basis functions. Mechab et al. [25] 

developed a two-variable refined plate theory to the 

bending analysis of functionally graded plates. Mantari 

and Soares [26] used the new trigonometric higher order 

shear deformation theory with stretching effect to develop 

the analytical solutions for static analysis of functionally 

graded materials. They employed the virtual work 

principle to derive the governing equations of motion and 

boundary conditions. The bi-sinusoidal load in the 

transverse direction is applied to the simply supported 

FGM plate to obtain the Navier-type solution. 

Birman and Byrd [28] presented a review of the 

principle developments in FGMs on the recent work 

published since 2000 in diverse areas relevant to various 

aspects of the theory and applications of FGM that include 

homogenization of particulate FGM, heat transfer issues, 

stress, stability and dynamic analyses, testing, 

manufacturing and design, applications, and fracture.  

Reddy [29] developed analytical solutions and finite 

element models based on third order shear deformation 

plate theory to analyze the isotropic functionally graded 

rectangular plates accounting for the thermo-mechanical 

coupling, time dependency, and the von Kármán-type 

geometric non-linearity. He assumed that the material 

properties vary according to power-law distribution in 

terms of volume fractions of the constituents. 

Cheng and Batra [30-32] used a third order shear 

deformation plate theory to establish the relationships 

between its deflections predicted by third order and higher 

order shear deformation theories and that given by the 

classical Kirchhoff plate theory. They also used the third 

order theory to study the buckling and steady state 

vibrations of a simply supported functionally gradient 

isotropic polygonal plate resting on a Winkler Pasternak 

elastic foundation and subjected to uniform in-plane 

hydrostatic loads. They assumed that the Young's modulus 

and the Poisson ratio of the material of the plate vary only 

in the thickness direction and also considered the rotary 

inertia effects. The same authors used asymptotic 

expansion method to study three-dimensional mechanical 

deformations of an isotropic linear thermo-elastic elliptic 

plate, and the deformations due to thermal loads are 

straightforwardly found. 

Gasik et al. [33] optimized the symmetric FGM plates 

and disks during sintering, using computer simulation to 

minimize the functionally graded material distortion, to 

avoid cracks and to generate an optimum residual stress 

distribution considering the processing parameters such as 

green density, particle size and composition profiles.  

Batra and Love [34] studied the initiation and 

propagation of adiabatic shear bands in FGMs deformed at 

high strain rates in plane-strain tension. 

Qian et al. [35] used meshless local Petrov–Galerkin 

(MLPG) Method to analyze plane strain static 

thermoelastic deformations of a simply supported 

functionally graded (FG) plate. They concluded that the 

number of nodes required to obtain an accurate solution 

for a FG plate is considerably more than that needed for a 

homogeneous plate.  

Gilhooley et al. [36] used a meshless local Petrov–

Galerkin (MLPG) method, and a Higher-Order Shear and 

Normal Deformable Plate Theory (HOSNDPT) to analyze 

infinitesimal deformations of a functionally graded thick 

elastic plate. They employed multiquadrics and thin plate 

spline radial basis functions for constructing the trail 

solutions, while a fourth-order spline function is used as 

the weight/test function over a local sub domain. They 

used Mori–Tanaka homogenization technique to compute 

the effective material properties. 

Talha and Singh [37] developed the theoretical 

formulations based on higher order shear deformation 

theory with a considerable amendment in the transverse 

displacement using the finite element method to analyze 

the thermo-mechanical deformation behavior of shear 

deformable FGM plates. 

Daouadji et al. [38] presented a theoretical formulation, 

Navier’s solutions of rectangular plates based on a new 

higher order shear deformation model to study the static 

response of FG plates enforcing traction-free boundary 

conditions on plate surfaces. They also studied the effect 

of ceramic volume fraction, volume fractions profiles, 

aspect ratios, and length to thickness ratios on the static 

response of FG plates.  

Xiang and Kang [39] used nth-order shear deformation 

theory and meshless global collocation method based on 

the thin plate spline radial basis function to the bending 

analysis of functionally graded plates.  

Most of the above theories do not account for 

transverse shear stresses on the top and bottom surfaces of 

the plate. This should be considered in modeling of the 

FGPs, because of the transverse shear stresses  and strains 

are not zero, when the FGPs used in aerospace structures 

may be subjected to transverse load/pressure on either side 

of the plate.  

In the present paper, analytical formulations and 

solutions for the static analysis of Functionally Graded 

Plates (FGPs) using Higher-Order Shear Deformation 

Theory (HSDT) are developed without enforcing zero 

transverse shear stress on the top and bottom surfaces of 

the plate. This does not require shear correction factors. 

The plate material is graded through the thickness 

direction. The plate’s governing equations and its 

boundary conditions are derived by employing the 

principle of virtual work. Navier-type analytical solution is 

obtained for plates subjected to transverse sinusoidal load 

for simply supported boundary conditions. The present 

numerical results are compared with the available 

solutions in the literature for deflections and stresses, from 

which it can be concluded that the proposed theory results 

are very close agreement to the published ones. After 

validating the present theory results for FGM plates, the 

effect of side-to-thickness ratio, aspect ratio, modulus 
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ratio, the volume fraction exponent,and through-the-

thickness  on the deflections and stresses are studied. The 

shear deformation effect and inhomogeneities played a 

greater role in estimating the deflctions and stress 

distribution in the functionally graded material plates. 

2. Theoretical Formulation 

In formulating the higher-order shear deformation 

theory, a rectangular plate of length a, width b and 

thickness h is considered, that composed of functionally 

graded material through the thickness. Figure 1 shows the 

functionally graded material plate with the rectangular 

Cartesian coordinate system x, y and z. The material 

properties are assumed to be varied in the thickness 

direction only and the bright and dark areas correspond to 

ceramic and metal particles respectively. On the top 

surface (z=+h/2), the plate is composed of full ceramic and 

graded to the bottom surface (z=-h/2) that composed of 

full metal. The reference surface is the middle surface of 

the plate (z=0). The functionally graded material plate 

properties are assumed to be the function of the volume 

fraction of constituent materials. The functional 

relationship between the material property and the 

thickness coordinates is assumed to be [9, 29,40]: 

bbt P +
2

1
)P-(P =P(z)

n

h

z








                               (1) 

where P denoted\s the effective material property, Pt, 

and Pb denotes the property on the top and bottom surface 

of the plate, respectively, and n is the material variation 

parameter that dictates the material variation profile 

through the thickness. The effective material properties of 

the plate, including Young’s modulus, E, density, ρ, and 

shear modulus, G, vary according to Eq. (1), and poisons 

ratio (υ) is assumed to be constant. 

 
Figure 1.Functionally graded plate and coordinates 

2.1. Displacement Models 

In order to approximate 3D plate problem to a 2D one, 

the displacement components u (x, y, z, t), v (x, y, z, t) and 

w (x, y, z, t) at any point in the plate are expanded in terms 

of the thickness coordinate. The elasticity solution 

indicates that the transverse shear stress varies 

parabolically through the plate thickness. This requires the 

use of a displacement field, in which the in-plane 

displacements are expanded as cubic functions of the 

thickness coordinate. In addition, the transverse normal 

strain may vary nonlinearly through the plate thickness. A 

higher-order shear deformation for composite laminated 

plates was developed by Pandya and Kant [41]. This paper 

extends this theory to functionally graded material plates. 

The displacement field is described in the following 

equations:  
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Where uo, vo, wo, denote the displacements of a point 

(x, y) on the mid plane. 

x, y are rotations of the normal to the mid plane about 

y and x-axes  

 u0
*, v0

*, x
*, y

* are the higher order deformation terms 

defined at the mid plane.  

By substitution of displacement relations from Eq. (2) 

into the strain displacement equations of the classical 

theory of elasticity the following relations are obtained: 
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2.2. Elastic Stress-Strain Relations 

The elastic stress-strain relations depend on which 

assumption of εz=0. In the case of functionally graded 

materials the constitutive equations can be written as: 
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Where    = (x, y, xy, yz, xz)
t are the stresses 

  = ( x,  y, xy, yz, xz)
t are the strains with 

respect to the axes 

Qij’s are the plane stress reduced elastic coefficients in 

the plate axes that vary through the plate thickness given 

by: 
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Where Ec is the modulus of Elasticity of the ceramic 

material and Em is the modulus of elasticity of the metal. 

2.3. Governing Equations of Motion  

The work, done by actual forces in moving through 

virtual displacements that are consistent with the 

geometric constraints of a body, is set to zero to obtain the 

equation of motion; this is known as energy principle. It is 

useful for: (a) deriving governing equations and the 

boundary conditions, and (b) obtaining approximate 

solutions by virtual methods.  

Energy principles provide alternative means to obtain 

the governing equations and their solutions. In the present 

study, the principle of virtual work is used to derive the 

equations of motion for functionally graded material 

plates.    

The governing equations of displacement model in Eq. 

(2) will be derived using the dynamic version of the 

principle of virtual displacements [42], i.e.:  

0)(
0
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T

            (6) 

    Where  U = virtual strain energy  

 V = virtual work done by applied forces  

 K = virtual kinetic energy   

 U + V = total potential energy.  

The virtual strain energy, work done and kinetic energy 

are given by: 
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Where 

  q = distributed load over the surface of the plate. 

 0 = density of plate material  

Substituting for U, V and K in the virtual work 

statement in Eq. (6) and integrating through the thickness, 

integrating by parts and collecting the coefficients of 
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the following equations of motion are obtained: 
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Where the force and moment resultants are defined as: 
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And the transverse force resultants and the inertias are 

given by: 
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The resultants in Equations (11)-(13) can be related to 

the total strains in Eq. (4) by the following matrix: 
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Where,  
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The matrices [A], [B], [D], and [Ds] are the plate 

stiffness whose elements can be calculated using Eq. (4), 

and Eq. (11)-(13). 

3. Analytical Solutions 

Rectangular plates are generally classified by referring 

to the type of support used. We are here concerned with 

the analytical solutions of the Eq. (10) - (15) for simply 

supported FG plates. Exact solutions of the partial 

differential Eq. (10) an arbitrary domain and for general 

boundary conditions are difficult. Although, the Navier-

type solutions can be used to validate the present higher 

order theory, more general boundary conditions will 

require solution strategies involving, e.g., boundary 

discontinuous double Fourier series approach. 

Solution functions that completely satisfy the boundary 

conditions in the Equations below are assumed as follows: 
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The Mechanical load is expanded in double Fourier 

sine series as: 

yxQyxq mn

nm

 sinsin),,(
11










           (17) 



 © 2014 Jordan Journal of Mechanical and Industrial Engineering. All rights reserved - Volume 8, Number 4  (ISSN 1995-6665) 198 

Substituting Eq. (16a) - (16i) into Eq. (10) and 

collecting the coefficients we obtain: 
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For any fixed value of m and n. Solutions of the Eq. (18)  

are obtained for each m,n =1,2….as Umn, Vmn, Wmn, 

 Xmn,Ymn. 

 The coefficients Umn, Vmn, Wmn, Xmn, Ymn, 

**** ,,, mnmnmnmn YXVU
 which are used to  
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 . 

4. Results and Discussion 

4.1. Comparative Studies 

In this section, numerical examples are presented and 

discussed to verify the accuracy of the present higher-order 

shear deformation theory in predicting the deflections and 

stresses of a simply supported functionally graded material 

plate. For numerical results, an Al/Al2O3 Plate is 

considered and graded from aluminum (as metal) at the 

bottom to alumina (as ceramic) at the top surface of the 

plate. The material properties adopted here are:  

Aluminium Young’s modulus (Em): 70GPa, 

density(ρm)= 2702 kg/m3, and Poisson’s ratio (υ): 0.3 

Alumina Young’s modulus (Ec): 380GPa, density (ρc)= 

3800kg/m3, and Poisson’s ratio (υ): 0.3 

For convenience, the transverse displacement, in-plane 

and the transverse shear stresses are presented in 

nondimensionalized form as: 
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In Table 1, we present results for in-plane longitudinal, 

normal stresses and transverse displacements for various 

material variation parameter “n” of the power law and for 

side-to-thickness ratios (a/h) is 10. The present results are 

compared with the Zenkour [9], Reddy [6], Touraiter [27] 

and Mechab [25]. 

The results from present higher-order shear 

deformation theory considering εz=0 are in good 

agreement with those from Touraiter [27] and Mechab [25] 

who also consider εz=0. It can also be seen that the effect 

of the exponent “n” of the power law on the dimensionless 

deflections and stresses of an FGM plate is being 

demonstrated in the results presented in Table 1. From 

Table 1, it is important to observe that as the plate 

becomes more and more metallic, the difference increases 

for maximum center deflection and maximum normal 

stress (
x ), while it decreases for normal stress (

y ). 

Also, it is noticed that the stresses for a fully ceramic plate 

are the same as that for a fully metal plate. This may be 

because of the fact that the plate is fully homogeneous at 

the top and bottom surface and the nondimensionalized 

stresses do not depend on the value of the modulus of 

elasticity. 

Table 2 compares the deflections and transverse shear 

stresses in a square FG plate subjected to sinusoidal 

distributed load. For convenience, the transverse 

displacement, and the transverse shear stresses in Table 2  

are presented in a nondimensionalized form as: 
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It can be seen that the deflections and stresses are in 

good agreementg with the higher order shear deformation 

theory [18] and refined plate theory [25]. This allows us to 

conclude that the developed higher order shear 

deformation theory is good for modelling of simply 

supported FGM plates. Results in Table 1 and Table 2 

should serve as benchmark results for future comparisons. 
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Table 1: Comparison of Non-dimensional Central deflections and stresses in a square FG-plate subjected to sinusoidal distributed load, a/h=10. 

n Source w  x  y  xy  yz  xz  

Ceramic Ref.[9] 0.2960 1.995500 1.312100 0.706500 0.213200 0.246200 

 

Ref.[6] 0.29423 1.989150 1.310350 0.705570 0.190510 0.237780 

 

Ref.[27] 0.2960 1.995500 1.312100 0.706500 0.213200 0.246200 

 

Ref.[25] 0.2961 1.994300 1.312400 0.706700 0.212100 0.238600 

 

Present 0.2961  1.99426  1.31238 0.706667 0.211994 0.238413 

0.2 Ref.[6] 0.33767 2.126710 1.309580 0.667570 0.180450 0.225320 

 

Present 0.3599 2.259090  1.38728 0.720591 0.225440 0.242348 

0.5 Ref.[6] 0.4407 2.610510 1.471470 0.666680 0.190710 0.238170 

 

Present 0.4537  2.61874  1.45902 0.691134 0.240484 0.243518 

1 Ref.[9] 0.5889 3.087000 1.489400 0.611000 0.262200 0.246200 

 

Ref.[6] 0.58895 3.085010 1.489800 0.611110 0.190710 0.238170 

 

Ref.[27] 0.5889 3.087000 1.489400 0.611000 0.262200 0.246200 

 

Ref.[25] 0.5890 3.085000 1.489800 0.611100 0.260800 0.238600 

 

Present 0.5890  3.08782  1.49034 0.610704 0.254721 0.238405 

2 Ref.[9] 0.7573 3.609400 1.395400 0.544100 0.276300 0.226500 

 

Ref.[6] 0.75747 3.606640 1.395750 0.544340 0.180700 0.225680 

 

Ref.[27] 0.7573 3.609400 1.395400 0.544100 0.276300 0.226500 

 

Ref.[25] 0.7573 3.606700 1.396000 0.544200 0.273700 0.218600 

 

Present 0.7578  3.61635  1.39638 0.543421 0.263908 0.222026 

3 Ref.[27] 0.8377 3.874200 1.274800 0.552500 0.271500 0.210700 

 

Ref.[25] 0.8375 3.870900 1.275600 0.552600 0.267700 0.202400 

 

Present 0.8383  3.88527  1.27495 0.551783 0.260625 0.208393 

4 Ref.[27] 0.8819 4.069300 1.178300 0.566700 0.258000 0.202900 

 

Ref.[25] 0.8816 4.065500 1.179400 0.566900 0.253700 0.194400 

 

Present 0.8823  4.08134  1.17786 0.566122 0.250169 0.201285 

5 Ref.[9] 0.91180 4.248800 1.102900 0.575500 0.242900 0.201700 

 

Ref.[6] 0.90951 4.242930 1.105390 0.573680 0.173070 0.216090 

 

Ref.[27] 0.9118 4.248800 1.102900 0.575500 0.242900 0.201700 

 

Ref.[25] 0.9112 4.244700 1.104100 0.575700 0.238500 0.193000 

 

Present 0.9121  4.25983  1.1022 0.574958 0.237709 0.199975 

6 Ref.[27] 0.9356 4.424400 1.041700 0.580300 0.229600 0.204100 

 

Ref.[25] 0.9352 4.420100 1.042800 0.580600 0.225500 0.195400 

 

Present 0.9357  4.43346  1.04095 0.579958 0.226524 0.202127 

7 Ref.[27] 0.9562 4.597100 0.990300 0.583400 0.219400 0.208100 

 

Ref.[25] 0.9557 4.592800 0.991500 0.583600 0.215700 0.199400 

 

Present 0.9562  4.60395  0.98971 0.583103 0.217854 0.205747 

8 Ref.[27] 0.9750 4.766100 0.946600 0.585600 0.212100 0.212400 

 

Ref.[25] 0.9743 4.761900 0.947700 0.585800 0.208800 0.203700 

 

Present 0.9749  4.77066  0.946138 0.585446 0.211753 0.209630 
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n Source w  x  y  xy  yz  xz  

9 Ref.[27] 0.9925 4.930300 0.909200 0.587500 0.207200 0.216400 

 

Ref.[25] 0.9922 4.926100 0.910300 0.587800 0.204200 0.207800 

 

Present 0.9924  4.93267  0.908967 0.587472 0.207791 0.213196 

10 Ref.[27] 1.0089 5.089000 0.877500 0.589400 0.204100 0.219800 

 

Ref.[25] 1.0085 5.084900 0.878500 0.589600 0.201400 0.211400 

 

Present 1.0089  5.08932  0.87743 0.589390 0.205434 0.216235 

Metal Ref.[9] 1.60700 1.995500 1.312100 0.706500 0.213200 0.246200 

 

Ref.[6] 1.59724 1.989150 1.310350 0.705570 0.190510 0.237780 

 

Ref.[27] 1.6070 1.995500 1.312100 0.706500 0.213200 0.246200 

 

Ref.[25] 1.6074 1.994300 1.312400 0.706700 0.212100 0.238600 

  Present 1.6072  10.826  1.31238 0.706667 0.211994 0.238413 

 

Table 2: Comparison of Non-dimensional Central deflections and transverse shear stress in a square FG-plate subjected to sinusoidal 

distributed load 

a/h 

Power law index, 

n 

w  xz  

Ref.[18] Ref.[25] Present Ref.[18] Ref.[25] Present 

5 

0 20.98 21.46 21.4575 1.186 1.19 1.18735 

0.5 31.79 32.35 32.3549 1.209 1.217 1.21301 

1 41.39 41.8 41.816 1.184 1.19 1.18719 

4 65.12 65.06 65.2529 1.076 0.969 1.0005 

10 76.21 76.72 76.7671 1.078 1.053 1.07547 

10 

0 294.3 296.1 296.058 2.383 2.385 2.38413 

0.5 450.4 453.7 453.716 2.431 2.439 2.43518 

1 587.5 589 589.03 2.383 2.385 2.38405 

4 882.3 881.6 882.341 2.175 1.943 2.01285 

10 1007 1008.5 1008.92 2.167 2.113 2.16235 

4.2. Parametric Study 

4.2.1. Effect of Side-to-Thickness Ratio 

The variation of nondimensionalized displacements and 

stresses for various side to thickness ratios (a/h) and 

material variation parameter (n) for displacement model 

are shown in Figures 2 - 7. Figure 2 shows the variation of 

center deflection for various volume fraction exponents 

“n” and with different side-to-thickness ratios, 

respectively. It is observed that the deflection of FGM 

plate is between ceramic and metal and the deflection of 

metal rich plates is larger compared to ceramic rich plates, 

this is due to the fact that the modulus of elasticity of 

ceramic (Al2O3=380GPa) is higher than that of metal 

(Al:70GPa). Hence for FGM plates, the transverse 

deflection decreases as the volume fraction exponent, n, 

decreases, whereas it may be unchanged as the side-to-

thickness ratio increases. The normal stresses increases 

with the increase of side-to-thickness ratio and decreases 

with the decrease of volume fraction exponent which can 

be seen in Figure 3 and Figure 4. Figures 5 - 7 show the 

variation of nondimensionalized shear stress for various 

side-to-thickness ratios and with different power-law index 

values. It can be seen that the longitudinal shear stress 

( xy ) increases with the increase of side-to-thickness 

ratio’s and power-law index values. This is due to the 

decrease of the stiffness of the plate.  The transversal shear 

stresses may be unchanged as the side-to-thickness ratio 

increases. The shear deformation effect is to increase the 

deflections and decrease the normal stresses, longitudinal 

and transverse shear stresses, especially for a/h≤5. 

 
Figure 2. Nondimensionalized displacement ( w ) as a function 

of side-to-thickness ratio (a/h) of an FGM plate for various values 

of power law index (n) 
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Figure  3. Nondimensionalized Normal stress ( x ) as a function 

of side-to-thickness ratio (a/h) of an FGM plate for various values 

of power law index (n)  

 
Figure  4. Nondimensionalized Normal stress ( y ) as a function 

of side-to-thickness ratio (a/h) of an FGM plate for various values 

of power law index (n)  

 

Figure 5: Nondimensionalized longitudinal shear stress (
xy ) as 

a function of side-to-thickness ratio (a/h) of an FGM plate for 

various values of power law index (n)  

 

Figure 6: Nondimensionalized transversal shear stress ( yz ) as a 

function of side-to-thickness ratio (a/h) of an FGM plate for 
various values of power law index (n)  

 

Figure 7: Nondimensionalized transversal shear stress ( xz ) as a 

function of side-to-thickness ratio (a/h) of an FGM plate for 

various values of power law index (n)  

4.2.2.  Effect of Aspect Ratio 

The effect of aspect ratios (a/b) and material variation 

parameter (n) for displacement model on 

nondimensionalized displacements and stresses are shown 

in Figures 8 - 13. From Figure 8 and Figure 9, it can be 

seen that the nondimensionalized center deflections and in-

plane longitudinal stress ( x ) decreases with the increase 

of aspect ratio and volume fraction exponent. The 

nondimensionalized displacements are higher for metallic 

plates and lower for ceramic plates. This is because of 

more stiffness for ceramics plates than metal plates. Also, 

it is found that the response of FGM plates is intermediate 

to that of the ceramic and metal homogeneous plates. The 

normal stress ( y ) and the longitudinal shear stress ( xy ) 

increases with the increase of aspect ratio up to 0.5 and 

then decreases, this can be observed in Figure 10 and 

Figure 11. It is due to the increase of elastic constants, Qij. 

It can be seen from Figure 12 that transversal shear stress 

( yz ) increases to a maximum when aspect ratio a/b=1 

and power-law index=1. Further it decreases with the 

increase of aspect ratio. Figure 13 shows the variation of 

nondimensionalized transversal shear stress ( xz ) with the 

aspect ratio for different power-law index values. It is 

observed that the transversal shear stress ( xz ) decreases 

with the increase of aspect ratio. From Figure 8 to Figure 

13, it can be seen that the effect of coupling increases as 

the aspect ratio increases. 

4.2.3. Effect of Modulus Ratio 

The effect of modulus ratios (Em/Ec) and material 

variation parameter (n) for displacement model is shown in 

Figures 14 - 19. Figure 14 and Figure 15 show the 

variation of center deflection and in-plane longitudinal 

stress ( x ) with the modulus ratios and volume fraction 

exponent. The deflections and in-plane longitudinal stress 

decreases with the increase of volume fraction exponent 

and modulus ratios. From the figures, it is seen that 

maximum center deflections decrease smoothly with the 

decrease of volume fraction exponent, n, and metal-

ceramic modulii ratio increases. This is because of the 

increase of the ratio of metal-ceramic modulii. The in-

plane-normal stress ( y ) and the shear stresses variation 

with volume fraction exponent is depicted in Figures 16 - 

19. The shear stresses, xy , xz  increase with the increase 
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of modulus ratio and maximum shear stress occurs at 

volume fraction exponent, n=0.2 and 0.5, respectively, 

while transverse shear stress, yz  decreases with increase 

of volume fraction exponent. 

 
Figure 8: Nondimensionalized displacement ( w ) as a function 

of aspect ratio (a/b) of an FGM plate for various values of power 

law index (n)  

 
Figure 9: Nondimensionalized Normal stress ( x ) as a function 

of aspect ratio (a/b) of an FGM plate for various values of power 

law index (n)  

 
Figure 10: Nondimensionalized Normal stress ( y ) as a 

function of aspect ratio (a/b) of an FGM plate for various values 
of power law index (n) 

 

Figure 11: Nondimensionalized longitudinal shear stress ( xy ) 

as a function of aspect ratio (a/b) of an FGM plate for various 

values of power law index (n)  

 
Figure 12: Nondimensionalized transversal shear stress ( yz ) as 

a function of aspect ratio (a/b) of an FGM plate for various values 

of power law index (n)  

 

Figure 13: Nondimensionalized transversal shear stress ( xz ) as 

a function of aspect ratio (a/b) of an FGM plate for various values 

of power law index (n)  
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Figure 14: Nondimensionalized displacement ( w ) as a function 

of modulus ratio (Ec/Em) of an FGM plate for various values of 

power law index (n)  

Figure 15: Nondimensionalized Normal stress ( x ) as a 

function of modulus ratio (Ec/Em) of an FGM plate for various 

values of power law index (n)  

 
Figure 16: Nondimensionalized Normal stress ( y ) as a 

function of modulus ratio (Ec/Em) of an FGM plate for various 

values of power law index (n)  

Figure 17: Nondimensionalized longitudinal shear stress ( xy ) 

as a function of modulus ratio (Ec/Em) of an FGM plate for various 

values of power law index (n)  

 

Figure 18: Nondimensionalized transversal shear stress ( yz ) as 

a function of modulus ratio (Ec/Em) of an FGM plate for various 

values of power law index (n) for model 

 

Figure 19: Nondimensionalized transversal shear stress ( xz ) as 

a function of modulus ratio (Ec/Em) of an FGM plate for various 

values of power law index (n)  

4.2.4. Variation of Stresses in Through-the-Thickness 

Figures 20 - 24 show the variation of in-plane 

longitudinal stress ( x ), in-plane normal stress ( y ), 

longitudinal shear stress ( xy ) and transversal shear 

stresses ( yz
, xz ), respectively in the FGM plate under 

the sinusoidal load, for different values of power-law 

index values. As exhibited in Figure 20 and Figure 21, the 

in-plane longitudinal stress ( x ), in-plane normal stress 

( y ), are compressive throughout the plate up to 

z  0.157 and then become tensile afterwards. The 

maximum tensile stresses occur at the top surface of the 

plate and maximum compressive stresses occur at a point 

on the bottom of the plate. 

Figures 22 - 24 depict the through-the-thickness 

distributions of the shear stresses ( xy
 xy

, xy ) in the 

FGM plate under sinusoidal load for different volume 

fraction exponents. The distinction among the curves is 

obvious. As the strain gradients increase, the 

inhomogeneities play a greater role in stress distribution 

calculations. The through-the-thickness distributions are 

not parabolic and it is to be noticed that the maximum 

shear stress value occurs at z =0.2 for volume fraction 

exponent, n=2, not at the plate center as in the case of 

homogeneous case. 
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Figure 20: Variation of in-plane longitudinal stress ( x ) across 

the thickness of an FGM plate for different power-law index, n 
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Figure 21:Variation of in-plane normal stress ( y ) across the 

thickness of an FGM plate for different power-law index,n 
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Figure 24:Variation of transversal shear stress ( xz ) across the 

thickness of an FGM plate for different power-law index, n 
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Figure 22:Variation of longitudinal shear stress  ( xy ) across the 

thickness of an FGM plate for different power-law index, n 
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Figure 23:Variation of transversal shear stress ( yz ) across the 

thickness of an FGM plate for different power-law index, n 

Conclusions 

A higher-order shear deformation theory was 

successfully developed for static bending behavior of 

simply supported functionally graded plates without 

enforcing zero transverse shear stresses on the top and 

bottom surfaces of the plate. This eliminated the need of 

shear correction factors. The material properties are 

assumed to vary according to power law distribution. The 

governing equations and boundary conditions are derived 

by employing the principle of virtual work. The governing 

equations are solved using Navier’s type closed form 

solution, for FG plates subjected to sinusoidal load. 

Comparative studies are performed  to demonstrate the 

accuracy and efficiency of the present theory. The 

gradients or inhomogeneities in materials play a vital role 

in determining the bending response of functionally graded 

material plates. The variation of material properties in the 

thickness direction can eliminate interface problems and 

thus the stress distributions are smooth. The analytical 

formulations and solutions presented herein should be 

useful in further studies and should provide engineers with 

the capability for the design of functionally graded 

material plates for advanced technical applications. Also,  

the present findings will be a useful benchmark for 

evaluating the other future plate theories and numerical 

methods, such as the finite element and meshless methods. 
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Abstract 

Based on no-slip cases between steel balls and lapping discs while a horizontal grinding machine is working, the motion 
equations of the ball lapping are established and the law of motion is revealed by the MATLAB software. This paper shows 
that the difference of the trace spacing is reduced by increasing the disc diameter, which can make the trace distribution of 
the steel ball surface more uniform. In order that balls do not slip when rotary disc drives them to rotate, the ranges of the 
lapping pressure and lapping disc speed is deduced by using the dynamics analysis considering from the vertical trench 
surface and along the groove surface, respectively. Finally, this paper takes the selected material as an example to analyze 
the process parameters that affect the lapping curves, and explains the selection principles of alpha and beta when the trench 
has some bias, which can provide a reference to improve the quality of the steel balls surface. 
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1. Introduction 

Bearings are one kind of vital parts of modern 
machinery and equipment. They are widely used in many 
industries. Their main function is to support the 
mechanical rotating body and reduce the coefficient of 
load friction in the transmission process. As shown in 
Figure 1, steel balls are important component of ball 
bearings, which processing technology has unique 
specialized characteristics and the processing quality will 
largely affect the life and reliability of the ball bearings [1-
3]. 

 
Figure 1.  Ball bearing 

Lapping is the last step in steel balls processing 
technology. In the meantime, steel ball-billets are 

squeezed, scraped by lapping discs and abrasive, which 
can remove the machining allowance of the ball surface 
and improve steel balls sphericity as well as reduce the 
roughness of the surface [4, 5]. The sphericity is a main 
technical index of steel balls and it has a great impact on 
bearing performance (such as accuracy, noise, vibration, 
etc.) [6-8]. About lapping, the conventional view is that 
rotary disc drives steel balls revolution around the disc 
axis, and the linear velocity difference of the arc between 
the spherical surface and groove makes balls rotation. The 
revolution and rotation complete the lapping of steel balls 
together [9]. This interpretation is relatively simple 
because the revolution speed is much greater than the 
speed of the rotation, which will make balls become 
ellipsoid in the lapping process. Zhu [10] proposed that the 
lapping disc grinds along the three circles on the steel ball 
surface repetitively through the contact points under the 
lapping method of two discs along a coaxial. It has been 
proved that the lapping trajectory is a trace circle rounding 
an axis of the ball center when a steel ball is in motion. 

This paper presents the motion equations of the lapping 
model without slipping, and the angular velocity of 
rotation, angular velocity of revolution as well as angle of 
deflection are calculated by using the MATLAB software. 
Based on the analysis of the trace distribution of the steel 
ball surface, it is shown that reducing the difference of two 
trace circles can make the trace distribution of the steel 
ball surface more uniform. In order for the balls not to slip 
when the rotary disc drives them to rotate, the ranges of 
the lapping pressure and lapping disc speed are deduced by 
using the dynamics analysis considering from the vertical 
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trench surface and along the groove surface, respectively. 
Finally, this paper takes the lapping disc material HT300, 
steel balls material GCr15 as an example to analyze the 
fact that process parameters affect the apping curves, and 
explains the selection principles of alpha and beta when 
the trench has some bias, which can provide a reference to 
improve the quality of the steel balls surface. 

2. Dynamic Analysis of Ball Lapping 

2.1.  Motion Equation 

 
Figure 2. The motion analysis of a steel ball 

 

Figure 3. The trace distribution of lapping 

Balls and lapping discs are regarded as rigid bodies 
when a horizontal grinding machine is working and the 
contacts between them are idealized as point contacts. As 
shown in Figure 2, A0, A1 , A2 are three contact points 
between balls and lapping discs, the revolution radius of 
the balls are R0, R1, R2. The motion of balls in the groove 
can be divided into ω0 that revolves around the center of 
discs and ω1 that rotates around its own sphere center. 
Generally, the rotation ω1 can also be decomposed into 
pivot motion and roll motion [11]. Without considering the 
contact deformation and applying the general principle of 

rigid bodies, the equations of lapping motion without 
slipping at three contact points is expressed as follows: 

0100 cos RrR Ω=+ θωω  

0)sin(- 110 =−θαωω rR                                     (1)  

0)sin(- 120 =+θβωω rR  

 
where Ω denotes the angular speed of rotary disc, θ is 

the angle of deflection, and r is the radius of steel ball. 
Lapping parameters are calculated, respectively, as: 
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In which R1=R0-rcosα, R2=R0+rcosβ. 
The above formulae provide the no slipping laws of 

lapping motion. When the position of steel balls in the 
groove and the speed of rotary disk are determined, θ, ω0 
andω1 will have a unique solution, which means the 
motion can be uniquely identified. It also shows that ω0, 
ω1 are proportional to Ω. Since θ is generally not equal to 
0, ω1 will have a normal component and a tangential 
component. The corresponding movement of normal 
component and tangential component take a part mainly in 
grinding steel balls and rolling steel balls, respectively. 
The lapping of steel balls is implemented by the 
movements together. 

2.2.  Structure Optimization of Lapping Disc 

There exists the angle of deflection θ remaining 
unchanged when the trench truncate α=β=450 is taken into 
consideration. In the same circulation with different 
rotational loops, the lapping traces are three circles around 
the axis of rotation. The final machining is completed by 
using the repeated lapping. 

As shown in Figure 3, the distance among three traces 
are a and b, which can be expressed as: 
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From the above formulae, we can get 
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There are three trace circles on the surface of steel 
balls, where A0 is in the middle of A1 and A2. It can be 
seen from Eq. (4) that the interval ratio of trace circles are 
only relevant to r/R0, and the relation curve of which is 
shown in Figure 4. It is showed by tests that the value of 
a/b influences the lapping balls quality and efficiency, and 
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the accuracy of balls surface will be improved when the 
value is close to 1 [12]. 

 
Figure 4. The curve of r/R0-a/b 

 
Figure 5. The gravity decomposition of steel balls 

When the ordinate is equal to 1, the abscissa will be 
close to 0 infinitely, which means that the radius of the 
revolution is much larger than the ball radius. The abscissa 
of outside groove can be reduced by increasing the disc 
diameter, and the quality of balls surface can be improved. 
However, there are some problems when increasing the 
diameter. The linear velocities inside and outside the 
groove will inevitably lead to a great difference, which 
means that it cannot make all balls get in and out of the 
groove smoothly at the same time, and then the steel ball 
surface will be destroyed. Thus, it is essential to consider 
the above two aspects when the value of r/R0 is selected. 

3. Dynamic Analysis of Lapping Ball 

Figure 5 presents the ball distribution in the same 
trench for horizontal lapping machine. Supposing the 
weight of a single ball is G, the components of four 
quadrants are calculated as: 
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3.1. Dynamic Equation of the Vertical Trench Surface 
Without taking into account the ball interaction and the 

impact of lapping fluid, a single steel ball without slipping 
is chosen to be the research object. In order for the balls 
not to slip in all directions, the vertical trench surface and 
along the groove surface are analyzed, respectively, as 
shown in Figure 6 and Figure 7. 

 
Figure 6. The stress analysis of the vertical trench surface 

 
Figure 7. The stress analysis along the groove surface 

In case that steel balls are not allowed to slip around 
the direction of z-axis in the V-shaped groove, the 
conditions that the dynamic equation has to satisfy are as 
follows: 

0x =∑F ,    0y =∑F ,   0)(z =∑ FM                    (6) 

It can be also written in the form as follows:
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Where N0, N1, N2 represent the pressures at three 

contact points, F0, F1, F2 denote the forces of the sliding 

friction at three contact points, R* and M* are the inertia 

force and couple of a ball, respectively. 

Suppose that the critical pressures of three contact 

points are [N0], [N1], [N2], and the critical forces of the 

sliding friction are [F0], [F1], [F2], respectively, their 

relation can be expressed as follows: 

[F0]=f [N0], [F1]=f [N1],  [F2]=f [N2]                       (8) 

Combining Eqs.(7) and (8), it can be obtained as 
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Each of critical pressures contains R*, Gn and M*. 

Generally, R*, Gn, M*/r have the same order of magnitude, 

and the sliding friction coefficients are relatively small. 

Thus, Eq. (9) can be expressed approximately as: 
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To the motion balls, the rotational inertia J and inertia 

couple M* are calculated as: 
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The critical pressures need to less than the actual 

lapping pressures at three contact points in order not to 

slip, which can be written as: 

 [N0]<N0,      [N1]<N1,      [N2]<N2                                   (12) 

Using Eqs.(10), (11) and (12), the lower limit 

inequality of N0 can be derived as 
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3.2. Dynamic Equation along the Groove Surface 

Analogously, to prevent steel balls from slipping 

around the direction of x-axis and y-axis, the conditions 

have to be satisfied as follows: 

0 zF , 0)(x  FM , 0)(y  FM          (14) 

Which can be written in the following form: 
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where F3, F4, F5 represent the forces of the sliding 

friction at three contact points, M0, M1, M2 denote the 

pivot frictional moments at three contact points, m0, m1, 

m2 are the rolling frictional moments at three contact 

points, mx, my refer to the algebraic sums of projection that 

pivot frictional and rolling frictional moments work on x-

axis and y-axis, respectively, and in which 
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Because the rolling frictional moment is far less than pivot 

frictional moment at the contact points, one can wish to 

omit the rolling frictional moment, which means only to 

consider the pivot frictional moment. Then the above 

expressions can be simplified as: 
0
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By Eq. (15) and (16), it can be obtained as: 
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Supposing that the elastic modulus and poisson's ratio 

of steel balls are Eg, υg, the elastic modulus and poisson's 

ratio of lapping discs are Ey, υy. According to the elastic 

contact theory [13], the pivot frictional moments can be 

calculated as follows: 
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Analyzing the statics of steel balls in the groove, it can 

be found that the ratio of lapping pressure is approximately 

equal to the ratio of critical pressure. Thus, it is reasonable 

that the relative relation of actual lapping pressure is: 

1:1:2N:N:N 210                                         (19) 

Substituting Eq.(18) and Eq.(19) into Eq.(17), it is 

obtained as follows 
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In the lapping process, the rotary disk has to overcome 

the pivot frictional moment and rolling frictional moment, 

and then drives steel balls to rotate. To stop balls from 

slipping when they are rotated, the conditions that have to 

be satisfied are as follows 
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|F3|<N0 f,     |F4|<N1 f,       |F5|<N2 f                        (21) 
From Eq. (20), it can be seen that F4 is greater than the 

other two forces of the sliding friction. Selecting F4 as the 

represented formula and substituting Eq. (20) into Eq. 

(21), one obtains 

00

6

1

])12(
)12(21

[
1

NGM
rf

t 




      (22) 

3.3.  Selection of the Pressure and Speed 

It can be drawn from Eq. (18) that M0 is proportional to 

N0
4/3, and it is obtained that N0 is less than a specified 

value, referred to as B by substituting Eq. (18) into Eq. 

(22). Similarly, to solve the first and third inequalities of 

Eq. (21), it can deduce that N0 is less than A and C, 

respectively. 

Therefore, the following inequality has to be satisfied if 

lapping balls do not slip in all directions: 
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Substituting Eq. (2) into Eq. (23) gives that the 

expression of the lower limit is proportional to Ω2. Since 

A, B, C are constant and independent of the rotary disc 

speed, it can deduce Ω<D, which means D is the 

maximum allowable speed of the rotary disc. 

4. Influencing Parameter 

4.1. Process Parameter 

When the steel balls rotate without slipping in the 

groove, the radius of the revolution affects the lapping 

pressure and the maximum allowable speed. Here select 

HT300 as the material of lapping discs, GCr15 as the 

material of steel balls, and 315mm as the revolution radius 

of R0. 

 
Figure 8. Coefficients of friction that work on lapping 

curves  

 

Figure 9. Sizes of balls that work on lapping curves 

As shown in Figure 8, it is the relation curve between 

the lapping pressure and maximum allowable speed. The 

curve shows that with the increase of the lapping pressure, 

the maximum allowable speed rises. The maximum 

allowable speed of the rotary disc can achieve a higher 

value when the coefficient of the friction increases, which 

generates that steel balls are less likely to slip in the 

lapping process. In Figure 9, it can be seen that the 

maximum allowable speed of the rotary disc decreases 

while the sizes of the steel balls are increasing, which 

illustrates that the steel balls will slip easily. The lapping 

pressure will be increasing and the speed of the rotary disc 

will be reducing at this moment. 

4.2.  Trench Bias 

There are many factors that affect the surface quality of 

the ball in the lapping process, such as the groove shape, 

machine accuracy, mechanical properties of lapping disc, 

etc. The groove shape is relatively easy to control and 

change, which can be achieved by changing the parameters 

α and β. As shown in Figure 10, the normal angular 

velocity and angular tangential velocity at three points are 

as follows: 
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From the above formulae, it can be seen that the normal 

component and tangential component are the negative 

relations, and there exist different lapping conditions at the 

contact points. In Figure 11, it is the relation curve 

between α and tanθ, which shows that tanθwill be equal to 

0 when α is near to the value of π/4, and at this time the 

difference of the lapping condition is relatively smaller. 

Thus, αand βshould comply with the certain principle 

when the trench is bias. They should be unequal, the 

difference between them is very small, and their sum is 

around π/2. It can make the trace circles have a good 

distribution and improve the efficiency of the ball lapping 

simultaneously. 
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Figure 10. The relative rotation of three contact points. 

 

Figure 11.  The curve of α-tanθ 

5. Conclusions 

This paper reveals the motion law of grinding balls 

through establishing the motion equations. Based on the 

vertical trench surface and along the groove surface, 

respectively, the dynamics analysis of a single steel ball is 

achieved and the influence on the quality of the steel ball 

surface by different parameters is compared. It can be 

drawn as follows: 

(1) The motion law can be uniquely identified when 

steel balls do not slip in the groove, and the angular 

velocities of the revolution and rotation are both 

proportional to the rotational speed of the rotary disc. 

(2) When steel balls are ground by a horizontal 

grinding machine, in order to prevent them from slipping, 

the lapping pressure has to satisfy a certain range, and the 

rotary speed of the rotary disc also has to be less than the 

maximum allowable speed. 

(3) The possibility of slip cases can be reduced by 

increasing the lapping pressure or the coefficient of the 

friction. Lapping big steel balls are easier to slip than the 

small ones, and the ways of increasing the lapping pressure 

and decreasing the rotary speed can solve this problem 

effectively. 

(4) A satisfactory distribution of trace circles can be 

achieved if the difference between αand β is not big as 

well as their sum is approximatively equal to 900. It will 

provide a better foundation for the further research. 
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Abstract 

Within the depleting resources of fossil fuels and the increase in their price, in the recent past a lot of interest has been 

given to the use of plant oil specially the non-edible oil and its ester (biodiesel). Although the use of biodiesel in place of 

diesel has resulted in much lesser tail pipe emission, a substantial increase of NOx is reported by several researchers. It may 

be due to low cetane number and fuel radical’s formation during the combustion. Literature reported that mixing of an anti-

NOx additive, such as di-tert-butyl peroxide (DTBP) in the bio-diesel before feeding to the nozzle, may reduce the NOx 

concentration in the CI engine emission. Considering this, a study was conducted on single cylinder four stroke diesel 

engines using blended soya methyl ester (B50) to optimize the NOx emission with the addition of DTBP cetane improver. 

The engine was first run on petroleum diesel (B0), followed by B50 and combination of B50 and DTBT. A number of 

combinations, 50% biodiesel (B50) and 50% petroleum diesel along with di-tert-butyl peroxide (DTBT) such as B50/D0.5, 

B50/D1.0, B50/D1.5, B50/D2.0, B50/D2.5 and B50/D3, were used in this study. For each test, engine performance and 

emission were measured. The addition of cetane improver could reduce the NOx emission significantly with the penalty of 

BSFC, CO and unburned hydrocarbon. The addition of DTBP by volumes of 0.5, 1, 1.5, 2, 2.5 and 3% to B50, the NOx 

reduction was found as 3.57, 5.0, 5.0, 4.29, 4.88 and 4.9%, respectively as compared to B50 without additive. It was also 

noted that CO and SOx reduce up to 25% and 33.33%, respectively, compared with petroleum diesel when 1% of DTBP is 

used. Considering the emission parameters, and the cost of the additive, 1% DTBP would give the optimum results for NOx 

reduction. 
© 2014 Jordan Journal of Mechanical and Industrial Engineering. All rights reserved 
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Nomenclature 

AC Alternate current 

BIS Bureau of Indian Standards 

B0 Petroleum diesel 

B50 50% Soya biodiesel and 50% petroleum diesel 

BSFC Brake specific fuel consumption 

CI Compression ignition 

CO Carbon monoxide 

CO2 Carbon Dioxide 

DTBP di-tert-butyl peroxide 

EHN ethyl-hexyl nitrate 

EPA Environmental protection agency 

HC Hydro carbon 

KVA Kilo volt ampere 

kWh Kilo Watts hour 

NREL National renewable energy laboratory 

NOx  Nitrous oxides 

PM Particulate matter 

SOx Sulfur oxides 

1. Introduction 

The rapid depletion of petroleum reserves and rising oil 

prices have led to the search for alternative fuels. The 

methyl esters of vegetable oils, known as biodiesel, are 

becoming increasingly popular because of their low 

environmental impact and potential as a green alternative 

fuel for diesel engines and they would not require a 

significant modification of existing engine hardware [1]. 

Many researchers have suggested the biodiesel as a 

replacement, either completely or partially blended, 

because they reduce the tail pipe emissions. Biodiesel by 

weight contains less carbon, sulphur, water and more 

oxygen than the petroleum diesel [2]. Numerous studies 

have shown that with the decrease of carbon monoxide 

(CO), carbon dioxide (CO₂), particulate matter, sulphur 

compounds (SOx), volatile organic compound and 

unburned hydrocarbons, the NOx emissions are increasing 

[3]. Thermal, prompt, fuel NOx and Nitrous Oxide (N₂O) 

pathways are the common cause for the formation of NOx 

emissions during combustion [4]. Thermal NOx is formed 

by the oxidation of atmospheric nitrogen at elevated 
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temperature (above 1700˚K), and prompt NOx by the 

formation of free radicals in the flame front of 

hydrocarbon flames. It is believed that the NOx formation 

is mainly due to thermal (Zeldovich mechanism) and 

prompt or Fennimore mechanism [5]. However, in 

biodiesel, a significant amount of NOx is formed due the 

prompt or Fennimore mechanism (<1000˚K) [6]. 

The cetane index is the basic properties of both diesel 

and biodiesel; it is the measure of ignition performance of 

the fuel. This parameter is influenced by structural features 

of fatty acid alkyl esters, such as chain length, degree of 

un-saturation and branching of the chain. It should be 

emphasized that the higher the cetane index, the better the 

combustion will be, improving the engine motor 

efficiency. Usually, the cetane number increases, with the 

increasing chain length and decreases with the increasing 

un-saturation. Residual methanol in biodiesel is 

responsible for a decrease in the cetane number. The 

cetane number of biodiesel is always more than 47, which 

is higher than the petroleum diesel [7]. Researcher 

reported that cetane index of biodiesel is about 60, whereas 

that of the diesel is around 42. It should be emphasized 

that the higher the cetane index, the better the combustion 

will be, improving the engine motor efficiency. Biodiesel 

contains about 10–11% inbuilt oxygen by weight, which 

can lead to a more complete combustion than hydro-

carbon based diesel in an engine and high cetane number 

reduces the ignition delay of the fuel. As biodiesel is 

completely miscible with diesel, the blending of both fuels 

in any proportion is possible and recommended in order to 

improve its qualities. However, the differences in chemical 

nature of biodiesel and petroleum diesel may cause 

differences in the physicochemical properties, affecting 

engine performance and pollutant emissions [3]. Thus, the 

quality control of biodiesel blends should be monitored in 

several aspects. 

The National Renewable Energy Laboratory (NREL) 

reported that cetane improvers, like di-tert-butyl peroxide 

(DTBP) and ethyl-hexyl nitrate (EHN), are effective for 

reducing NOx by 4% in B20 blends [6]. In this study, the 

B50 (50% Soya biodiesel and 50% petroleum diesel) test 

fuel is taken. Because it is reported that as the 

concentration of Soya methyl ester (biodiesel) increases 

the NOx emission get increased drastically [7]. Moreover, 

for a lower concentration of biodiesel (B30 & B20) along 

di-tert-butyl peroxide applications, NOx emissions results 

are available [8]; however, for higher concentration, 

literature is silent. 

2. Materials & Methods 

2.1. Biodiesel production 

The soya oil, procured from open market, was used for 

the production of biodiesel. Environmental Protection 

Agency (EPA) suggested that soya methyl ester (SME) 

produces 2% more NOx and 10%, 20% and 10% less CO, 

HC & PM, respectively as compared to biodiesel obtained 

from other oil [9]. The biodiesel is extracted by the 

alkaline catalyst method because it gives the maximum 

recovery of biodiesel. The method suggested by Gupta was 

used for production of biodiesel [10]. 

2.2.  Preparation of B50 and DTBP Mixture  

B50 was prepared by blending of 50% biodiesel and 

50% petroleum diesel with continuous stirring. Latter 

DTBP was added in B50 at the rate of 0.5, 1, 1.5, 2, 2.5 & 

3% by volume. The mixtures were designated as B50D0.5, 

B50D1.0, B50D1.5, B50D2.0, B50D2.5, and B50D3.0 

respectively.   

2.3. Properties of liquid Mixture 

The method suggested by Sangha et al. [11] was used 

for estimation of kinetic viscosity and density of petroleum 

diesel, B50 and B50-DTBP mixture; however flash points 

and fire points were measured using Fire & flash point 

apparatus. Results are tabulated in Table 1. 

Table 1. Test fuel properties 

Test fuel 

Properties 

Density 

 

(kg/m3) 

Fire 

point 

(°C) 

Flash 

point 

(°C) 

Kinematic 

viscosity at 40°C 

(mm2/ sec) 

Diesel 862.9 76 73 3.06 

B50 870.3 60 57 4.75 

B50/D0.5 871.1 59 55 4.78 

B50/D1.0 872.4 59 54 4.79 

B50/D1.5 873.1 58 53 4.82 

B50/D2.0 875.2 57 51 4.85 

B50/D2.5 876.6 56 49 4.87 

B50/D3.0 877.0 54 47 4.90 

2.4. Experimental Setup and Measurement Device 

A 7.5 kWh Kirloskar engine, as per specifications 

given in Table 3, and coupled with a single phase AC 

generator (7.5 kVA) was used. Performance parameters 

planned to be studied include: fuel consumption rate, 

operating efficiency at fixed load and different mixture of 

fuel, engine exhaust temperature and emissions. The fuel 

flow rate was measured on a volumetric basis. Speed of 

engine was maintained constant (1500+10) throughout the 

experiments and monitored with the help of contact type 

tachometer. An electric heater was used to load the engine; 

however, a microprocessor based engine exhaust gas 

analyzer (testo 340) was used for the measurement of 

emissions level. The tail pipe exhaust gas temperature was 

measured with the help of temperature sensor of flue gas 

analyzer. The measuring range and accuracies of flue gas 

analyzer is shown in Table 2.  

Table 2: Measuring ranges and accuracies of flue gas 

analyzer 

Parameter Measuring range 

(ppm) 

Accuracy 

CO 0-10000 ±10% of test reading 

SO2 0-5000 ±10% of test reading 

NO2 0-500 ±5% of test reading 

NO 0-3000 ±5% of test reading 

Depending upon the facility available with Institute, all 

the experiments were carried at a fixed load (67% of the 

maximum load). A sampling port was provided in the 

exhaust pipe for measuring flue gas temperature and to 

collect flue gas samples. The test was conducted as per 

BIS Code No.13018 [12]. However, due to limitation of 

sources/ facility all the parameters as mentioned in BIS 

Code No.13018 could not be measured 
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Table 3. Engine specification 

Manufacturer Kirloskar Engines Ltd 

Model DAF 10 

Rated Brake Power, 

bhp/kWh 

9.8/7.5 

Rated Speed,  rpm 1500 (constant rpm) 

No. of Cylinder One 

Bore X Stroke 80 X 110 mm 

Compression ratio 17.5:1 

Lubrication System Forced Feed 

Types of Fuel pump High pressure mechanical 

type 

Fuel injection pressure 140Pa (900-1099rpm) 

200Pa (1100-1500rpm) 

Type of injection nozzle Pintle 

Number of nozzle hole One 

Nozzle hole diameter 0.25 mm 

SFC  at constant (1500 ) rpm 251 g/kWh (185 g/bhp-hr) 

Starting Hand start with cranking 

handle 

Fuel injection timing 24 degree BTDC 

2.5.  Test Condition and Variables 

The engine was operated first on petroleum diesel 

mode, later with B50 and then B50/D0.5, B50/D1, 

B50/D1.5, B50/D2, B50/D2.5 and finally B50/D3. All the 

readings were taken once the engine came to an 

equilibrium condition. Before switching over to next fuel 

reading, the engine was allowed to run for 10 minutes so 

that the last test fuel is completely get washed away from 

the nozzle, fuel pump and fuel filter. The test was repeated 

three times to verify the output and engine exhaust data. 

However, the average value is used for further calculation 

and graphical representation. 

3. Results and Discussion 

The effects of cetane improver on NOx, CO, SOx 

emissions of B50-DTBP mixture were systematically 

investigated. All the pollutant data were controlled within 

a range of ±5 ppm. Apart from the concentration of 

pollutants in the exhaust gases, brake specific fuel 

consumption, brake thermal efficiency and exhaust gas 

temperature was also measured and recorded. Data 

obtained at different fuels were compared with the 

petroleum diesel and B50 (combinations of 50% Soya 

biodiesel and 50% petroleum diesel).  

3.1. Effect of DTBP on NOx Emission 

It was noted that with the use of B50, the NOx level 

increases up to 8.45% compared to petroleum diesel. 

Addition of cetane improver has shown the positive 

response on reduction of NOx (Figure 1). The critical 

analysis of Figure 1 indicates that although with the 

increase of DTBP in B50, NOx concentration is decreased 

in the tailpipe emission; however, this is not following the 

uniform trends. The highest decrease of the NOx 

concentration (5%) was observed at B50/D1.5 mixture, 

later it started increasing. It may be because that the 

additive increases cetane number of the fuel, accelerating 

ignition. This results in a shorter ignition delay times, high 

peak in cylinder pressure, temperature, oxygen content 

[13,14] and responsible for increased NOx emission after 

1.5% of DTBP.  

 

Figure 1. Variations NOx with different fuel 

3.2. Effect of DTBP on Carbon Monoxide      

It is well proven that the uses of biodiesel in CI engine 

significantly reduced the CO [4, 7, 10]. B50 reduces the 

CO concentration in the pollutant about 25% (Figure 2) 

and addition of DTBT further reduced the CO 

concentration. This reduction was found highest (˃35% as 

compared to petroleum diesel) at 1% concentration of 

DTBP in B50. The reduction may be attributed to the 

chemical structure of the additive (C₈H₁₈O₂) having more 

oxygen in the blended fuel, which might have led to a 

more complete combustion compared to petroleum diesel 

combustion. 

 

Figure 2. Variations of CO with different fuel
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3.3. Effect of DTBP on Sulphur dioxide 

The biodiesel contains a very small amount of sulphur, 

and the additive used here has no sulphur present in it. 

Thus, a very small change in SOx emission was observed 

with different combination of B50 and DTBT (Figure 3). 

Figure 3. Variation of SOx with different fuel 

3.4. Effect of DTBP on Exhaust Gas Temperature 

The exhaust gas temperature is the function of 

combustion temperature and the rate of heat transfer from 

the tail pipe. Critical analysis of Figure 4 indicates that 

there is no much effect of DTBT on engine exhaust gas 

temperature. It varies in the range of 250-300°C (Figure 

3). A similar observation was obtained by other 

researchers while working with biodiesel in CI engine [13, 

14,15].   

 

Figure4. Variation of exhaust gas temperature with different fuel 

3.5. Effect of DTBP on BSFC and Brake Thermal 

Efficiency 

The biodiesel has a lower calorific value than 

petroleum diesel. It is because of the lower carbon content 

and presence of inbuilt oxygen, which results in more 

BSFC [2,16,17]. Addition of DTBP in B50 shows that 

BSFC started decreasing with increment of DTBT up to 

the mixture of B50 and D1.5. At this combination, a higher 

brake thermal efficiency was also noted. However, at 

higher percentage of DTBP, BSFC started increasing 

(Figure 5). It shows that higher percentage of DTBP might 

have increased the viscosity of B50 resulted in poor 

atomization and hence increased the BSFC and started 

giving poor brake thermal efficiency (Figure 6).  

 

Figure 5. Variation of BSFC with different fuel 

Figure 6. Variation of brake thermal efficiency with different fuel 

Since the difference in the NOx concentration at 

B50/D1 and B50/D1.5 is very small, considering the cost 

of the additive, 1% mixing of DTBP in B50 is 

recommended. This study is in line with Nandi et al., 

whose founding was 0.65% of DTBP will give the best 

results for B30 [8]. 

Conclusion 

The suitability of the DTBP as a cetane improver 

additive at higher percentage of biodiesel (50% biodiesel 

and 50% petroleum diesel) as a CI engine fuel was 

investigated by looking at the variations of brake specific 

fuel consumption, brake thermal efficiency, tail pipe 

emissions such as NOx, SOx, CO and exhaust 

temperature. It was found that NOx reduced to 5.01% and 

CO more than 35% at 1% DTBP blending with B50. 

However, this reduction was 2.32% when compared to 



 © 2014 Jordan Journal of Mechanical and Industrial Engineering. All rights reserved - Volume 8, Number 4 (ISSN 1995-6665) 217 

petroleum diesel. Brake thermal efficiency was highest 

(22.63 %) at 1.5% DTBP and B50 combination among all 

the tested fuel. However, considering the economic cost of 

DTBP, 1% addition of DTBP in B50 is recommended. 

References 

[1] Rao Venkateswara  T, G. Prabhakar Rao, and K. Hema 

Chandra Reddy, “Experimental Investigation of Pongamia, 

Jatropha and Neem Methyl Esters as Biodiesel on C.I. 

Engine”, Jordan Journal of Mechanical and Industrial 

Engineering Vol. 2 (2008) No. 2, 117-122. 

[2] Singh, R. N. “Investigations on operation of IC engine using 

producer gas and non-edible plant oils and their esters in duel 

fuel mode” PhD thesis submitted to Devi Ahilya University, 

Indore (M P), 2007. 

[3] S. K. Jha, S. Femando, S.D. Filip “Flame temperature 

analysis of biodiesel blends and components. Fuel Vol. 87 

(2008) 1982-1988. 

[4] U.S. Environmental Protection Agency, “A Comprehensive 

Analysis of Biodiesel Impacts on Exhaust Emissions: Draft 

Technical Report”, Report No. EPA 420-P02-001, 2002. 

[5] C. Fenimore, "Formation of nitric oxide in premixed 

hydrocarbon flames,’’ proc.13th symposium on combustion. 

The combustion institute, Pittsburgh, PA (1971) 373-380. 

[6] R. McCormick, J. Alvarez, and M. Graboski, “NOx solutions 

for biodiesel,” Technical Report No.NREL/SR-510-31465, 

National Renewable Energy Laboratory, Golden Colorado, 

2003. 

[7] R. A. Candeia,  M.C.D. Silva , J.R. Carvalho Filho , M.G.A. 

Brasilino , T.C. Bicudo , I.M.G. Santos ,A.G. Souza 

“Influence of soybean biodiesel content on basic properties 

of biodiesel–diesel blends”, Fuel Vol. 88 (2009) 738–743. 

[8] M. Nandi, D. C Jacobs, H. S.; Kesling, F. J. Liotta,; "The 

Performance of a Peroxide based Cetane improvement 

Additive in Different Diesels Fuels"; SAE 94201 9, October 

1994. 

[9] The Environment (Protection) Second Amendment Rules, 

2002 (DG Sets) G. S. R. 371(E), [17/5/2002]. 

[10] Gupta, P.K . Investigations on methyl esters of plant oils as 

alternative renewable fuel for Compression Ignition engines, 

unpublished PhD thesis (1994), Dept. of FPM, PAU, 

Ludhiana (Punjab) India. 

[11] M. K. Sangha; P. K. Gupta; V. K. Thaper and S. R. Verma  

“Storage studies on plant oils and their methyl ester”, 

Agricultural Engineering International Vol. IV (2003) 

Manuscript 03 005 

[12] BIS Code No.13018 “Internal Combustion Engine – method 

of test for pressure charge engine”, 1990.  

[13] M. Mofijur, H. H. Masjuki, M. A. Kalam,  and M. Shahabuddin 

, “Experimental study of additive added palm biodiesel in a 

compression ignition engine”,  Energy Education Science 

and Technology Part A: Energy Science and Research Vol. 

30 (2013) No. 2, 737-748.  

[14] E. Ileri, G. Kocar, “Effects of antioxidant additives on engine 

performance and exhaust emissions of a diesel engine fuelled 

with canola oil methyl ester-diesel blend". Energy covers 

manage Vol. 76 (2012) 145-54. 

[15] K. Varatharajan, M. Cheralathan, R. Velraj, “Mitigation of 

NOx emissions from a jatropha biodiesel fuelled DI diesel 

engine using antioxidant additives”, Fuel 90 (2011) 

2721−2725. 

[16] M.P. Dorado, E. Ballesteros, J.M. Arnal, J. Gomez and F.J. 

Lopez, “Exhaust emissions from a diesel engine fueled with 

transecterified waste olive oil” Fuel B2 (2003) 1311-1315. 

[17] Ng Jo-Han, Hoon Kiat Ng and Suyin Ganet “Advances in 

biodiesel fuel for application in compression ignition 

engines” Clean Technologies Environmental Policy, Vol. 

12(2010) No. 5, 459-493. 

 

 

 

 

 

 

 

 
 

 

 





JJMIE 
Volume 8 Number 4, August 2014 

ISSN 1995-6665 

Pages 219 - 232 

Jordan Journal of Mechanical and Industrial Engineering  

Finite Element Analysis of Fully Developed Free Convection 

Flow Heat and Mass Transfer of a MHD / Micropolar Fluid over 

a Vertical Channel 

Bala Siddulu Malga 
,*a

, Naikoti Kishan
b
, V.V Reddy

c
, K. Govardhan

a
  

 
aDepartment of Mathematics, GITAM University, Hyderabad, Telangana, India.  

bDepartment of Mathematics, University College of Science, O.U, Hyderabad, Telangana, India.  
cDepartment of Mathematics, Kamala Nehru Polytechnic College, Hyderabad, Telangana. 

 

Received 25 Dec 2012  Accepted 1 Aug 2014 

Abstract 

The present study analyzes the problem of the fully developed natural convection magneto-hydrodynamics micropolar 

fluid flow of heat and mass transfer in a vertical channel. Asymmetric temperature and convection boundary conditions are 

applied to the walls of the channel. The cases of double diffusion and Soret-induced connections are both considered. 

Solutions of the coupled non-linear governing equations are obtained for different values of the buoyancy ratio and various 

material parameters of the micropolar fluid and magnetic parameters, viscous dissipation. The resulting non-dimensional 

boundary value problem is solved by the Galerken Finite element method using MATLAB Software. The influence of the 

governing parameters on the fluid flow as well as heat and solute transfers is demonstrated as significant. 
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Nomenclature 

B micro-inertia parameter 

g gravitational acceleration 

Gr grashof number 

H' distance between the plates  

j micro inertia per unit mass 

K vortex viscosity parameter 

M magnetic Parameter 

N dimensionless angular velocity 

n dimensionless micro-gyration parameter 

RT wall temperature 

RS wall concentration 

Ec Eckert number 

Nu Nusselt Number 

 Skin friction coefficient 

Greek symbols 

 dynamic viscosity 

 buoyancy ratio 

 density of fluid 

 

 

 spin-gradient viscosity 

 vortex viscosity 

Subscripts 

S dimensionless Concentration 

T dimensionless temperature 

u dimensionless velocity in x direction 

x dimensionless coordinate axis 

y dimensionless coordinate axis 

0 reference state 

c refers to critical conditions 

Superscript 

 
refers to dimensional variable 

1. Introduction 

The micropolar fluid model introduced by Eringen [1] 

exhibits some microscopic effects arising from the local 

structure and micro motion of the fluid elements. Further, 

the micropolar fluid can sustain couple stresses and 

include classical Newtonian fluid as a special case. The 

model of micropolar fluid represents fluids consisting of 
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rigid, randomly oriented (or spherical) particles suspended 

in a viscous medium where the deformation of the 

particles is ignored. Micropolar fluids have been shown to 

accurately simulate the flow characteristics of polymeric 

additives, geomorphological sediments, colloidal 

suspensions, hematological suspensions, liquid crystals, 

lubricants, etc. The theory of micropolar fluids, introduced 

by Eringen [2; 3] in order to deal with the characteristics 

of fluids with suspended particles, has received a 

considerable interest in recent years. Also, as demonstrated 

by Papautsky et al. [4], Eringen’s model successfully 

predicts the characteristics of flow in microchannels. An 

excellent review of the various applications of micropolar 

fluid mechanics was presented by Ariman et al. [5]. The 

mathematical theory of equations of micropolar fluids and 

the applications of these fluids in the theory of lubrication 

and porous media are presented by Lukaszewicz [6]. The 

heat and mass transfer in micropolar fluids is also 

important in the context of chemical engineering, 

aerospace engineering and also industrial manufacturing 

processes.  

The first study of the fully developed free convection 

of a micropolar fluid in a vertical channel was presented 

by Chamkha et al. [7]. This problem was extended by 

Kumar et al.  [8] to consider the case of a channel with one 

region filled with micropolar fluid and the other region 

with a Newtonian fluid. It was found that the effects of the 

micropolar fluid material parameters suppress the fluid 

velocity but enhance the microrotation velocity. An 

analytical solution predicting the characteristics of fluid 

flow as well as heat and mass transfer was derived. It was 

reported that an increase of the vortex viscosity parameter 

tends to decrease the fluid velocity in the vertical channel. 

The same problem was later reconsidered by Bataineh et 

al. [9]. The problem of the fully developed natural 

convection heat and mass transfer of a micropolar fluid 

between porous vertical plates with asymmetric wall 

temperatures and concentrations was investigated by 

Abdulaziz et al. [10]. However, it is well known that 

convection, in a binary mixture, can also be induced by 

Soret effects. For this situation the species gradients result 

from the imposition of a temperature gradient in an 

otherwise uniform-concentration mixture. Two kinds of 

problems have been considered in the literature concerning 

the convection of a binary mixture filling a horizontal 

porous layer. The first kind of problems, called double 

diffusion, considers flows induced by the buoyancy forces 

resulting from the imposition of both thermal and solutal 

boundary conditions on the layer. Early investigations on 

double-diffusive natural convection in porous media 

primarily focused on the problem of convective instability 

in a horizontal layer (Nield [11], Taunton et al. [12], 

Poulikakos [13]). 

The second kind of problems considers thermal 

convection in a binary fluid driven by Soret effects. For 

this situation the species gradients are not due to the 

imposition of solutal boundary conditions as in the case of 

double diffusion. Rather, they result from the imposition of 

a temperature gradient in an otherwise uniform-

concentration mixture. Brand and Steinberg [14; 15] 

investigated the influence of Soret-induced solutal 

buoyancy forces on the convective instability of a fluid 

mixture in a porous medium heated isothermally. The first 

study of Soret-induced convection was described by 

Bergman et al. [16], while considering natural convection 

in a cavity filled with a binary fluid. This flow 

configuration has also been investigated by R. Krishnan et 

al. [17]. As pointed out recently by Rawat et al. [18], the 

study of heat and mass transfer in micropolar fluids is of 

importance in the fields of chemical engineering, 

aerospace engineering and also industrial manufacturing 

effects processes. Sunil et al. [19] studied the effect of 

rotation on double-diffusive convection in a magnetized 

ferro fluid with internal angular momentum; A. A. Bakr et 

al. [20] studied the double-diffusive convection-radiation 

interaction on unsteady MHD micropolar fluid flow over a 

vertical moving porous plate with heat generation and 

Soret effects. R. A. Mohamed [21]) also analyzed double-

diffusive convection-radiation interaction on unsteady 

MHD   flow over a vertical moving porous plate with heat 

generation and Soret  effects, A. Bahloul et al. [22] studied 

double-diffusive and Soret induced convection in a 

shallow horizontal porous layer. Z. Alloui et al. [23] 

double-diffusive and Soret induced convection of a 

micropolar fluid in a vertical channel. N. Nithyadevi et al. 

[24] have studied double-diffusive natural convection in a 

partially heated enclosure with Soret  and Dufour effects, 

Ziya Uddin et al. [25]  have studied MHD heat and mass 

transfer free convection flow near the lower stagnation 

point of an isothermal cylinder imbedded in porous 

domain with the presence of radiation, A. Pantokratoras 

[26] has studied the effect of viscous dissipation in natural 

convection along a heated vertical plate, A. K. H. Kabir et 

al. [27]  discovered the effects of viscous dissipation on 

MHD natural convection flow along a vertical wavy 

surface with heat generation. Osama Abu-Zeid [28] 

studied viscous and Joule heating effects over an 

isothermal cone in saturated porous media. Fully 

developed natural convection heat and mass transfer of a 

micropolar fluid in a vertical channel with asymmetric 

wall temperatures and concentrations was studied by C.Y. 

Cheng [29]. B. S. Malga et al. [30] have studied the finite 

element analysis for unsteady MHD heat and mass transfer 

free convection flow of polar fluids past a vertical moving 

porous plate in a porous medium with heat generation and 

thermal diffusion. Effect of viscous dissipation in natural 

convection was studied by Gebhart [31]. The present paper 

is the extension work of Z. Alloui et al. [23] by 

considering MHD free convection also convection induced 

by the viscous dissipation effects on fully developed 

natural convection of heat and mass transfer of a 

micropolar fluid in a vertical channel. 

 
Figure (a). T h e flow configuration and the coordinate 

system.
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2. Mathematical Model 

 

We consider a steady fully developed laminar natural 

convection flow of a micropolar fluid between two infinite 

vertical plates (see Fig. (a)). The vertical plates are 

separated by a distance H′. The convection current is 

induced by both the temperature and concentration 

gradients. The flow is assumed to be in the x′ direction, 

which is taken to be vertically upward along the channel 

walls, while the y′-axis is normal to the plates. The fluid is 

assumed to satisfy the Boussinesq approximation, with 

constant properties except for the density variations in the 

buoyancy force term.  

The density variation with temperature and 

concentration is described by the state equation 

    oCoTo CCTT   1  

where o  is the fluid mixture density at temperature  

oTT   and mass fraction  oCC  , and T  and βC 

are the thermal and the concentration expansion 

coefficients, respectively. In the present investigation the 

viscous dissipation effects studied and the Dufour effect is 

neglected since it is well known that the modification of 

the heat flow due to the concentration gradient is of 

importance in gases but negligible in liquids. Equations 

(1)-(4) are Z. Alloui et al. [23]) under these assumptions, 

the governing equations can be written as:  
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where u  is the velocity component along the x′ 

direction, and g is the acceleration due to gravity. Further, 
Nj ,,, and  are respectively the dynamic 

viscosity, vortex viscosity, micro-inertia density, angular 

velocity and spin gradient viscosity. Following Chamkha 

et al. [7] it is assumed that  has the form 

pCj)2/(   is the specific heat at constant 

pressure,  ν is the kinematic viscosity 

o


    

The appropriate boundary conditions, applied on the 

walls of the vertical channel, are:
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where 0 ≤ n ≤ 1 is a boundary parameter that 

indicates the degree to which the microelements are 

free to rotate near the channel walls. The case n = 0 

represents concentrated particle flows in which the 

microelements close to the wall are unable to rotate 

S.K. Jena et al. [32]. Finally, according to Peddieson 

[33] the case n = 1 is applicable to the modeling of 

turbulent boundary layer flows. D and D' are 

respectively the molecular diffusion coefficient and 

the thermodiffusion coefficient. 

The governing equations are non-dimensionalized by 

scaling length by H'  
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The dimensionless equations governing the present 

problem then read 
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The corresponding boundary conditions in 

dimensionless form are  
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In the present formulation the particular case a = 0 

corresponds to double-diffusive convection for which the 

solutal buoyancy forces are induced by the imposition of a 

constant concentration such that S = 1 on y = 0 and  

SRS   on y = 1. On the other hand, a = 1 corresponds 

to the case of a binary fluid subject to the Soret effect. For 

this situation, it follows from Eqs. (11) and (12) that  

dS /dy = dT / dy on y = 0, 1. 

3. Method of Solution 

It can be shown that Eqs. (7) - (10), together with the 

boundary conditions Eqs. (11) - (12) possess the following 

finite element solution, obtained with the help of the 

MATLAB software. In order to reduce the above system 

of differential equations to a system of dimensionless 

form, we may represent the velocity and microrotation, 

temperature and concentration by applying the Galerkin 

finite element method for equation (7) over a typical two-

noded linear element )(),( kj yyye    is: 
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The element equation given by 
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 We write the element equation for the elements 

)( 1 ii yyy  and
)( 1 ii yyy

.Assembling 

these element equations, we get 
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Now put row corresponding to the node i to zero, from 

equation (15) the difference schemes with l=h is  
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Using the Cranck-Nicolson method to the equation (16), 

we obtain: 
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Similarly, the equations (8), (9) and (10) are becoming as 

follows: 
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Here r = k / h2 where k, h is mesh sizes along y 

direction and x direction respectively. Index i refers to 

space and j refers to time. The mesh system consists of 

h=0.1 for velocity profiles and concentration profiles and 

k=0.1 has been considered for computations. In equations 

(8)-(10), taking i=1(1) n and using initial and boundary 

conditions (11) and (12), the following system of equation 

are obtained: 

.....3,2,1,  iBXA iii                              (21) 

Where Ai’s are matrices of order n and Xi and Bi's are 

column matrices having n-components. The solution of 

above system of equations are obtained using Thomas  

algorithm for velocity, angular velocity and temperature. 

Also, numerical solutions for these equations are obtained 

by MATLAB program. In order to prove the convergence 

and stability of Galerkin finite element method, the same 

MATLAB-Program was run with slightly changed values 

of h and k, no significant change was observed in the 

values of STN ,,,   

4. Results and Discussion  

The numerical computations for the velocity u, angular 

velocity fields N for various governing parameters the 

buoyancy ratio φ, vortex viscosity parameter K, 

dimensionless microgyration n and constant a are 

illustrated in the graphs. Figure 1 illustrates  the influence 

of vortex viscosity parameter K  on the distribution of 

velocity u and microrotation N for n=0,a=0 and for φ=5  

in Fig.1(a) and  φ=-5 in Figure1(b). It is observed that with 

the increasing the value of K the intensity of convective 

velocity u is reduced as compared to the Newtonian fluid 

situation (K=0). In fact, it is found that as 0,  uK . 

The influence of parameter K on the microrotation N it is 

noticed that the variation with K of the value of N 

evaluated at the position half of the channel also presented 

in the graphs it can be seen that the intensity of N first 

increases with increase of K, the reverse phenomenon is 

observed later. 

Figure 1(b) shows the results obtained  from φ=-5 , i.e., 

when thermal and solutal buoyancy forces are opposing 

each other for this situation in case of double-diffusive 

convection indicates that the flow direction is downwards, 

since the solutal buoyancy forces predominant. The 

velocity profiles increases with the increase of K are 

observed from Figure 1(b). It is seen that for K=0 when 

N=0, since no rotation can be occur in the absence of 

micropolar elements (Newtonian fluid situation). 

Microrotation N decreases with the increase of K up to 

half of the channel whereas microrotation N flow direction 

is now downward and the reverse phenomenon is 

observed. 

The effect of buoyancy ratio φ velocity u, microrotation 

N exemplified in Figure 2 for the case a=0, n=0, K=5 in 

the absence of solute concentration effect i.e. when φ=0 

the flow is induced solely by the imposed temperature 

gradients. It is observed from this figure when  0 the 

thermal and solutal buoyancy forces act in the same 

direction and the flow is considered to aided thus the 

magnitude of the fluid of the fluid velocity and 

microrotation promoted in the vertical channel on the other 

hand when 0  the solutal and buoyancy forces acts in 

opposite direction as a result the flow direction is now 

reversed since it is governed by the predominant solutal 

effects. 

Figure 3 depicts the influence of micropolar parameter 

n velocity u, microrotation N profiles K=5, φ=10 and a=0, 

it can be seen from this figure, upon increase the value of 

n, the concentration of the solution becomes weaker such 

that the particles near the walls are free to rotate, which 

results in an enhancement of the flow. It is also seen that 

the velocity u increases with the increase of n. 

The effect of magnetic field parameter M on the velocity 

profiles u and mocrorotation N for K=5, φ=5 when a=0 is 

shown in Figure 4 (a) and K=5, φ=-5 when a=0 is shown 

in Figure 4 (b). Here it is observed that the velocity 

profiles decrease with an increase of M, microrotation 

profiles increase up to the center of the channel, the 

reverse phenomenon is observed in the other part of the 

channel. Figure 4 (b) indicates that the velocity flow 
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direction is now downward for φ=-5, since the solute 

buoyancy forces are free dominant. It can be seen that the 

velocity profiles u increase with an increase of M, The 

microrotation N decreases with the increase of M, up to 

the middle of the channel (flow direction is upward) and it 

increases with the increase of M, observed in the other part 

of the channel. 

 

             
Figure 1(a). Effect of Parameter K on the velocity profiles u and the microrotation N for n=0, a=0 and φ=5. 

           
Figure 1(b). Effect of Parameter K on the velocity profiles u and the microrotation N for n=0, a=0 and φ=-5. 

          
 Figure 2. Effects of buoyancy ratio φ on the velocity profiles u and the microrotation profiles N for K = 5, n = 0 and a = 0. 
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Figure 3. Effects of parameter n on the velocity profiles u and the microrotation profiles N for K =5,  φ = 10 and a = 0. 

           
Figure 4(a). Effects of parameter M on the velocity profiles u and the microrotation profiles N for K =5, φ=5 and a=0. 

            
Figure 4(b). Effects of parameter M on the velocity profiles u and the microrotation profiles N for K =5, φ=-5 and a=0. 

Figures 5-10 show that the velocity profiles u and 

microrotation N for different values of flow parameter 

when a=1. The effect of magnetic parameter M on the 

velocity profiles u and mocrorotation N for K=5, φ=5 is 

shown in Figure 5 (a) and K=5, φ=-5 is shown in Figure 5 

(b), it remains the same when compared with a=0 in the 

present case a=1. The effect of vortex viscosity parameter 

K, on the velocity profiles u and microrotation N are 

shown in Figure 6 for both φ=5 and φ=-5 in the case of 

a=1, n=0, the effect of K is the same in both cases a=0 

and a=1, whereas in the present case (a=1) for φ=-5 from 

Figure 6 (b) it indicates that the flow direction is upward in 

the present case, whereas it is downward in case a=0. It is 

also noticed that the effect of K decreases the velocity 

profiles u, the microrotation N decreases up to half of the 

channel and decreases the other part of the channel, as 

observed with the effect of K; the reverse phenomenon is 

also observed in the present case (a=1) when compared to 

a=0. 
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The buoyancy ratio parameter φ effect on the velocity 

profiles u and microrotation N are shown in Figure 7. It is 

clear that the velocity profiles u increase with the increase 

of φ from 0 to 10, whereas they decrease from 0 to -10. 

However, up on increasing φ, considerably the flow 

pattern depends on the sign of the parameter up or down in 

the halves of the channel. It can also be seen that the 

microrotation profiles N decrease with the increase of φ 

from 0 to 10 and  increase with the decrease of φ from 0 to 

-10, in the first half of the channel, as indicated from the 

Figure7, and the reverse phenomenon is observed in the 

other half of the channel. 

Figure 8 illustrates the influence of micro-gyration 

parameter n on velocity u and microrotation N for φ=10, 

K=5, a=1. It is noticed that the velocity u increases with 

the increase of n. In the present case for a=1, the results 

indicate the intensity of convective flow u and that of the 

angular velocity N are minimum for n = 0. This particular 

value of n represents the case where the concentration of 

the microelements is sufficiently large that the particles 

close to the walls are unable to rotate. Upon increasing the 

value of n, the concentration of the solution becomes 

weaker such that the particles near the walls are free to 

rotate. Thus, as n is augmented the microrotation term is 

augmented, which induces an enhancement of the flow. 

Figures 9 (a) & (b) illustrate the volume flow rate Q 

with the buoyancy ration parameter φ, when K=1.5, for the 

various values of micro-gyration parameter n at a=0 and 

a=1 for the case of double-diffusive convection it is 

observed that when both the thermal and solutal buoyancy 

forces are aiding ( > 0), the flow direction is upward (Q > 

0). The reverse is true (Q < 0) when both the thermal and 

solutal buoyancy forces are opposing  0 . On the 

other hand, for the case of soret induced convection, the 

flow rate is found to be independent of the buoyancy ratio 

. This follows the fact that, for this situation, the quantity 

of the solute between the two vertical plates remains 

constant. The Soret effect acts merely to redistribute the 

concentration in the system, giving rise to local increase or 

decrease of the local velocity. However, the global flow 

rate remains constant. Also, as discussed above, upon 

increasing the value of n the intensity of the velocity field 

(and thus of the flow rate Q) is enhanced. 

The dimensionless total rate, E, at which heat is added 

to the fluid, is plotted in Figure 10 (a) and (b) as a function 

of the buoyancy ratio  and the micro-gyration parameter 

n, for the case K = 1.5. Figure 10 (a) shows that, in the 

case of double diffusive convection, for ( > 0),  

increasing  results in an augmentation of the strength of 

the convective motion such that E increases. For 

 0 , the results are similar but, since the flow 

direction is now downward, the value of E is negative. On 

the other hand, the results obtained for soret-induced 

convection, Figure 10 (b), are quite different. For this 

situation, the velocity profiles (not presented here) indicate 

that for  0   the flow is upward near the left hotter 

wall and downward near the right colder one. Thus, the 

total rate E, at which heat is added to the fluid, is promoted 

upon increasing  as a result of the increase of the flow 

intensity near the hotter wall. 

               
Figure 5(b). Effects of parameter M on the velocity profiles u and the microrotation profiles N for K =5, φ=-5 and a=1. 

          
Figure 6(a): Effect of Parameter K on the velocity profiles u and the microrotation N for n=0, a=1 and φ=5. 
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Figure 6(b): Effect of Parameter K on the velocity profiles u and the microrotation N for n=0, a=1 and φ=-5. 

         
Figure 7. Effects of buoyancy ratio φ on the velocity profiles u and the microrotation profiles N for K = 5, n = 0 and a = 1. 

         
Figure 8. Effects of parameter n on the velocity profiles u and the microrotation profiles N for K=5, φ=10 and a = 1. 
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Figure 9. Effects of buoyancy ratio  φ  and parameter n on the volume flow rate Q for K = 1.5, (a) a = 0, (b) a = 1. 

           
Figure 10.Effects of buoyancy ratio  φ  and parameter n on the total rate at which heat is added to the fluid, E, for K = 1.5, a = 0, (b) a = 1. 

 

Let's now consider the buoyancy ratio. The 

dimensionless total rate, Φ, at which species are added to 

the fluid, is depicted in Figure 11 as a function of  and 

the micro-gyration parameter n, for the case K = 1.5. The 

Soret-induced convection, represented by a dotted line, 

indicates that Φ = 0 independently of n. This is expected 

since, for this situation, the solid boundaries are 

impermeable to concentration. The Soret effect is merely 

to redistribute the originally uniform concentration within 

the system. However, for double diffusion, the solid lines 

indicate that increasing , i.e., increasing the strength of 

the convective flow, results in an enhancement of the rate 

of mass transfer through the system. These results are 

similar to those reported by Z. Alloui et al. [23]. Also, it is 

observed from Figure 11 that, for a given value of , Φ 

decreases as the value of n is reduced toward n = 0. As 

already mentioned, a decrease of n corresponds to an 

increase of the concentration of the solution such that the 

particles close to the solid boundaries are unable to rotate. 

This results in a decrease of the flow rate and thus a 

decrease of Φ. The volume flow rate, Q, and total rate at 

which heat is added to the fluid, E, are plotted in Figure 12 

as a function of K for  = 2 and n = 0. Here again, the 

results obtained for double-diffusive convection and Soret-

induced convection are qualitatively similar. In the limit 

0K both Q and E tend asymptotically to constant 

values corresponding to the Newtonian fluid situation. On 

the other hand, in the limit K , both Q and E 

become negligible, due to the increase of the vortex 

viscosity. 

It is seen from the Figure 13 for the values of magnetic 

parameter M = 0, 5, 10, the velocity decreases up to the 

position of y=0. At the position of y=5, velocity becomes 

constant, that is, velocity profiles meet at a point and then 

cross the side and increasing with magnetic parameter M. 

This is because of the velocity profiles, with lower peak 

values for higher values of magnetic parameter M, tend to 

decrease comparatively slower along y-direction than 

velocity profiles with higher peak values for lower values 

of magnetic parameter M. We may conclude that for 

increasing values in M; the Lorentz force, which opposes 

the flow, there is a fall in velocity maximum due to the 

retarding effect of the magnetic force in the region. As a 

result, the momentum boundary layer thickness becomes 

larger and the separation of the boundary layer will occur 

earlier. Here, it is observed that the increase in the viscous 

dissipation (Ec) decreases the velocity.  
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It is also observed from Figure 14 that as the viscous 

dissipation parameter (Ec) increases, the temperature 

profiles increase. The increase in the viscous dissipation 

cools the fluid. The temperature profile for various values 

of the viscous dissipation parameter (Ec) while the other 

parameters are kept constant. It is found that the increase 

in viscous dissipation parameter (Ec) leads to a 

corresponding increase in the temperature profile. It is also 

seen that the temperature decreases at a certain portion of 

the channel and then increases, this could be due to the 

dissipation effect and the harmonic pressure term. 

It is known that the viscous dissipation produces heat 

due to a drag between the fluid particles and this extra heat 

causes an increase of the initial fluid temperature (see 

Figure 14). This increase of temperature causes an increase 

of the buoyant force. The increase of the buoyant force 

causes an increase of the fluid velocity. The bigger fluid 

velocities cause a bigger drag between the fluid particles 

and consequently bigger viscous heating of the fluid. The 

new increase of fluid temperature influences the buoyant 

force and this procedure goes on. There is a continuous 

interaction between the viscous heating and the buoyant 

force. This mechanism produces different results in the 

upward and downward flow. In the upward flow, where 

the fluid is warmer than the ambient, the extra viscous heat 

is added to the initial heat (the warm fluid becomes 

warmer) and the fluid velocity increases. In the downward 

flow, the fluid is cooler than the ambient and the viscous 

heating causes an increase in the initial fluid temperature 

(the cold fluid becomes warmer). 

In many material processing applications, such as 

extrusion hot rolling, drawing and continuing costing, 

materials continuously move a channel. In such industrial 

applications, it is of great importance to encounter the heat 

transfer from the moving boundary to the surrounding 

fluid and vice versa. However, the moving boundaries 

deform the fluid velocity profiles and shear the fluid layer 

near the boundary resulting in local changes in velocity 

gradient thus the Eckert number effects may not be 

neglected in heat transfer analysis, associated with moving 

boundaries. The thermal energy generated due to Eckert 

number is significant near the wall, which alters the heat 

transfer rates following the changes in the temperature 

profiles. 

Figure 11. Effects of parameter K on the volume flow rate 

Q total rate at which heat is added to the fluid for      φ  = 2   

and n = 0. 

 
Figure 12. Effects of parameter K on the volume flow rate 

Q and on the total rate at which heat is added to the 

fluid for  φ = 2 and n=0

                 

Figure 13. Effects of Viscous dissipation (Ec) on the Velocity Profiles u
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Figure 14. Effects of Viscous dissipation(Ec) on the Temperature  

Profiles T 

Table. 1 presents a comparison between the numerical, 

analytical and present solution for K=1.5, B = 1,  φ =2 ,RT 

= 0.6, RS=0.3 , n = 0 and a = 0. It must be mentioned that 

in the case of a = 0 and n = 0 the present results are 

similar to those reported by Z. Alloui et al. [23]. There is a 

good agreement with the previous author’s results.  

 

Table 1. Presents a comparison between the numerical, 

analytical and present solution for K = 1.5, B = 1,  φ=2,  

RT =0.6, RS=0.3, n = 0 and a = 0. 

Profiles Analytical 
Numerical 

Analytical 
Present 

u 1.06092 1.06092 1.05925 

N 0.14075 0.14075 0.14078 
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The profiles for skin friction and the rate of heat 

transfer with viscous dissipation (Ec) parameter are shown 

graphically in Figure 15, depicting the distribution of the 

skin friction with the variation of material parameter, 

magnetic parameter and viscous dissipation parameter. It is 

clear from the figure that for assisting flow skin friction 

decreases with the increase of material parameter and 

magnetic parameter, while a reverse pattern is observed for 

opposing flow. The rate of heat transfer increases with an 

increase in viscous dissipation (Ec)  parameter. Thus, fast 

cooling of the plate can be achieved by increasing a/c. It 

can also be obtained by increasing the material parameter, 

magnetic field parameter for the opposing flow while for 

assisting flow, fast cooling of the plate can also be 

achieved by decreasing the material parameter or magnetic 

parameter.  

 

 

Fig. 15(a). Ec-Viscous dissipation 

 

Fig. 15(b). Ec-Viscous dissipation 

 

Fig. 15(c). Ec-Viscous dissipation 
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Conclusions 

In this paper we have studied fully developed free 

convection flow heat and mass transfer of a MHD/ 

micropolar fluid over a vertical channel. The cases of fully 

developed convection and viscous dispassion effect are 

investigated. Asymmetric wall temperatures and 

concentrations are considered.  

 The closed form solution proposed in this paper, for 

fully developed flow, is found to be in excellent 

agreement with a numerical solution of the time 

dependent form of the governing equations. Thus, in 

the range of the governing parameters considered in 

this study, the solution is steady.  

 In general, it is found that upon increasing the vortex 

viscosity parameter K, the fluid velocity is inhibited. 

The influence of micro-gyration parameter n, which 

characterizes the boundary conditions applied on 

rotation of the microelements near the solid boundaries, 

on the velocity u and microrotation N profiles is found 

to be significant. Thus, as n is augmented, the 

microrotation term is promoted, which induces 

enhancement of flow velocities.  

 The effect of the buoyancy ratio  φ on the velocity 

profiles u and microrotation profiles N is also found to 

be important. The flow direction in the channel 

depends strongly on the sign of this parameter. The 

results presented in this paper illustrate the difference 

between double diffusion [13] and Soret-induced 

convection.  

 For instance, the rate of flow Q within the channel is 

found to be independent of the buoyancy ratio φ. This 

is not the case for double-diffusive convection where Q 

is observed to depend considerably upon φ. Also the 

results indicate that, for given values of φ and n, the 

influence of K on u and N is higher for a = 0 than a = 1. 

A similar trend is observed for the effect of  φ  on u and 

N, for fixed values of K and n.  

 The total rate at which heat is added to the fluid is 

found to be considerably higher for double diffusion 

than Soret convection. Finally, it must be mentioned 

that in the case of a = 0 and n = 0 the present results are 

similar to those reported by Chen [34]. As regards the 

Soret-induced convection, this flow configuration does 

not seem, to the best of authors’ knowledge, to have 

been investigated previously. 

 For the values of magnetic parameter M = 0, 5, 10, the 

velocity decreasing up to the position of y=0. At the 

position of y=4.5 velocity becomes constant that is 

velocity profiles meet at a point and then cross the side 

and increasing with magnetic parameter M. It is also 

found that increase in viscous dissipation parameter 

(Ec) leads to a corresponding increase in the velocity. It 

is also seen that the velocity decreases at a certain 

portion of the channel and then increases; this could be 

due to the dissipation effect. 

 It is found that the increase in viscous dissipation 

parameter (Ec) leads to a corresponding increase in the 

temperature profile. It is also seen that the temperature 

decreases at a certain portion of the channel and then 

increases; this could be due to the dissipation effect and 

the harmonic pressure term. 

 The Eckert number (Ec) is the ratio of kinetic energy of 

the flow to the boundary layer enthalpy difference. The 

effect of Eckert number (Ec) on flow field is to increase 

the energy, yielding a greater fluid temperature and as a 

consequence greater buoyancy forces, the increasing on 

the buoyancy forces due to an increase in the 

dissipation parameter hence the temperature.    
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Abstract 

 In the present paper, some reliability measures of a computer system of two cold standby identical units are 

obtained using a semi-Markov process and a regenerative point technique. For this purpose, a reliability model is proposed 

by considering independent h/w and s/w failure. Initially, one unit is operative and another is kept as spare in cold standby. 

A single server is provided to conduct preventive maintenance, repair, replacement and up-gradation of the components 

upon their failure. Then, a maximum operation time system undergoes preventive maintenance, directly from normal mode. 

If the repair of the h/w is not possible by the server up to a pre-specific time, it is replaced by a new one with some 

replacement time. However, only up-gradation of the software by a new one is made whenever s/w fails to execute the 

desired function properly. Priority to h/w repair is given over h/w replacement and s/w up-gradation. The failure time 

distribution of the h/w and s/w follows a negative exponential while the distributions of preventive maintenance, repair, up-

gradation and replacement time are taken as arbitrary with different probability density functions. To depict the importance 

of the study, graphs are drawn for a particular case with fixed values of other parameters and costs. 
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Nomenclature 

E The set of regenerative states  

NO The unit is operative and in normal mode  

Cs The unit is cold standby 

a/b Probability that the system has hardware / 
software failure 

1/2 Constant hardware / software failure rate 

0   
                  

 Maximum Operation Time  

0 Maximum Repair Time. 

Pm/PM The unit is under preventive Maintenance/ under 

preventive maintenance continuously from 

previous state 

WPm/WPM The unit is waiting for preventive Maintenance/ 

waiting for  preventive maintenance from 

previous state 

HFur/HFUR  The unit is failed due to hardware and is under 

repair / under repair continuously from previous 
state 

 
HFurp/HFURP The unit is failed due to hardware and is under 

replacement / under replacement continuously 
from previous state 

HFwr / HFWR The unit is failed due to hardware and is 

waiting for repair/ waiting for repair 

continuously from previous state 

SFurp/SFURP The unit is failed due to the software and is 
under up-gradation/ under up-gradation 

continuously from previous state 

SFwrp/SFWRP The unit is failed due to the software and is 

waiting for up-gradation / waiting for up-
gradation continuously from  previous state 

h(t) / H(t)  pdf / cdf of up-gradation time of unit due to 

software  

g(t) / G(t)  pdf / cdf of repair time of the hardware 

m(t)/ M(t)          pdf / cdf of replacement time of the hardware 

f(t) / F(t) pdf / cdf of the time for PM of the unit 

pdf / cdf Probability density function/ Cumulative 

density function 
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qij (t)/ 

Qij(t) 

pdf / cdf of passage time from regenerative state i 

to a regenerative state j or to a failed state j with-

out visiting any other  regenerative state in (0, t] 

qij.kr 

(t)/Qij.kr(t) 

pdf/cdf of direct transition time from regenerative 

state i to a regenerative state j or to a failed state j 

visiting state k, r once in (0, t] 

i(t) Probability that the system up initially in state Si  
E is up at time t without visiting to any 

regenerative state 

Wi(t) Probability that the server is busy in the state Si 

upto time  ‘t’without making any transition to any 
other regenerative state or returning to  the same 

state via one or more non-regenerative states. 

mij    Contribution to mean sojourn time (i) in state Si 

when system transit directly to state Sj so that 

i ij

j

m   and  mij = * '( ) (0)ij ijtdQ t q   

Ⓢ/  Symbol for Laplace-Stieltjes convolution/Laplace 
convolution 

~ / *  Symbol for Laplace Steiltjes Transform (LST) / 

Laplace Transform (LT) 

1. Introduction 

In our modern society, there is an increased reliance on 

computer systems due to the rise of technology in 

everyday life. These systems control everything from 

banking to telecommunications, to nuclear power plants, to 

air traffic. Their failure can be catastrophic. Therefore, 

ensuring the reliability and performance of such systems 

has become a growing need for engineers and 

academicians. Currently, redundancy is one of the best 

methods of improving the reliability of any operating 

system. During the past few years, some reliability models 

of computer systems with independent h/w and s/w 

failures have been suggested by some researchers, 

including Malik and Anand [1] and Malik and Kumar [3].  

Also, it is a well known fact that preventive 

maintenance can slow down the deterioration process of a 

computer system and restore the system as new. Thus, the 

method of preventive maintenance can be used to improve 

the reliability and the profit of the system. The concept of 

preventive maintenance was used by Malik and Nandal [2] 

while discussing a cold standby system with a maximum 

operation time. Also, it sometimes becomes necessary to 

give priority to repairing one unit over the repair activities 

of another unit, not only to reduce the down time but also 

to minimize the operating cost. Malik et al. [4,5] analyzed 

stochastically a computer system with priority to h/w 

repair over s/w replacement. Kumar et al. [6] developed a 

stochastic model for a computer system using the concept 

of s/w up-gradation over h/w repair activities. 

Furthermore, the reliability and availability of a system 

can be increased by making a replacement of the failed 

component by a new one in case the repair time is too 

long. Recently, Kumar et al. [4,5] proposed a reliability 

model for a computer system with preventive maintenance 

and repair subject to maximum operation and repair times.  

In light of the above facts and practical utility, here is a 

reliability model proposed taking into account the 

independent h/w and s/w failure. Initially, one unit is 

operative and the other is kept as spare in cold standby. A 

single server is provided to conduct preventive 

maintenance, repair, up-gradation and a replacement of the 

components upon their failure. After that, a maximum 

operation time system undergoes preventive maintenance 

directly from the normal mode. If the repair of the h/w is 

not possible by the server up to a pre-specific time, it is 

replaced by a new one with some replacement time. 

However, only up-gradation of the software by new one is 

made whenever s/w fails to execute the desired function 

properly. Priority to h/w repair is given over h/w 

replacement and s/w up-gradation. The failure time h/w 

and s/w follows exponential distribution while the 

distributions of preventive maintenance, repair, up-

gradation and replacement time are taken as arbitrary with 

different probability density functions. Various system 

effectiveness measures, such as mean time to system 

failure, availability, busy period of the server due to 

preventive maintenance, busy period of the server due to 

repair, busy period of the server due to hardware 

replacement , busy period of the server due to software up-

gradation, expected number of software up-gradations, 

expected number of hardware replacement and expected 

number of visits of the server are derived by using semi-

Markov process and regenerative point technique. All 

random variables are statistically independent and 

uncorrelated. Switch devices are perfect. The graphical 

study of the results for a particular case has also been 

made to highlight the importance of the results. 

2. Transition Probabilities and Mean Sojourn Times 

Simple probabilistic considerations yield the following 

expressions by taking A = 1 2 0a b    , B= 

aλ1+bλ2+α0+β0 for the non-zero elements 





0

)()( dttqQp ijijij
     as                                     (1) 

p16 = 
1

1 2 0

a

a b



   
[ 1- f *( 1 2 0a b    )] = p12.6,   p02=

1

1 2 0

a

a b



   
,  

p18=
2

1 2 0

b

a b



   
[ 1- f *( 1 2 0a b    )]= p13.8,   p01=

0

1 2 0a b



   
,    

p1.13= 
0

1 2 0a b



   
[ 1- f *( 1 2 0a b    )] =  p11.13,   p03 = 

2

1 2 0

b

a b



   
 ,   

p24 = 
0

1 2 0 0a b



    
[ 1- g *( 1 2 0 0a b      )] ,  p10 = f *( 1 2 0a b    ), 
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p25 = 
0

1 2 0 0a b



    
[ 1- g *( 1 2 0 0a b      )],                p20=g*( 1 2 0 0a b      ),  

p2.11 = 
2

1 2 0 0

b

a b



    
[ 1- g*( 1 2 0 0a b      )],   p30 =  h*( 1 2 0a b    ),  

p2.12 = 
1

1 2 0 0

a

a b



    
[ 1- g*( 1 2 0 0a b      )],   p40 =  m*( 1 2 0a b    ), 

p37 =   
1

1 2 0

a

a b



   
[ 1- h*( 1 2 0a b    )],    p51 = g *(β0), p5,16 = 1- g *(β0), 

p39 = 
0

1 2 0a b



   
[ 1- h*( 1 2 0a b    )]= p3,1.9,    p62 = f*(0),    p73 = g*(0),     

p3,10 = 
2

1 2 0

b

a b



   
[ 1- h*( 1 2 0a b    )]= p33.10,    p83 = f *(0),  p93 = f *(0),     

p4.17 = 
0

1 2 0a b



    [ 1- m*( 1 2 0a b    )]= p4,1.17,    p10.3 = h*(0),    p11.3 = g *(β0), 

p4,18 = 
2

1 2 0

b

a b



   
[ 1- m*( 1 2 0a b    )] = p43.18,                   p11.14 =1-g *(β0), p14.3 = m*(0),   

p4.19 =   
1

1 2 0

a

a b



   
[ 1- m*( 1 2 0a b    )],     p15.2 = m*(0),   p16.1 = m*(0), 

p21.5 = 
0

1 2 0 0a b



    
[1- g *( 1 2 0 0a b      )] g *(β0),  p12.2 = g *(β0),  p13.1 = f*(0),    

p21.16,5 = 
0

1 2 0 0a b



    
[ 1- g *( 1 2 0 0a b      )][1- g *(β0)],  p17.1 = m*(0),  

p23.11 = 
2

1 2 0 0

b

a b



    
[ 1- g*( 1 2 0 0a b      )][ g *(β0)],  p18.3 = m*(0),  

p23.11,14 = 
2

1 2 0 0

b

a b



    
[ 1- g*( 1 2 0 0a b      )][1- g *(β0)],  p19.4 = g*(0), 

p22.12 = 
1

1 2 0 0

a

a b



    
[ 1- g*( 1 2 0 0a b      )] g *(β0),  p12.15 = 1- g *(β0), 

p22.12,15 = 
1

1 2 0 0

a

a b



    
[ 1- g*( 1 2 0 0a b      )][1- g *(β0)]                                                    (2) 

It can be easily verified that  

p01+p02+p03 = p10+p16+p18+p1.13 = 1 

p20+p24+p25+ p2,11+p2.12= p30+p37+p39+p3.10 = 1 

p40+p4.17+p4.18+ p4.19 = p5.1+ p5.16= p62= p73 = p83 = p91 = 1 

p10.3 = p11.3 + p11.14 = p12.2 + p12.15 = p13.1 = p14.1 = p15.2 = 1         (3) 

p16.1 = p17.1 = p18.3= p19.4 = p10 +p12.6+ p11.13 +p13.8 =1 

p20 +p24 +p21.5 +p21, 16.5 +p23, 11 +p23.11, 14 +p22, 12 +p22.12, 15=1 

p30+p31.9+p32.7+p33.10 = p40 +p41.17+ p42.19+ p43.18= 1                         
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The mean sojourn times (i) is the state Si are  

0 = 
1

( )1 2 0a b   
,       1 = 

1

( )1 2 0a b     
,   

  

2 = 
1

1 2 0 0a b       
,      3 =

1

1 2 0a b     
,   

'

3  = 

2 ( )( )1 2 0 1 2 0
2( )1 2 0 0

a b a b

a b

      

    

    

   
,  4 =

1

1 2 0a b     
,               (4)   

'

4  =

2 ( )( )1 2 0 1 2 0
2( )1 2 0 0

a b a b

a b

      

    

    

   
,     

'

1  = 
1


,        19  = 

1


,     

'

2  = 

22 ( )( ){ ( ) ( )( )( )0 0 0

( ) ( )( ) ( ) ( )( )
0 0 0 0 0

2 22( ) ( ) ( )( ) 0

A B B B

B B B

B BB

      

          

   

    

      


 

,     

7  = 
1


                                                                                                                                                                           

 

3. Reliability and Mean Time to System Failure 

(MTSF)          

Let i(t) be the c.d.f of first passage time from the 

regenerative state i  to a  failed state. Regarding the failed 

state as absorbing state, we have the following recursive 

relation for i (t): 

        
k

ki

j

jjii tQttQt ,,                                   (5) 

Where j is an un-failed regenerative state to which the 

given regenerative state i can transit and k is a failed state 

to which the state i can transit directly. 

Taking LT of the above relation (5) and solving for 

0 ( )s .  

We have  

R*(s) =

s

s)(
~

1 0                                                (6) 

The reliability of the system model can be obtained by 

taking Laplace inverse transform of (7). The mean time to 

system failure (MTSF) is given by 

 

 

MTSF =
s

s

os

)(
~

1
lim 0


 = 1

1

N

D

                                      (7) 

Where 

N1 = 
402243032021010  ppppp   

And  D1 = 
4024023003200210011 ppppppppp   

4. Steady State Availability 

Let Ai(t) be the probability that the system is in up-state 

at instant 't' given that the system entered regenerative state 

i at t = 0. The recursive relations for Ai (t) are given as  

       ( )
,
n

i i ji j
j

A t M t q t A t                               (8) 

where j is any successive regenerative state to which 

the regenerative state i can transit through n transitions. 

Mi(t) is the probability that the system is up initially in 

state 
iS E  is up at time t without  visiting to any other 

regenerative state, we have 
tba

etM
)(

0
021)(

 
 ,

)()(
)(

1
021 tFetM

tba  
 ,

)()(
)(

2
0021 tGetM

tba  


                             
(9)

      

)()(
)(

3
021 tHetM

tba  
 ,  

)()(
)(

4
021 tMetM

tba  
   
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Taking LT of the above relations (8) and solving for 
*

0 ( )A s , the steady state availability is given by  

*

0 0
0

( ) lim ( )
s

A sA s


  2

2

N

D
 ,   Where                                                                                                                     (10) 

N2= (-p24){μ0 {p12.6[ p43.18p31.9+p41.17(1- p33.10- p37p73)]}- μ1  [p02{ p43.18p31.9+ (1- p33.10- p37p73)p41.17}]+ μ3 [ -p01 p43.18 p12.6+ p03 

p41.17  p12.6- p02{ p43.18 (1-p11.13)+ p41.17p13.8 }]+μ4 [p01 (1- p33.10- p37p73)p12.6+ p02{(1- p11.13) (1- p33.10- p37p73)- p13.8p31.9}+ p03 

p31.9p12.6]}+(1- p4.19p19.4){ μ0 [(1- p11.13)  (1- p33.10- p37p73) (1- p22.12- p22.12.15) –p12.6{ (1- p33.10- p37p73) (p21.5+ p21.5,16) +(p23.11+ 

p23,11.14)p31.9}- p13.8 (1- p22.12- p22.12.15)p31.9}]+ μ1[ p01 [(1- p33.10- p37p73) (1- p22.12- p22.12.15) +p02{ (1- p33.10- p37p73) (p21.5+ 

p21.5,16) + (p23.11+ p23,11.14)p31.9}+ p03 (1- p22.12- p22.12.15)p31.9]+ μ2 [p01 {(1- p33.10- p37p73)  p12.6+ p02{(1-p11.13) (1- p33.10- p37p73)- 

p13.8p31.9}+ p03p31.9p12.6 ]+ μ3 [p01 [p13.8(1- p22.12- p22.12.15) + (p23.11+ p23,11.14)p12.6]+p02{ (p21.5+ p21.5,16) p13.8 + (1- p11.13) (p23.11+ 

p23,11.14) }+ p03{ -p12.6 (p21.5+ p21.5,16) +(1- p22.12- p22.12.15) (1- p11.13)}]} 

And    

D2 =(-p24){μ0 {p12.6[ p43.18p31.9+p41.17(1- p33.10- p37p73)]}- 1  [p02{ p43.18p31.9+ (1- p33.10- p37p73)p41.17}]+ ( 3
 +p37μ7) 

 [ -p01 

p43.18 p12.6+ p03 p41.17  p12.6- p02{ p43.18 (1-p11.13)+ p41.17p13.8 }]+( 4
 +p4.19μ19) [p01 (1- p33.10- p37p73)p12.6+ p02{(1- p11.13) (1- p33.10- 

p37p73)- p13.8p31.9}+ p03 p31.9p12.6]}+(1- p4.19p19.4){ μ0 [(1- p11.13)  (1- p33.10- p37p73) (1- p22.12- p22.12.15) –p12.6{ (1- p33.10- p37p73) 

(p21.5+ p21.5,16) +(p23.11+ p23,11.14)p31.9}- p13.8 (1- p22.12- p22.12.15)p31.9}]+ 1  [ p01 [(1- p33.10- p37p73) (1- p22.12- p22.12.15) +p02{ (1- 

p33.10- p37p73) (p21.5+ p21.5,16) + (p23.11+ p23,11.14)p31.9}+ p03 (1- p22.12- p22.12.15)p31.9]+ 2
  [p01 {(1- p33.10- p37p73)  p12.6+ p02{(1-

p11.13) (1- p33.10- p37p73)- p13.8p31.9}+ p03p31.9p12.6 ]+ ( 3
 +p37μ7)  [p01 [p13.8(1- p22.12- p22.12.15) + (p23.11+ p23,11.14)p12.6]+p02{ 

(p21.5+ p21.5,16) p13.8 + (1- p11.13) (p23.11+ p23,11.14) }+ p03{ -p12.6 (p21.5+ p21.5,16) +(1- p22.12- p22.12.15) (1- p11.13)}]} 

 

5. Busy Period Analysis for Server 

5.1. Due to Preventive Maintenance (PM) 

Let )(tBP

i
be the probability that the server is busy in 

the preventive maintenance of the unit at an instant ‘t’ 

given that the system entered state i at t = 0. The recursive 

relations )(tBP

i
for are as follows:  

       ( )
,

p n p
ii i j j

j

B t W t q t B t                           (12) 

Where j is any successive regenerative state to which 

the regenerative state i can transit through n transitions. 

W1(t) is the probability that the server is busy in state Si 

due to the preventive maintenance up to time t without 

making any transition to any other regenerative state or 

returning to the same via one or more non-regenerative 

states and so 

( ) ( )1 2 0 1 2 0( ) ( 1) ( )1 0

( ) ( )1 2 0 1 2 0( ) ( ) ( 1) ( )1 2

a b t a b t
W e F t e F t

a b t a b t
a e F t b e F t

     


     
 

     
   

     
 

 

5.2. Due to Hardware Failure 

Let )(tBR

i
be the probability that the server is busy in 

repairing the unit due to hardware failure at an instant ‘t’ 

given that the system entered state i at t = 0. The recursive 

relations for )(tBR

i
 are as follows:  

       ( )
,
nR R

i i ji j
j

B t W t q t B t                            (13) 

where j is any successive regenerative state to which 

the regenerative state i can transit through n transitions. 

W2(t) is the probability that the server is busy in state Si 

due to hardware failure up to time t without making any 

transition to any other regenerative state or returning to the 

same via one or more non-regenerative states and so 

( ) ( )1 2 0 1 2 0( ) ( 1) ( )2 0

( ) ( )1 2 0 1 2 0( ) ( ) ( 1) ( )1 2

a b t a b t
W e G t e G t

a b t a b t
a e G t b e G t

     


     
 

     
   

     
 

 

5.3. Due to Up-Gradation of the Software 

Let 
S

iB (t) be the probability that the server is busy 

due to up-gradation of the software at an instant ‘t’ given 

that the system entered the regenerative state i at t = 0. We 

have the following recursive relations for 
S

iB (t): 

       ( )
,
nS S

i i ji j
j

B t W t q t B t                                (14) 

Where j is any successive regenerative state to which 

the regenerative state i can transit through n transitions. 

W3(t) is the probability that the server is busy in state Si 

due to up-gradation of the software up to time t without 

making any transition to any other regenerative state or 

returning to the same via one or more non-regenerative 

states and so 

( ) ( )1 2 0 1 2 0( ) ( 1)H( )3 0

( ) ( )1 2 0 1 2 0( ) ( ) ( 1) ( )1 2

a b t a b t
W e H t e t

a b t a b t
a e H t b e H t

     


     
 

     
   

     
 

 

5.4. Due to Hardware Replacement 

Let )(tBHRp

i
be the probability that the server is busy 

in replacement of  the unit due to hardware failure at an 

instant ‘t’ given that the system entered state i at t = 0. The 

recursive relations for )(tBHRp

i
are as follows:  

       ( )
,

HRp n HRp
ii i j j

j

B t W t q t B t                          (15) 

Where j is any successive regenerative state to which 

the regenerative state i can transit through n transitions. 

W4(t) is the probability that the server is busy in state Si 

due to hardware failure up to time t without making any 

transition to any other regenerative state or returning to the 

same via one or more non-regenerative states and so 

( ) ( )1 2 0 1 2 0( ) ( 1) ( )4 0

( ) ( )1 2 0 1 2 0( ) ( ) ( 1) ( )1 2

a b t a b t
W e M t e M t

a b t a b t
a e M t b e M t

     


     
 

     
   

     
 
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Taking the LT of the above relations (12) to (15), and solving for 
H

B

0
(s) and

S

B

0
(s), the time for which server  is busy 

due to repair and replacements, respectively, is given by

*

0 0
0

lim ( )H H

s
B sB s


   = 3

2

HN

D
 

 

*

0 0
0

lim ( )S S

s
B sB s


  = 3

2

SN

D
                                  

2

*

0
0

0
)(lim

D

N
SsBB

R

SR
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R 


                                            (16)
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6. Expected Number of H/W Replacements and S/W 

Up-Gradations 

6.1. Due to Hardware Failure 

Let )(tRH

i
be the expected number of replacements of 

the failed hardware components by the server in (0, t] 

given that the system entered the regenerative state i at t = 

0. The recursive relations for )(tRH

i
are given as  

     ( )
,
nH H

i j ji j
j

R t q t R t   
 

         (17) 

Where j is any regenerative state to which the given 

regenerative state i transits and j =1, if j is the 

regenerative state where the server does the job afresh, 

otherwise j = 0.  

6.2. Due to Software Failure 

Let )(tR S

i  be the expected number of up-gradations 

of the failed software by the server in (0, t] given that the 

system entered the regenerative state i at t = 0. The 

recursive relations for )(tR S

i
 are given as  

     ( )
,
nS S

i j ji j
j

R t q t R t   
 

                           (18)

    

            
    (18) 

Where j is any regenerative state to which the given 

regenerative state i transits and j =1, if j is the 

regenerative state where the server does job afresh, 

otherwise j = 0.  Taking LT of the relations (17) and 

(18), and solving for )(
~

0 sR H
 and )(

~
0 sR S

. The expected 

numbers of replacements per unit time to the hardware and 

software failures are respectively given by  

0 0
0

( ) lim ( )H H

s
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
  = 4

2
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D
  

and                                                                                   (19)  

0 0
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Where D2 is already mentioned. 
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7. Expected Number of Visits by the Server 

Let Ni(t) be the expected number of visits by the server 

in (0, t] given that the system entered the regenerative state 

i at t = 0. The recursive relations for Ni(t) are given as 

     ( )
,
n

i j ji j
j

N t q t N t   
                        (20)  

Where j is any regenerative state to which the given 

regenerative state i transits and j =1, if j is the 

regenerative state where the server does the job 

afresh, otherwise j = 0. Taking LT of the relation 

(20) and solving for 
0 ( )N s . The expected number 

of visit per unit time by the server are given by 

  
0 0

0
( ) lim ( )

s
N sN s


  = 5

2

N

D

, where        (21) 

N5 =(-p24) p12.6{ p43.18p31.9+ (1- p33.10)p41.17} +(1- p4.19p19.4) 

[(1- p11.13)  (1- p33.10 –p37p73) (1- p22.12- p22.12.15)– p12.6 { 

(p21.5+ p21.5.16)(1- p33.10–p37p73)+ p31.9 (p23.11+ p23.11,14) }- 

p13.8p31.9 (1- p22.12- p22.12.15)] 

8. Profit Analysis 

The profit incurred to the system model in a steady 

state can be obtained as 

NRRB

BBB
KKKK

KKKAKP

SHHRp

SRP

0000

000

7654

32100



                  (22)
 

 

K0 =Revenue per unit up-time of the system 

K1 =Cost per unit time for which server is busy due 

preventive maintenance 

K2 =Cost per unit time for which server is busy due to 

hardware failure 

K3 =Cost per unit replacement of the failed software 

component  

K4 =Cost per unit replacement of the failed hardware 

component  

K5 =Cost per unit replacement of the failed hardware 

K6 =Cost per unit replacement of the failed software 

K7 =Cost per unit visit by the server 

9. Conclusion 

In the present study, the numerical results considering a 

particular case tetg  )( ,
teth  )( , tetf  )(  

and tetm  )( are obtained for some of the reliability 

measures of a computer system of two identical units with 

h/w and s/w components. The graphs of the mean time of 

the system failure (MTSF), the availability and the profit 

are drawn with respect to preventive maintenance rate (α) 

for fixed values of other parameters including a=.7 and 

b=.3 as shown, respectively, in Figure 2, 3 and 4.  These 

figures reveal that MTSF, availability and profit increase 

with the increase of the preventive maintenance rate (α), 

h/w repair rate (θ) and by interchanging the values of a and 

b, i.e., a=.3 and b=.7 . But the values of these measures 

decrease with the increase of the maximum operation time 

(0) and maximum repair time (β0). Thus, on the basis on 

the results obtained for a particular case, it is suggested 

that the reliability and profit of a system in which the 

chances of h/w failure are high can be improved by 

 By taking one more computer system in cold standby. 

 By performing preventive maintenance after a 

maximum operation time. 

  By making replacement of the outdated s/w by new 

one immediately. 
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Figure 1: State transition diagram 
 

 
 

 

Figure 2. MTSF Vs. Preventive Maintenace Rate 
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Figure 3. Availability Vs. Preventive Maintenace Rate 

 

 

 

 Figure 4. Profit Vs. Preventive Maintenance Rate 
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Abstract 

The quality of product in industrial process can be improved by on-line monitoring, regulating and correcting actions. 

There are two approaches addressing this problem: (1) Statistical Process Control (SPC), which focuses on identifying 

assignable causes that can be removed, leads to permanent process improvement or reduction in variability; and (2) 

Engineering Process Control (EPC), based on adjusting the process variables to get less deviation from target (often called 

feedback adjustment). Feedback adjustment regulates the process to account for sources of variability that cannot be 

removed by the SPC approach. 

 Integrating SPC/EPC is a very effective way in quality control, since features from both SPC and EPC could give a 

complementary performance. This work introduces a framework that integrates SPC and EPC in one methodology; SPC 

control limits for critical key variables are developed depending on information from the historical reference of past 

successful processes. While the EPC algorithm is derived of a progressive set of knowledge-based rules.  The approach is 

applied to data collected from chlorine industry, as a case study. This is poorly automated, subject to several disturbances, 

monitored by measuring the feed brine solution concentration and the acidity index of samples from the ferric brine 

treatment tank. The experimental results proved that, when the production process is affected by certain disruptions, the 

process engineers have a decision making tool, by on-line monitoring and regulating the process key variables. Furthermore, 

by implementing proper adjustment strategies, the stability of the process can be better maintained, and significant economic 

benefits will be achieved.  
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1. Introduction  

 Product quality is becoming the most critical objective 

in various industries. So, innovative monitoring and 

control techniques of the process operations are strongly 

needed in the process control field. Generally, batch 

processes exhibit some batch-to-batch variation arising 

from such things as deviations of the process variables 

from their specified trajectories, errors in the charging of 

the recipe of materials, and disturbances arising from 

variations in impurities. These abnormal conditions can 

lead to the production of at least one batch or a whole 

sequence of batches with poor-quality product if the 

problem is not detected and remedied. Most industrial 

batch processes are run without any effective form of real-

time, on-line monitoring to ensure that the batch is 

progressing in a manner that will lead to a high-quality 

product or to detect and indicate faults that can be 

corrected prior to the completion of the batch or can be 

corrected in subsequent batches. 

Statistical Process Control (SPC) and Engineering 

Process Control (EPC) are two techniques that are used for 

improving process productivity and product quality by 

reducing the variability of process from target while 

keeping it stable and under control. SPC, a widely used 

technique, is an effective monitoring technique as far as 

the process variables can be stated by independently 

observed statistical variables whose values fall in the 

vicinity of deterministic values. On the contrary, EPC is a 

continuous procedure that adjusts the process 

manipulatable variable in order to keep the output on set 

point or target [14]. 
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 Most of the literature on integrated SPC and EPC 

systems is focused on continuous process mainly with 

Algorithmic SPC. The integrated SPC/EPC systems in 

batch process control have not received the same degree of 

attention. There are numerous related studies in production 

process control, the first attempts to integrate EPC and 

SPC appeared long time ago, with the work of Barnard [7] 

in 1959. Using the machine-tool case study, the author 

demonstrated that automatic control and statistical control 

can be used in parallel. Box and Kramer [4] proposed the 

idea of using feedback control to compensate disturbances 

estimated by statistical forecasting, while SPC was 

deployed to monitor the process output after the 

adjustment in order to detect an assignable cause which 

cannot be compensated by the controller. Montgomery et 

al. [15] supported the claim that SPC can detect an 

assignable cause from the output rapidly, while EPC can 

effectively keep a process on target. Hoerl and Snee [8] 

proposed the term statistical engineering, defined as the 

study of how to best use statistical concepts, methods and 

tools, and integrated them with information technology 

and other relevant sciences to generate improved results. 

Box and Luceno [5] suggested using EPC activities as 

process adjustment and to SPC activities as process 

monitoring. While the two approaches have been applied 

independently in different areas for decades, the 

relationship between them has not yet been clearly 

explored. Nembhard and Mastrangelo [17] stated that a 

shift in this process can occur as the result of assignable 

causes (e.g., machine shutdown, or changes in raw 

materials, equipment or products) and during the transient 

state (production startup), which results in abundant loss in 

the process. The transient phase is induced by the dynamic 

behavior of the process, which causes the output to lag 

behind input before reaching a steady state. The dynamic 

behavior of processes can be modeled by deploying 

continuous state space equations (control theory). The 

integration between SPC and APC provides the 

opportunity to perform an adjustment, which can 

significantly decrease the transient-period as well as the 

variation of processes. Vander Wiel et al. [25] proposed 

the Algorithmic Statistical Process Control (ASPC) as a 

method of reducing predictable variation; ASPC employs 

both feedback and feed forward control, and then monitors 

the system to detect and remove the assignable causes of 

disturbances.  Hunter [9] and Montgomery and 

Mastrangelo [17] reported that the Exponentially Weighted 

Moving Average (EWMA) approach is equivalent to the 

Proportional-Integral-Differential (PID) control technique. 

However, MacGregor [12] contended that the EWMA 

approach and PID control differ substantially.Tucker [24] 

also argued that control rules will compensate for 

assignable variation if assignable cause variation could be 

predictable; when assignable cause variation is 

unpredictable, a search for assignable causes must be 

made. Alwan and Roberts [1] and Montgomery and 

Mastrangelo [17] have all recommended that whenever 

observations are autocorrelated, an appropriate time series 

model should be fitted to these observations and control 

charts then applied to the residuals of the model. 

Montgomery et al. [15] examined the benefits of 

combining SPC and EPC techniques. Their simulations 

demonstrated the superiority of integrated use of SPC and 

EPC to the use of EPC alone. But while their simulations 

employed the Shewhart, CUSUM and EWMA control 

charts. From this short review of literature, we conclude 

that none of the studies was found to be dynamic on-line 

model to integrate SPC/EPC in chlorine process industry 

for quality improvements. 

This paper considers three research areas: batch 

processes monitoring and control, integration of SPC and 

EPC, and case study: Chlorine production industry 

(Chemical Industry- National Chlorine Industries). The 

objectives of this study are: (a) to detail a literature review 

of SPC/EPC integration, (b) to establish an integrated 

SPC/EPC methodology for a batch process, and (c) to 

investigate the proposed approach with an application of 

the analysis and monitoring of an industrial batch Chlorine 

production.  The remainder of the article is organized as 

follows. Sections 2-4 illustrate the theoretical background 

and derivation of the basic relations from literature for 

integrated SPC/EPC systems. Following this, Section 5 

and 6 describe the proposed integrated SPC/EPC approach 

control scheme and the results of adopting it in Chlorine 

production.  Finally, Section 7 presents the concluding 

remarks and future work.   

2. Statistical Process Control (SPC)  

 The SPC is a binary view of the state of a 

process, i.e., whether it is running satisfactorily or not. As 

developed by Shewhart [21], the two states are classified 

as having a common cause of variations, from the 

management point of view, this kind is inherent in the 

process and difficult to eliminate or assign special cause of 

variations, should be identified and removed at the root. 

  Basics: Let x be a sample statistic that measures 

some quality characteristic of interest, and suppose that the 

mean of x is µx and the standard deviation of x is x. 

Then the center line and control limits become: 

x x

x

x x

UCL L

CL

LCL L

 



 

 



 

                                         (1) 

where L is the "distance" of the control limits from the 

center line, expressed in standard deviation unit, (a 

common choice is L= 3). Dr. Walter A. Shewhart first 

proposed this general theory of control charts. 

2.1.  Control Charts for Individual Measurements  

 The control chart for individuals uses the moving 

range of successive observations to estimate the process 

variability. The moving range at time t is defined as 

MRt =  Xt – Xt-1. Letting  be the average of the 

moving ranges, an estimate of  is  

^

2 1.128

MR MR

d
                                                    (2) 

 d2 is constant that depends on the size of the sample, 

values of d2 for sample sizes (2 ≤ n ≤ 25) are given in 

(Montgomery,2013), noting that(d2 = 1.128) when two 

consecutive observations are used to calculate a moving 

range (n =2). Then the control chart for individual 

measurements is: 
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

 

                                                          (3) 

2.2. The Cumulative Sum Control Chart (CUSUM) 

CUSUM chart was developed by Page (1954). This 

technique plots the cumulative sums of deviations of the 

sample values of a quality characteristic from a target 

value against time. The tabular CUSUM works by 

accumulating derivations from µo that are above target 

with one statistic C
+

 and accumulating derivations from 

µo that are below target with another statistic C
-
 The 

statistics C
+

 and C
-
 are called one-sided upper and lower 

CUSUM, respectively. They are computed as follows:  

  1max 0,t t o tC x K C 


                   (4) 

  1max 0,t o t tC K x C 


                   (5) 

And the starting values are =  = 0. 

In equations (4) and (5), K is called the reference value 

and it is often chosen about halfway between the target µo 

and the out of control value of the mean µ1 that we are 

interested in detecting quickly, using (K=0.5) usually 

provide a good results. Note that and accumulate 

deviations from the target value µo that are greater than K, 

with both quantities reset to zero on becoming negative. If 

either  or  exceeds the decision interval H, the 

process is considered to be out of control, a reasonable 

value for H is five times the process standard deviation   

and (Montgomery, 2013) [16].  

2.3. The Exponentially Weighted Moving Average Control 

Chart (EWMA) 

The EWMA control chart was introduced by Roberts 

[20, 3]. The performance of the EWMA control chart is 

approximately equivalent to that of the CUSUM control 

chart, and in some ways it is easier to set up and operate. 

As with the CUSUM, the EWMA is typically used with 

individual observations, EWMA technique has been 

widely used in order to monitor the process mean, since it 

weighs the average of all past and present observations.  In 

the EWMA, the predicted value of process mean at zt  

time t, is defined as 

  11t t tz x z                                      (6) 

where (0 < ≤ 1) is a constant factor, and xt is the 

observed value of process mean at time t, the starting value 

required with the first sample at (t = 1) is the process 

target, so that (zo = µo).  

The EWMA control chart would be constructed by 

plotting zt versus the sample number or time (t). The 

center line and control limits for the EWMA control chart 

are as follows: 

 
21 (1 )

2

t

oUCL L


  


     
      (7) 

oCL   

 
2LCL 1 (1 )

2

t

o L


  


     
      (8) 

In equations (7) and (8) above, the factor L is the width 

of the control limits. 

3. Engineering Process Control (EPC) 

Engineering Process Control (EPC) is a popular 

strategy for process optimization and improvement. It 

describes the manufacturing process as an input–output 

system where the input variables (recipes) can be 

manipulated (or adjusted) to counteract the uncontrollable 

disturbances to maintain the process target. The output of 

the process can be measurements of the final product or 

critical in-process variables that need to be controlled.  

3.1. Process Control by Feedback Adjustment: Integral 

Control 

Let the process output characteristic of interest at time 

period t is yt, and we wish to keep yt as close as possible 

to a target T. This process has a manipulatable variable x, 

and a change in x will produce all of its effect on y within 

one period, that is, 

t ty T gx                                                             (9)   

where g is a constant  called the process gain  that  relates 

the magnitude of a change in xt  to a change in yt. Now, if 

no adjustment is made, the process drifts away from the 

target according to a disturbance Nt+1 

1 1t ty T N                                              (10)    

Suppose that the disturbance can be predicted 

adequately using EWMA which is shown in Section 2.3. 

1t t t tt tN N N N N e 
 

     
 

^ ^ ^ ^

                 (11) 

where et = ( Nt – Ńt ) is the prediction error at time 

period t and (0 < ≤ 1) is the weighting factor for the 

EWMA. Therefore, the adjustment to be made to the 

manipulatable variable at time period t 

 1t t t tx x y T e
g g

 
                       (12) 

The actual set point for the manipulatable variable at 

the end of period t is simply the sum of all the adjustments 

through time t, or 

1

1 1

( )
t t

t j j j

j j

x x x e
g




 

                         (13)  

This type of process adjustment scheme is called 

integral control (I). It is a pure feedback control scheme 

that sets the level of the manipulatable variable equal to a 

weighted sum of all current and previous process 

deviations from target.  
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3.2. The Adjustment Chart 

The feedback adjustment scheme based on integral 

control ( Section 3.1) can be implemented so that the 

adjustments are made automatically. This involves some 

combination of sensors or measuring devices, a logic 

device or computer, and actuators to make the adjustments 

of the variable x. When EPC adjustment is implemented in 

this manner, it is often called Automatic Process Control 

(APC). 

In many processes, feedback adjustments can be made 

manually by observing the current output deviation from 

target, compute the amount of adjustment to apply using 

equation (12), and then bring xt to its new set point. When 

adjustments are made manually, a variation called the 

manual adjustment chart is very useful. 

3.3. Bounded Adjustment Chart 

The adjustment procedures in Sections (3.1) and (3.2) 

are very straightforward to implement, but they require an 

adjustment to be made to the process after each 

observation. In feedback adjustment applications, in 

chemical and process industries, this is not a serious issue 

because the major cost is the cost of being off target, and 

the adjustments themselves are made with either no or 

very little cost. Indeed, they are often made automatically.  

There are several ways to do this. One of these ways is 

the bounded adjustment chart, a variation of the procedure 

(Section 3.2) in which an adjustment will be made only in 

periods for which the EWMA forecast is outside one of the 

bounds given by (L). The boundary value L is usually 

determined from engineering judgment, taking the costs of 

being off target and the cost of making the adjustment into 

account. Montgomery [16] proposed the following relation 

to estimate ^EWMA.  

_
2

EWMA unadjusted process


  



^ ^
          (14) 

Note that, if the standard deviation of the unadjusted 

process is known, so the standard deviation of EWMA is 

approximately. Noting that we often use control limits on a 

EWMA that are slightly less than three-sigma.  

4. Integration of SPC/EPC Methods 

SPC and EPC are two complementary strategies 

developed for quality improvement. There is a 

corresponding relationship between them through 

prediction. EWMA predictor, which corresponds to the 

integral (I) control, is one of the most frequently used 

prediction methods in business and industry, mainly 

because of its simplicity and efficiency. Wei Jiang and 

John V. Farr [27] proposed four categories of ongoing 

research and application of the two quality-control 

approaches as shown in Figure 1: 

 If a process is not correlated, there is no need to employ 

EPC schemes. Traditional SPC control charts should be 

used for identifying assignable cause variations. 

 When data are correlated, the possibility of employing 

EPC scheme should be examined. SPC control charts 

are invoked to monitor auto correlated processes if no 

feasible EPC controller exists. 

 If appropriate controller is available, EPC control 

scheme can be employed to compensate the auto 

correlated disturbance. However, no single EPC 

controller can compensate all kinds of variations. 

 To identify and understand the cause of process 

changes, a unified control framework should be applied 

to regulate a process using feedback control, while 

using the diagnostic capability of SPC to detect sudden 

shift disturbances to the process. 

 

The integration of SPC/EPC looks for the best 

opportunities of quality improvement by integrating/ 

combining the strengths of SPC and EPC in various levels 

of control that may be incorporated into a manufacturing 

system. According to literature review there are four types 

of integration, conventional SPC, algorithmic SPC, Active 

SPC, and Run-to-Run. 

 

5. The Proposed SPC/EPC Integration Approach 

Based on the theoretical development of SPC/EPC 

integration approaches, we construct an integrated 

approach guideline so as to fill up the gap and implement 

SPC/EPC integration into practice. The theoretical and 

practical concerns that we have discovered will be 

incorporated in this guideline. As shown in Figure 2 the 

proposed SPC/EPC integration approach is conducted in 

three phases; off-line monitoring, on-line measuring and 

detecting, and integrating SPC/EPC phase. 

 

6. Case Study  

A real case from a chlorine industry has been studied.  

In this section, we will discuss the application of the 

proposed approach to data collected from this process. 

This industrial process is poorly automated, subject to 

several disturbances. We used the method of feedback 

integral adjustment to show how this technique can be 

easily implemented in process where there is a 

manipulatable variable that affects the process output.  
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Figure 1. Control scheme select of SPC and EPC methods 

 
Figure 2. The Guiding flowchart for the proposed SPC/EPC integration approach 
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 Case Briefing  

The case for practical study is a process from a chlorine 

factory, as depicted in Figure 3. Chlorine is produced by 

passing an electric current through a solution of brine (salt 

dissolved in water). This process is called electrolysis. 

There are three main technologies of producing chlorine: 

(1) the membrane cell process, nowadays most widely 

used in Europe, (2) the mercury cell process, being phased 

out worldwide because of the toxic character of mercury, 

and (3) the diaphragm cell process. Our study was 

conducted in a factory using membrane process to produce 

chlorine products, so that we will focus only on this 

process. 

The two electric connection points of each chlorine 

production cell, the anode and the cathode, are separated 

by an ion-exchange membrane. Only sodium ions and a 

little water pass through the membrane. The brine is de-

chlorinated and re-circulated. Solid salt is usually needed 

to re-saturate the brine. After purification by precipitation-

filtration, the brine is further purified with an ion-

exchanger. The caustic solution leaves the cell with about 

30% concentration and, at a later stage in the process, is 

usually concentrated to 50%.  

6.1. Off-line Monitoring Phase 

The first step in the real case study is process analysis, 

which is called off-line monitoring. The purpose of the 

process analysis is: (1) to understand the entire process, 

including the critical relations between the quality 

requirements and the performance metrics of both input 

and output conditions, and (2) the selection of key 

variables that could reduce inefficiencies in the process.  

Select the Process Critical Monitoring Variables  

For demonstration, we selected only one production 

line from the process. In this production line, sodium 

hypochlorite (NaOCl) is the output that required to achieve 

a certain target specification value of about (11-12) %.  

Based on consultations, we define critical-to-quality input 

key variables, in the selected production line. The key 

variables, at different process time, were used to determine 

the advance and the final product quality. These variables 

are feed brine solution concentration (NaCl) and acidity 

index (pH) in ferric brine treatment tank as shown in 

Figure 3. Variable monitoring is done each one hour 

sampling times. Figure 4 shows the fluctuation of selected 

key variables with time.  
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Figure 3. Factory Process Activity Flowchart 

 

Figure 4. Feed Brine concentration and Acidity Index fluctuations with time
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Quality measurements are only available off-line; the 

operating procedure for a process progress through a 

nominal recipe, which is subject to several online 

adjustments made by the factory personnel depending on 

the actual progression of the process, as it is monitored by 

the quality measurements.  

Data Collection of the Past Successful Processes  

Based on the analysis of historical database using 

Minitab program and interviews with technical experts of 

the factory, four inputs key variables were selected as 

critical to monitor the process and one final output. The 

variables selection is based on historical production 

reports. These variables are: the value of NaCl measured at 

times 800, 1600 and 2200 hours during production day 

denoted by NaCl 800, NaCl 1600 and NaCl 2200, 

respectively, and the value of pH measured at time 00 

which denoted by pH 00. Each one of these critical 

variables is selected from past thirty successful processes. 

These key variables and final product output of NaOCl 

Sodium were presented in Table 1. 

Processes Modelling and optimizing 

In this phase, the selected key variables are modelled in 

order to apply SPC tools, the standard assumptions that are 

usually cited in justifying the use of control charts are that 

the data generated by the process when in control are 

normal (i.e., the data have a normal probability density 

function) and independent of observations (i.e., value is 

not influenced by its past value and will not affect future 

values) distributed with mean µ and standard deviation .  

The test of normality and the test of independence of 

each selected key variable are applied as shown in Figure 

5; this figure approved standard assumptions, that the data 

generated by the process are in control, are normally 

distributed and independent. In order to predict NaOCl for 

a new process, we used Minitab to model the output of 

NaOCl as a linear regression with the four selected input 

key variables. The use of Minitab confirmed the following 

equation with a regression square (R-Sq) coefficient equal 

to 84%.  

 
28.2 0.0192 800 0.0281 1600

0.00034 2200 0.325 00

NaOCl NaCl NaCl

NaCl pH

  

 

     (15)  

 

Table 1. Measurements of key critical variables for thirty 

successful processes 

Exp. NaCl 800 

(g/lit) 

NaCl 1600 

(g/lit) 

NaCl 2200 

(g/lit) 

pH 00 NaOCl 

1 275 295 293 9.3 11.66 

2 304 287 285 8.7 11.63 

3 300 294 306 9.4 11.15 

4 292 294 298 9.2 11.19 

5 300 287 296 9.2 11.41 

6 295 297 300 9.8 11.0 

7 287 291 300 9.3 11.56 

8 293 296 306 9.4 11.27 

9 295 296 293 9.2 11.15 

10 291 291 300 9.5 11.41 

11 295 287 298 9.4 11.51 

12 313 291 302 9.4 11.0 

13 300 292 295 8.9 11.41 

14 294 294 289 9.2 11.29 

15 315 289 297 9.6 11.0 

16 287 288 278 9.9 11.41 

17 283 288 290 9.3 11.78 

18 279 295 290 9.2 11.72 

19 306 297 302 9 11.09 

20 312 297 304 9.7 11.29 

21 284 290 290 8.8 11.92 

22 298 297 295 9.4 11.09 

23 286 297 298 9.3 11.48 

24 276 298 302 8.7 11.75 

25 297 303 301 9.4 11.05 

26 289 292 305 9.3 11.48 

27 285 291 296 8.7 11.85 

28 314 290 290 9.4 11.05 

29 295 299 300 9.2 11.09 

30 279 286 293 9 12 
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Figure 5. Normal Probability and Autocorrelation (independent) tests for key variables 
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Figure 5. (continue) Normal Probability and Autocorrelation (independent) tests for key var 

 

6.2. On-line Measuring and Detecting Phase 

The key to a successful operation is efficient on-line 

process monitoring, which enables the early warning of 

process disturbances, process malfunctions or faults. 

Where early detection of such problems is followed by the 

location of their source, the efficiency and consistency of 

production can be significantly improved. Schemes for 

process monitoring, fault detection and diagnosis can then 

be used as intelligent supervisory process systems, which 

can support process operators and engineers in dealing 

with process deviations and identifying the root cause of 

these deviations. These schemes are based upon process 

models built from factory data. 

On-line Process Measuring 

After verifying the test of normality and the test of 

independence, the control charts of each selected variable 

are applied as shown in Figure 6. To monitor the new 

process, it is necessary to measure the four selected key 

variables and place the point in the corresponding control 

chart in Figure 6. These values are also used to predict the 

NaOCl as indicated in equation (15). 

Fault Detection and Diagnosis Based on SPC and EPC 

For reasons of simplicity, only a few regulations of 

EPC were presented in the flow chart of Figure 7. For each 

control chart of Figure 6, two cases arise, exceeding the 

upper or lower Control Limits. The production control 

procedure of a new process should be done in accordance 

with the flow chart shown in Figure 7; the process should 

proceed normally if there is no assignable cause alert; 

otherwise corrective control action should be taken to 

remove the assignable cause. Moreover, the production 

manager can predict the final quality output of NaOCl by 

using equation (15). 

6.3. Integrated SPC/EPC Phase  

This phase will provide the factory process engineer a 

good toll to regulate or adjust the added salt as instructed 

by flow chart of Figure 7 in order to maintain feed brine 

with SPC limits. 
Noting that factory process engineers explained for us 

the fact that maintaining the feed brine concentration in the 

main tank as close as possible to the target specification 

values of (295 g/lit) will improve the final products quality 

and extend membrane cells life, so that we will focus in 

this phase to comply with this fact by applying an integral 

control approach. 
In order to apply the integral control approach, we will 

need a process model, with the note that, for purposes of 

simplicity, we will apply this approach in ferric brine 

treatment tank only. The process model is based on flow 

chart of Figure 3, including the input variables: the recycle 

brine, water, actual brine concentration in tank, and the 

amount of the salt added to main tank. The output variable 

is the feed brine concentration. 
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Figure 6. Individual Control Charts for Key Variables 
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Figure 7. Flow chart for EPC regulations according to SPC charts 
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We tried to find theoretical equation to compute the 

value of brine solution concentration in main tank which 

denoted by NaClcomp  (i.e., considering the recycle brine 

denoted by NaClrecy added now denoted by NaCladded 

and the actual brine concentration value now in main tank 

denoted by NaClsol). Equation 16 below is an 

approximation to calculate NaClcomp after one hour, all 

measures in litres (1 m
3
 = 1000 litres) and grams.  

 

 
 

1* 3*

1 2 3

recy added sol

comp

m NaCl NaCl m NaCl
NaCl

m m m

 


 

(16) 

Where m1 is the volume of recycle brine flowing in 

during one hr, m2 is the volume of water flowing in 

during one hr and m3 is the main tank capacity. 

Equation (16) was derived, because we need to 

establish a relationship between feed brine in main tank yt  
(output) vs. computed brine x (input) , this relationship is 

required to apply feedback adjustment control which 

explained in section (3). The scatter plot & linear 

regression for  yt vs. x is shown in figure 8.  

Statisticians explained that R-Sq must be at least 0.70 

for the regression line to be considered as meaningful. By 

using Minitab, the R-Sq value of the regression line was 

84.3% as shown below in equation (17). 

40.2 0.864ty x                                      (17) 

where yt represents feed brine solution concentration 

and x is computed brine solution from equation 16, hence, 

the process Gain (g) = 0.864.It is desired to maintain feed 

brine solution yt close as possible to the target 

specifications value (T = 295 g/lit), this can be done by 

controlling added salt (Kg) through predication of 

computed salt that required to maintain feed brine within 

limits. Table 2 column 2 shows 30 observations on the 

number of unadjusted process data taken every one hour, 

note that, despite best efforts to bring the process into a 

state of statistical control, the data tends to wander away 

from the target.  

Individuals and moving range control charts are shown 

in figure 9, indicating the lack of statistical stability in the 

process. The actual sample average and standard deviation 

of feed brine concentration for these 30 observations is 

(288.8 g/lit) and (13.94) respectively, note that these 

values obtained by using Minitab. 

An EWMA or CUSUM control chart on the output 

deviation from target would generally detect the assignable 

cause more quickly than individual moving range chart. 

We will forecast the disturbances with an EWMA having  

( = 0.4) as suggested by Hunter (1989), who showed that 

using this value produce nearly identical weights for 

current and previous observations as do the Western 

Electric rules. Figure 10 is a EWMA, and it signals the 

assignable cause at observation (t = 3). 

We will use the bounded adjustment chart procedure 

illustrated in Section 3.3 in which an adjustment will be 

made only in periods for which the EWMA forecast is 

outside one of the bounds given by L. The boundary 

value L is usually determined from engineering judgment, 

taking the costs of being off target and the cost of making 

the adjustment into account. But we will use equation (14) 

to set upper and lower boundary limits, the upper limit (+L 

= 302 g/lit) and lower limit (–L=288 g/lit). This means that 

we will only make an adjustment to the process when the 

EWMA exceeds these two limits. 

x

yt

310305300295290285280
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Fitted Line Plot
yt =  40.25 + 0.8642 x

 

Figure 8. Fitted plot of Feed Brine with Computed Brine 
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Table 2. Process Data for the Boundary Adjustment Chart 

Time 

(hr) 

Original 

Process 

Output 

Adjusted 

Process 

Output 

EWMA Adjustment Cumulative 

Adjustment 

or Set point 

1 296 296 296 0 0 

2 305 305 300 0 0 

3 316 316 306 -9.7 -9.7 

4 307 297.3 296 0 -9.7 

5 301 291.3 294 0 -9.7 

6 305 295.3 295 0 -9.7 

7 291 281.3 289 0 -9.7 

8 295 285.3 288 4.5 -5.2 

9 312 306.8 300 0 -5.2 

10 280 274.8 290 0 -5.2 

11 310 304.8 296 0 -5.2 

12 294 288.8 293 0 -5.2 

13 299 293.8 293 0 -5.2 

14 282 276.8 287 8.4 3.2 

15 301 304.2 299 0 3.2 

16 286 289.2 295 0 3.2 

17 292 295.2 295 0 3.2 

18 272 275.2 287 9.2 12.4 

19 281 293.4 294 0 12.4 

20 287 299.4 296 0 12.4 

21 279 291.4 294 0 12.4 

22 285 297.4 296 0 12.4 

23 277 289.4 293 0 12.4 

24 273 285.4 290 0 12.4 

25 268 280.4 286 6.8 19.1 

26 276 295.1 295 0 19.1 

27 270 289.1 293 0 19.1 

28 272 291.1 292 0 19.1 

29 275 294.1 293 0 19.1 

30 278 297.1 295 0 19.1 

To evaluate the effect of the suggested controller and 

the integrated control method, the study chooses to 

compare some statistical parameters such as adjusted and 

unadjusted process average, variance, standard deviation, 

number of adjustments during process and the mean of 

the squared error or the performance measure (PM), the 

formula for PM is: 

 
2

1

1 n

t

t

PM y T
n 

                                (18) 

where n is the number of observations in this study ; 

yt is the output of quality characteristics or feed brine 

solution; T is the target value, the smaller value of PM is 

the better. 

Based on theoretical background given in this study 

and data collected from this process, we created a simple 

program to do required calculations; program outputs are 

shown in columns (3-6) of table 2.  We will use 

computed brine as manipulatable variable in this process, 

and the relationship between the output and this variable 

as indicated in equation16. The computations for the 

EWMA are given in table 2 column 4, the EWMA is 

started off at target, and the first observation in which it 

exceeds upper limit is at observation (t=3). The output 

deviation from target in observation 3 is (316 g/lit), so 

the adjustment would be calculated as usual in integral 

control. That is, we would change the manipulatable 

variable from its previous setting in observation 3 by 

(−9.7g/lit). The full effect of this adjustment then would 

be felt in the next observation, 4. The EWMA would be 

reset to target value at the end of observation 3 and the 

forecasting procedure started afresh. The next adjustment 

occurs in observation 8, where (+4.5 g/lit) of adjustment 

are made. The last column records the cumulative effect 

of all adjustments. Note that only five adjustments are 

made over the 30 observations.  

The results of the original unadjusted output variable, 

the adjusted output, and EWMA forecasts are shown in 

Figure 11. The variability in the adjusted output around 

the target has been reduced considerably. The new 

average is closer to target, variance is smaller, standard 

deviation is improved by nearly 30% and performance 

measure is relatively better. 

In order to further investigate the integrated SPC/EPC 

control system based on feedback boundary adjustment 

model, we conduct more calculations based on different 

values of  as shown in table 3, as a conclusion from this 

table that the best performance for this process occurred 

when (=0.5) because its provide better process average, 

variance, standard deviation, number of adjustments and 

PM. 

5. Conclusions 

Various schemes of integration between SPC and 

EPC had been proposed in literature, with a view to 

complement each other's shortcomings. The two classes 

of methods can be linked and integrated in a unified 

quality control framework. While intensive work has 

been focused on developing various efficient and robust 

EPC controllers, we emphasize the crucial task of 

monitoring auto correlated processes and EPC systems. 

In this paper, a scheme of integration was evaluated. The 

results proved that joint monitoring of EPC regulated 

processes’ outputs, using SPC leads to the earliest 

detection of assignable causes.  

 The case study demonstrates the effectiveness of the 

EPC/SPC integration, since process engineers are now 

able to use a decision-making tool when the production 

process is affected by certain disruptions, with obvious 

consequences on product quality, productivity and 

competitiveness.  

The approach that we proposed does not require 

continuous adjustments on the process. Therefore, it is 

suitable for process control when the process is subject to 

infrequent random shocks. The number of adjustments 

can be justified by comparing the cost and the benefit of 

the adjustment. This method requires much less 

computation effort and is easy to be implemented on the 

manufacturing floor. 
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Figure 9. Individual and moving range chart applied to the feed brine 
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 Figure 10. EWMA of Unadjusted output with =0.4  
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Figure 11: Bounded chart showing the output original unadjusted, adjusted and EWM 
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Table 3.  Process Comparison before and after adjustments for different  

Process Target 

g/lit 

Variance Standard Deviation No. of 

Adjustments 

Performance 

Measure 

Before Adjustment 288.8 194.3 13.94 - 225.8 

After Adjustment,   =0.1 289.5 175.85 13.26 2 200.2 

After Adjustment,   =0.2 290.0 130.9 11.44 4 151.6 

After Adjustment,   =0.3 290.7 98.4 9.92 5 113.9 

After Adjustment,   =0.4 292.7 91.05 9.54 5 93.4 

After Adjustment,    =0.5 293.8 90.1 9.49 4 88.5 

After Adjustment,   =0.6 295.2 122.34 11.06 7 118.3 
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