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Abstract 

Computation of Forces and Torques  

A. Fatsis a,  A. Panoutsopoulou b, N.Vlachakis a 
ersity of Chalkis, Department of Mechanical Engineering, 34400 Psachna, E

lenic National Defence Systems S.A., 1, Ilioupoleos Avenue, 17236, Greece 

 

Forces and torques acting on each individual blade and on the shaft of a centrifugal impeller with splitter vanes working at 
off-design conditions, are computed by using the pressure integration and the momentum balance method. Two cases are 
examined simulating the operation of a centrifugal compressor at higher mass flows than the optimum one: the first where the 
Strou  
numb  
distin at  
obser  
demo

 

Keywords: radial force, unsteady forces, centrifugal impeller, splitte

hal number, 146.0=rS , corresponds to subsonic flow inside the impeller and the second one where the Strouhal
er, 225.0=rS , corresponds to transonic flow inside the impeller.  For the first case, the variation of forces is more
ct in the circumferentia ion where the volute tongue is located. For the second case a bimodal distribution is
ved per impeller rotation. Calculations done for impellers with backward leaned blades and with radial ending blades
nstrate the influence of the impeller exit geometry to the radial force. 
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hen centrifugal compressors work at off-design 
nditions, the volute type collector creates a 
rcumferentially non-uniform static pressure distribution 
 the diffuser exit. In case of a vaneless diffuser, the 
ressure distortion propagates upstream and creates 
nsteady flow inside the impeller, [1]. This results to a 
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circumferential variation of the blade loading and 
fluctuating forces acting on the impeller blades. A first 
consequence is a non-zero radial force on the impeller 
shaft and extra load on the bearings. It also means 
unste
result
increa
comp

In
force
opera
becau
shaft, [2]
and 
suppo
beari
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force
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surfaces of the impeller [10]. There is no analysis of the 
different contributions to the radial force, because the 
pressure integration method they used can only give the 
total force and not its components.  The prediction of the 
m  
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2. Unsteady Flow Computations 

pplied is well documented in 

im  
A
fr
th  
o  
v
d
d
m  
n
v
eq
fl  
an  
o  
is  
m  
im  

ady flow and forces in the rotating blade passages 
ing in blade vibrations and additional noise. This 
ses losses and decreases the operating range of the 
ressor. 
itially researchers experienced the existence of radial 
s exerted on the shaft of centrifugal pumps when they 
ted at mass flows different from the design one 
se of failure of the bearings supporting the impeller 

.  Experimental determination of the magnitude 
direction of radial forces acting on the bearings 
rting the impeller shaft was done by measuring the 

ng reaction [3]. At lower specific speeds there is a 
vely large flow rate range over which the minimum 
 is essentially constant. For higher specific speeds the 
 force has a minimum almost at a single point. 
ting on both sides of that point, the rate of increase 
 radial force is high. This means that for high specific 
s, a small deviation from the design point is 
ient to create large radial forces, and accordingly a 
radial thrust on the bearings of the impeller shaft. 
oint corresponding to the minimum radial force does 
ecessarily correspond to 100% design flow rate 
se the design of the volute may produce 

mferentially uniform static pressure at higher or lower 
flow rates, [3].  
he effect of the number of blades on the magnitude of 
adial force was studied experimentally, [4]. It was 
 that the magnitude of the radial thrust of the seven-
d impeller is larger than the one of the three-bladed 
ller. On the contrary, the fluctuating range doubles in 
ase of the three-bladed impeller compared to the 
-bladed impeller.  
pirical investigations were also attempted to 

ate the magnitude 
cal data and volume flow rates or the specific 

 for pumps [5,6,7]. All these empirical methods, 
ing incompressible flows, even though present 

actory results for the series of pumps that were 
ed, fail to provide a universal equation for all types of 
fugal pumps or compressors. 
 simple numerical model to compute the radial force 
d by a volute casing acting on a pump impeller at 
n and off-design conditions was presented [8]. It was 
uded that the magnitude of the predicted force 
ses linearly on either side of optimum mass flow. 
r discrepancies are observed at higher mass flows 
t design point, than at lower mass flows. A simple 1D 
ady model was presented, able to predict the impeller 
nse and radial force due to the circumferential static 
ure variation caused by the volute, [9]. The model is 
able for incompressible flows and assumes a 

mferentially constant relative outlet flow angle. This 
 contrast to experimental observations, where 

mferential variations in the relative outlet flow angle 
measured. 
alculations of forces acting on blades and on the 
ler shaft bearing were also done assuming 2D 
tial flow inside the impeller. The forces on blades 
found by integrating the pressure field on the solid 

agnitude and direction of the forces shows a complete
iscrepancy with experimental results, [6]. This fact 
nderlines the need of a fully unsteady model to
vestigate numerically the impeller response.  

Two-dimensional unsteady flow numerical models are
so found in the literature, aiming to study the centrifugal 
peller response due to outlet static pressure distortion, 

y solving the 2D incompressible Navier Stokes equations
d the 2D Euler equations respectively [11,12]. In both

udies no information is given on the radial force
agnitude and direction, neither on the contributions to
is force. One of the limitations of 2D methods is that the
ree dimensional effects, which are present in the real 
ow inside a centrifugal impeller, are ignored.  

A 3D numerical method was developed in order to
udy the unsteady flow field inside the impeller due to a 
rcumferential variation of the static press

ller outlet, for the case of full-bladed impellers, [13]. 
he present study is an original contribution and the
cond part and an extension of the article of the same 
thors entitled ‘‘Numerical modelling of a turbocharger
litter-vaned centrifugal impeller at off-design conditions. 

art I: Impeller flow field’’. The present article describes a 
ethod to predict forces acting on impeller blades, as well
 radial force on the impeller shaft. Computations are 

erformed for centrifugal impeller with splitter vanes,
aving backward leaned blades for lower and higher mass 
ows. The contributions to the forces are analysed and 
mmented for impellers for backward leaned blades and
r impellers with radial ending blades. Results obtained 
ow that the predicted direction of the radial force is in
reement to experimental observations. 

2.1. Unsteady flow model 

The numerical model a
[1,13] and only a summary of it will be given here.  

The numerical model used to analyse the unsteady 
peller flow field consists of the 3D Euler equations.

dopting the Euler equations means that the viscous terms 
om the full Navier-Stokes equations are neglected, and 
e transport of momentum and energy in the fluid is done

nly by means of convective fluxes. This means that
iscous areas of the flow such as boundary layers 
eveloped along solid wall boundaries or wakes 
ownstream the blades cannot be evaluated accurately by 
eans of the present method. Since viscous forces are

eglected, this implies that the considered model is not 
alid at relatively low rotational speed. Using the Euler 
uations compressible rotational flow, steady or unsteady 

ow fields can be calculated.  This simplification results in
 affordable computer time and gives useful information

n the dynamics of the flow in the case where the impeller
 not heavily loaded and flow separation is limited. The
odel was validated for the case of full-bladed centrifugal
peller, showing fairly good agreement against available
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experimental results in the literature and predicting the 
unsteady flow features that are in agreement with 
experimental investigations, [1]. 

The 3D Euler equations in non-dimensional form are 
writte
(r,θ,z

n in conservative form in cylindrical coordinates, 
) as follows: 

( )( ) 1 ( ) ( ) ( ) 0
r f u g u h u

b u
r r r zθ

∂ ∂ ∂⋅ + ⋅ + + =
∂ ∂ ∂

1
 

u

t

→
∂ +
∂

 

where  is the vector of conservative variables

(1) 

→
u

(
, 

( ), ), ( )f u g h u


and ( )b u


is the sourc

u
 

are the vectors of convective fluxes

e term, defined in detail in [1]. The 
conservative formulation of 
accurate treatment of flow
wave e flo

Th
space
offeri accuracy in smooth grids, [1].  

The p
discre

 

the equations allows the 
 discontinuities such as shock 

s in th w field. 
e space discretization of the equations, centred in 
, is done by means of the finite volume technique, 
ng second order spatial 

artial differential equations are written in a semi-
te form as follows: 

( ) 0u R+ =


 (2) 
d

d t



where R


 are the residuals of the equations. The
Runge-Kutta four steps scheme, providing second order 
accuracy n-l
exten

 

 for no inear partial differential equations and 
sive stability limits up to a CFL number of 2 2⋅ , 
sed for the time integration, offering a second order 
acy for non-linear problems. Extensive testing o
od in special test cases for which analytical solutions 
 has demonstrated the accuracy of this scheme for 
ady flow predictions, [2]. The time step used for the 
ady flow calculations is a constant one; it relates the 
onal speed of the impeller to the number of grid 
s in the circumferential direction and it satisfies the 
ity limits of the CFL condition. 
permeable wall boundary conditions are imposed on 

olid walls (i.e. on the blade and sp

was u
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in detail in [13] where the numerical scheme was 
presented in detail. 

The model was validated for the cases of full-bladed 
and splitter-vaned centrifugal impeller, showing fairly 
g
th edicting the unsteady flow features 
whic  
[1

 
d
p  
splitter v
sp
la
u
A
p
th
m
sl
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F  
d
F
an
re
co  
[1

u  
o

litter suction and 
re side and on the hub and shroud walls) by 

dering only the static pressure when computing the 
ctive fluxes. At the inflow and outflow boundaries, 
eflecting boundary conditions based on the Fourier 

position, were used, [13]. Non-reflecting boundary 
tions suggest infinitely long pipes upstream and 
stream of the impeller and it is shown in [13] that the 
on is not affected by the upstream location of the 
 boundary. Since the outflow static pressure is not 

rm along the circumference, this means that as the 
ler rotates, a virtual point attached at the trailing edge 
iences different values of the static pressure 
ghout a full rotation, which consists the period of the 
menon. Phase-lagged periodicity conditions were 
to simulate this non-uniformity and to compute the 
s through the upstream and downstream streamlines. 
e 1 shows a meridional (r-z) projection, a blade-to-
(θ-z) projection and a 3D view of the H-grid used for 
calculations. The points in axial, radial and 
mferential position were uniformly distributed and the 
er vane was put between two full blades. The 
stency and stability analysis of the method are given 

ood agreement against available experimental results in 
e literature and pr

h are in agreement with experimental investigations
].  
The blade-to-blade projection of the computational

omain is shown in Figure 2. Continuous lines indicate the 
ressure side of a full blade and the suction side of a

ane and dashed lines the pressure side of the 
litter vane and the suction side of the full blade. Phase-
gged periodicity conditions are used to update the 
pstream and downstream stagnation pseudo-streamlines 
B, CD and EF, GH, respectively, [14]. Implementing 
hase-lagged periodicity conditions, data obtained from 
e same rotation, as well as data stored in the computer 
emory from the previous rotation have to be used. This 
ows down the convergence to a periodic solution. The 
oints along the pseudo-streamlines upstream and
ownstream of the splitter vanes (namely KL, MN in
igure 2) are treaded as interior points of the numerical
omain and simple continuity of the fluxes is imposed. 
rom the same figure it can be observed that the upstream 
d downstream extension of the computational domain is 
duced. This is due to the non-reflecting boundary 
nditions that used for the inflow and outflow boundaries,
]. 
The acoustic Strouhal number can characterize 

nsteady compressible flows. It is defined as the product
f the reduced frequency and the Mach number: 

c

Lf
r

⋅=  S (3) 

where L  is the length of a blade passage, whereas 
the number of rotations per second times the number of 
pertu  
sp

 
d speed of sound  c  to the period of the 
pr  
S  
ca  
o

2 tions 

s initial 
valu  
w
ci
hi  
co  
d
o

ure it can be also observed that the 
impo
re  
to
fo  
w  
o

f  is 

rbation waves around the circumference and c is the
eed of sound. 
It relates the time needed by a pressure wave to travel a

istance L, at the 
essure perturbation  1/f.  Unsteady effects are small for

r < 0.1 and the flow can be evaluated by means of steady
lculations. For Sr > 0.1 accurate results can be obtained

nly by means of unsteady flow calculations. 

.2. Convergence of the time accurate calcula

Computations of the unsteady flow field have a
e the converged solution of the steady state case,

here the static pressure at the impeller outflow is 
rcumferentially uniform. Figure 3 shows the converged 
story of the time-dependent calculations. In such flows
nvergence is achieved when the circumferential

istribution of a flow variable repeats itself after a rotation 
f the impeller. 

From this fig
sed static pressure circumferential distribution (which 

peats itself over a rotation of the impeller) has a saw
oth profile. This is a typical static pressure distribution 
r the case of higher mass flows and it is in agreement
ith experimental results [12]. Such a profile can be also
btained by using a 1D flow model, [9].  
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re 3: Convergence history of the unsteady flow calculations. 
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The calculated static pressure distribution at the leading 

edge shows decreased amplitude with respect to the 
imposed distribution. This is due to the time needed for a 
perturba ropagate from the outlet to the inlet and is 
a conseq
condi
previ
curre
are p
takes
estab
trailin
wave

Fi
blade
surfa
impeller
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comp
unste the blade ch
one r
only 
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shrou
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waves
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This ry 
conditions at the inlet and outlet boundaries [1].  

3. Computation of Forces 

3.1. General Formulations 

system is used to define the 

xis is from the shaft centre 
y-axis perpendicular to 

it. (F
 

an
p

im

tion to p
uence of the way the phase-lagged periodicity 

tions are implemented. Information obtained at 
ous rotation is used when calculating the flow at the 
nt one. Consequently, the results of the first rotation 
artly influenced by the steady state solution and it 
 several rotations before the unsteady flow is fully 
lished everywhere. The static pressure profiles at 
g and leading edge are distorted by the pressure 

 reflections in the impeller.  
gure 4 shows relative Mach number iso-lines in a 
-to blade development of the hub, mean and shroud 
ces of the impeller for transonic flow inside the 

 and 0.225rS = . This figure comes by 
toring the blade channel of Figure 2 during one 
lete rotation of the impeller. Since the flow field is 
ady, monitoring annel of Figure 2 during 
otation, one will observe different flow patterns and if 
one full rotation is completed, he will find back the 
l flow conditions. The Mach number variations at the 
d streamsuface are more pronounced than the ones at 
ub streamsurface. Waves due to the exit static 

ure distortion have to travel a longer path at hub than 
oud. In the later streamsurface the transonic region 
 to the leading edge suction side of the blade heavily 
nces them. The upstream-propagated static pressure 
tion cannot pass through the transonic flow regime 
 to shroud suction surface and reflects downstream as 

pression wave interacting with incoming pressure 
. The variations in Mach number indicate variations 

tic pressure and in blade loading during one period of 
henomenon. One can also see that the inflow and 
w boundaries are located close to the impeller.  

was made possible by using non-reflecting bounda

A Cartesian coordinate 
forces and torques acting on each individual blade and on 
the impeller shaft. The x-a
towards the volute tongue, and the 

igure 5). 
Two methods have been used to compute the forces

d torques resulting from the outlet circumferential static 
ressure distortion. 

  The first one integrates the pressure over the whole 
peller surface. 
 

 =
S

kjikji SdP


kji

F
,,
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 (4) 

 adding the contribution 
 case of an unshrouded 

impeller, the pressure on the shr d does not contribu
the f  
p
in

method computes the total force acting on the impeller, 
and not on a s
g
ea

The total force is computed by
of each blade separately. In

ou te to 
orces on the shaft. In case of a shrouded impeller the

ressure on the outer side of the shroud should also be 
tegrated.  

 
The second one is the momentum balance method. This 

ingle blade because the momentum balance 
ives the forces acting on the whole channel and not on 
ch surface. The total force F


 is given by: 
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=++ ΔΜΘΔΜ  (5)F

where PF

 


 is the force due to the static pressure at 

and 

inlet 

outlet se on, RFΔΜcti


 and ΔΜΘF   are the forces due
change of radia tang omentum. Written
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The indices  side and 
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static
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B
the sa
grid 
calcu
almos

obtained from the pressure integration method on a coarse 
g  
ar  
ax  
ax  
th  
to

 
 

 j, k run from suction to pressure
b to shroud, respectively. The flow velocity and 

 pressure at each circumferential position are the ones 
ed from the computation of the unsteady flow field 

iven impeller position. 
oth methods predict different forces when applied to 
me geometry using the results obtained with a coarse 
consisting of  43*11*11 points. Repeating both 
lations on a finer grid having 86*15*15 points shows 
t identical results, which are close to the ones 

rid, Figure 6. Similar results, but non shown in this paper,
e obtained from the calculation of the Torque around the
is of the impeller, the torque around the y-axis and the
ial force acting on the impeller. One can conclude from
is that the momentum balance method is more sensitive
 the grid density than the pressure integration method.  
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Figure 4:  Iso-Mach lines for the hub, mean and shroud streamsurfaces of the impeller. 

Figure 6: Radial force computation using the pressure integration 
me
types of gr

 
 

Figure 5:  S
and to
 
 
 
 

ystem of coordinates used to calculate forces 
rques 

thod and the momentum integration method for two different 
id density. 



 © 2010  Jordan Journal of Mechanical and Industrial Engineering. All rights reserved - Volume 4,  Number 6  (ISSN 1995-6665) 

 
671

Although the momentum balance method does not 
allow the calculation of forces on individual blades, it 
allows the evaluation of the individual contributions to the 
radial force. This is important in the context of an 
experime
the fl
answ
static
circu
varia

3.2. F
Strou

3.2.1  subsonic 

l variations of the axial, radial 

resented. These distributions 
are obtai
rotati

Th
force
axis resulting from a single blade are shown in Figure 7. 
From th
varia
tongu
in th
regio
quant

3.2.2
flow i

 resulting from a single blade 
are show
that t
torqu
leadin
the im
for th
highe
acous
were 
pertu
vanes
radia

 s flows 

de
the indiv
highe
desig
cases
both 
is the
force
mom
as it w

It results in a decrease of the radial force. The inlet 
flow distortion also results in a non negligible contribution 
to the radial force. 

3.4. Influence of the impeller geometry 

 
fo

. 
 radial force can be 

expl
o
b mposed 
outle  
in  
p
a  
d  
st  
in
ci

p

ntal definition of the radial forces in function of 
ow quantities at the impeller inlet and outlet. It can 
er the question whether it is sufficient to integrate the 
 pressure distortion over the impeller outlet 
mference or if one should also account for the 
tion in radial and tangential velocity. 

orces calculations at higher mass flows and different 
hal numbers 

. Strouhal number 0.146 corresponding to
flow inside the impeller. 

Here, the circumferentia
force acting on a single blade, and the torque around the z-
axis of the impeller will be p

ned by monitoring one blade during one impeller 
on.  
e circumferential variations of the axial force, radial 

 acting on a single blade and the torque around the z-

is figure, one can see that there is a significant 
tion of the above forces and torques close to the 
e region (which corresponds to 33o) due to the peak 
e circumferential variation of static pressure. In 
ns of smooth variation of the static pressure, theses 
ities vary smoothly as well.  

. Strouhal number 0.225 corresponding to transonic 
nside the impeller 

The axial force, radial force acting on a single blade 
and the torque around z-axis

n in Figure 8.  From these figures, one can see 
here is a bimodal variation of the above forces and 
e as a result of the pressure waves reflected at the 
g edge, travelling twice upstream and downstream 
peller during one rotation. This was also observed 

e case of full-bladed centrifugal impeller operating at 
r than optimum mass flows and a similar value of the 
tic Strouhal number, [1]. The two waves per rotation 
even more clearly visible because the waves were not 
rbed by reflections at the leading edge of the splitter 
. The amplitude of the variation for the axial force, 

l force and torque is larger than for the case of 
146.0  discussed previously. 

higher and lower mas

=rS
3.3. Calculations at 

In Figure 9 one can see the direction and magnitu  of 
idual components of the radial force in the case of 

r (continuous lines) and lower (dashed lines) than 
n mass flow. The radial force vectors are for both 
 in agreement with the experimental results, [16]. For 
mass flows, the largest contribution to the radial force 
 one resulting from the outlet static pressure. The 

 component due to non-uniform outlet radial 
entum is much smaller and in the opposite direction, 

as concluded from the experimental data in [17].  

The influence of the impeller geometry on the radial
rce is illustrated by comparing previous results with 

those on an impeller with radial ending blades, [1]
The difference in contribution to the
ained by means of Figure 10. The increase or decrease 

f the relative velocity is due to the disequilibrium 
etween the pressure rise by the impeller and the i

t pressure. In case of a backward leaned impeller any
crease in relative velocity, because of a decrease in outlet

ressure, provokes a decrease of tangential velocity and as 
consequence a decrease in pressure. As a result, the

isequilibrium between the imposed and impeller outlet
atic pressure gets smaller. This corrective action results
 a smaller change in radial velocity and the 
rcumferential variation of the radial momentum, which is 

roportional to 2
2  

fo
 

d
in  
v
ch

at
in  
re  
b  
co

RV , and its contribution to the radial
rce is smaller. 
The pressure rise in radial ending impellers is less

ependent of the radial velocity because it does not 
volve a variation in 2Θ , so that the change in radial

elocity and radial momentum, for a given pressure 
ange, is much larger. 
The different contributions of the tangential momentum 

 the impeller outlet can also be explained. The increase 
 rad

V

ial velocity, due to a local decrease in static pressure,
sults in a decrease of the tangential velocity for

ackward leaned blades as indicated on Figure 10a. As a
nsequence, the product 22 Θ⋅⋅⋅ VSVmρ  is almost 
nstant along the periphery. The contribution of the 
ngential momentum to the ra l fo c  hus negligible 
r backward leaned impellers. 
In case of radial ending blades, an increase in mass

ow does not alter the tang

co
ta dia r e is t
fo

 
fl ential component of the 
ab

F

solute velocity 2ΘV  (dotted line velocity triangle in 

igure 10b). The uct 22 Θ⋅⋅⋅ VSVmprod ρ  is not 

nstant along the periphery be  changes. 
he outlet tangential momentum is therefore not uniform
rcumferentially, resulting in a significant contribution to
e force. Its direction is almost perpendicular to the radial
omentum force. 

 Conclusions 

co
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th  
m

4.

tudy the numerical prediction of forces 
and  
im
th  
an

rouded impeller the pressure on the 
inne  
in
b

 
 
 
 

 
 
 

cause only 2mV

In the present s
torques on individual centrifugal splitter-vaned

peller blades was presented. The total force acting on 
e impeller is obtained by adding the forces on all blades
d the hub surface.  
In the case of a sh
r and outer side of the shroud should also be

tegrated. The latter is not predicted by the Euler solver 
ut can be obtained by a suitable model, e.g. [15]. 
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Figure 7:  Circumferential variation of Axial Force, Radial Force and Torque around the impeller axis, for  corresponding 

to subsonic flow inside the impeller. 
 146.0=rS

 
Figure 8:  Circumferential variation of Axial Force, Radial Force and Torque around the impeller axis, for  corresponding 

 

 225.0=sS
to transonic flow inside the impeller. 
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 the splitter-vaned impeller with backward leaned blades. Continuou
mass flows, and dashed lines cor  mass flows. 

 
Figure 9:  Components of radial force in s lines correspond to higher 

 

Figure  

respond to lower

 

 
 

 
 
 

 10:  Components of Radial Force in an impeller with backward leaned (continuous lines), and radial ending blades (dashed lines)
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Figure 11:  Difference in tangential and (b) radial ending blades 
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y fatigue loading, [22]. 
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The aim of this study is to establish a simple approach to classify the throat tumor type by using statistical analysis techniques 
witho for a biopsy or further testing. In this study, around 35 patients were investigated to be classified and to 
provide appropriate diagnostic for the throat cancer type.  MRI images and their properties were processed and converted into 
numb  
inform
Hypo  
that t
the th

 

Keywords: Throat cancer (TCa), filtration, segmentation, box plot, T-test, 

ut a need 

er of pixels and intensities that located in the region of interest which covered the area of tumor. This extracted
ation was employed by traditional statistical methods such as Descriptive Analysis, Box Plots and Testing of 

thesis to enable reasonable accuracy in differentiation between the tumor types.    As a result of this study, it is observed
he using of statistical analysis for the data taken from the MRI images is reliable to diagnose and determine the type of 
roat cancer with 95% confidence.  
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Throat cancer is one of the mos

e neck that starts behind the nose and ends at the 
of the windpipe and esophagus). Throat cancer 
es cancer of the nasopharynx (the upper part of the 

t behind the nose), the oropharynx (the middle part of 
arynx), and the hyp-opharynx (the bottom part of the 
nx). Cancer of the larynx (voice box) may also be 
ed as a type of throat cancer. Most throat cancers are 
ous cell carcinomas (cancer that begins in thin, flat 

that look like fish scales). Also called pharyngeal 
r (Fig.1) Estimated new cases and deaths from throat 
r (including cancers of the larynx) in the United 

s in 2009 are 12,290 (laryngeal) and 12,610 
yngeal), while the death cases are 3,660 (laryngeal) 
,230 (pharyngeal) [1]. 
 2004, according to the 

, (JNCR), about 3,591 new cancer cases have been 
ered among Jordanians with an incidence rate of 67.1 
00,000 populations (63.9 for males and 70.5 for 
es). Among the most common cancers affecting 
nian population, the throat tumor (TCa) was ranked 
e eighth common type in children and the 10th in 
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adults and the prevalence in
(2.1%) [2].   

Different diagnostic procedures have been followed in
tempt to diffe

r such as: 1) Physical exam. 2) Indirect laryngoscopy;
e doctor looks down your throat using a small, long-

andled mirror to check for abnormal areas and to see if
our vocal cords move as they should. 3) Direc
ryngoscopy; the doctor inserts a thin, lighted tube called
laryngoscope through your nose or mouth. As the tube 

oes down your throat, the doctor can look at areas that
nnot be seen with a mirror. 4) Biopsy is removing tissue
 look for cancer cells and a pathologist then looks at the
ssue under a microscope to check for cancer cells [1]. A
iopsy is the only sure way to know if a tumor is
ncerous.  
However, it is important in many cases to validate a 

agnosis and be certain of its accuracy. On the other hand,
oping for a misdiagnosis should not be used as a way to
oid treatment for a serious medical problem as the throat
ncer. Nevertheless, it is sensible to attempt to confirm a

iagnosis via methods such as seeking second opinions,
nsulting specialists, getting further medical tests, and 
searching information about the medical condition. Also, 
isdiagnosis can and does occur and is reasonably
mmon with error rates ranging from 1.4% in cancer 

iopsies to a high 20-40% misdiagnosis rate in emergency 
r ICU care.  

[http://www.cureresearch.com/intro/overview.htm].
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Therefore, in this paper, we focused on building an 
algorithm – software based on the use of LabView 
software to analyze the image of Throat Cancer, where 
part of this technique was tested in our previous work for 
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    One of the reliable and suited MRI and CT 
segmentation techniques is the region growing that can be 
applied to TCa tumor is generally, presented in many 
studies [3 and 11-16]. Cheng-Long Chuang et al. proposed 
an 
ex  
in
M  
th
in
al  
q
d
ra

th
d  
pa
an
se  
an
fu

2.

In this study, the processed images of TCa are divided 
roups:  

The first group 
im
,  
(n
A  
hospitals and the Islamic hospital in 2006 and 2007 
re
d
p  
A
la
b  
p  
th
to  
w  
an

2

and treated by applying 
the s
• 

ty  
 interest 

interest (ROI) 
nd the final 

en 
t of 

y others part of the 
ne
o  
H
en

 

or classification [3]. This target was achieved by 
eveloped algorithm consisted of image enhancement, 
ng and applying the region of interest threshold 
iques to extract the number of pixels and their 
sities for both types of throat cancers (benign and 
nant). This procedure is followed by the statistical 
sis based on Box Plot and Test of Hypothesis.   
arious segmentation techniques and methods have 
cited in the literature for improving the segmentation 
sses to maximize the possibility and reliability of 
classification. These techniques can be categorized 
         
 threshold-based segmentation, 2) statistical methods 
Ca segmentation and 3) region growing methods [4, 
7]. 

 a semiautomatic system for segmentation of a 
se set of lesions in head and neck CT scans has 
oped. Th

 box, and uses a multistage level set to perform 
inal segmentation. Then contours from automatic 
entation were compared to both 2D and 3D gold 
ard contours manually drawn by three experienced 
logists. The average absolute area error was 21.1% 
ared to 10.8%, and the average 2D distance was 1.38 
ompared to 0.84 mm between the radiologists. The 
atic contours approximated many of the lesions very 
Haibo Zhang et al. developed a new three-

nsional adaptive region growing algorithm for the 
atic segmentation of three-dimensional images [5]. 
rinciple of this algorithm is to obtain a satisfactory 
nt result by self-tuning the homogeneity constraint 
y step. Results of segmentation based on the use of 
lgorithm are close to that of manual segmentation. 
ng Zhu et al. proposed a new segmentation algorithm 
ach pixel in the image has its own threshold [6]. In 
lgorithm, the threshold of a pixel in an image is 
ated by calculating the mean of the grayscale values 
 neighbor pixels, and the square variance of the 
cale values of the neighbor pixels are also calculated 
 additional judge condition. The results demonstrate 
he proposed algorithm could produce precise image 
 while it is reasonable to estimate the threshold of a 
 through the statistical information of its neighbor 
s. In [7] a novel object identification algorithm was 
oped in Java to locate immune and cancer cells in 
es of immune histochemically- stained lymph node 
. This algorithm focuses on the interactive feature 

ction from color images, so that the classification is 
ved with an interactive visualization system. Then, 
der to increase the accuracy it coupled with the 
tical learning algorithms and intensive feedback from 
er.  

 in the segmentation process and most of the 
aches proposed in this category were using some 
tical classifications combined with different image 
ssing techniques in order to segment the MRI images 
 9, and 10].  

image-based object segmentation algorithm for 
tracting tumor-like objects in CT images based on
tensity regions automatically in a CT volume image [15]. 
ancas et al. provided segmentation using region growing
reshold; this technique used threshold and spatial 
formation to segment the region of interest [11]. Jiang et 
. also provided producer for segmentation and
uantification of brain tumor, by semi automatically 
etecting the area of the tumor in the brain that help the 
diologist to treatment [16]. 

This paper is organized as following: a review about 
e TCa types and the related work was presented. A 

etailed description of image preprocessing and extraction
rameters from the ROI, data collection, and statistical 
alysis for the collected data is described in second 
ction. The last section describes the experimental results
d discussion and concludes the paper along with outline 
ture direction. 

 Methodology 

into two different g
is representing the sample of 21 (n1) 

ages which was already diagnosed as a malignant tumor 
and the second group is representing the sample of 12

2) diagnosed as benign tumor were collected randomly. 
ll data were provided by the Hussein Medical City

spectively, Amman, Jordan. The common procedure of 
etermining throat tumor type was by examining the 
atient’s MRI images by an experienced radiologist.
ccording to these comments, that would be our reference 
ter on, the type of tumor will be decided which may not 
e accurate as mentioned above as misdiagnoses. Our
roposed approach is about using the statistical analysis of
e data obtained form MRI images and makes inferences 
 distinguish between the two different types of tumor
hich may be more accurate than the traditional method
d be supporting technique for the physicians.  

.1. Preprocessing of image data  

MRI image should be prepared 
teps: 

Convert all images to the gray scale  
• Enhancement image to improve quali
• Image segmentation to find the region of

(ROI). 
• Histogram of region of 
• Apply statically process on (ROI) to fi

result that we need to make the comparison betwe
malignant and benign tumors based on the use of tes
hypothesis. 
The tumor of TCa is surrounding b

ck (nasopharynx, oropharynx, pharynx and the hyp-
pharynx) that looks like tumor in the normal form.
ence, the region that covers the tumor should be carefully 
hanced and improved so that after applying the  
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Figure 1: Throat Cancer Tumor 
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eeded the diagnostic depends on
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 o
ontrast can be seen, but this problem was solved by 
 the special low pass filter. The clarity of the filtered 
 depends on many factors such as filter mask, 
al image, boundary option and the standard 
eter called alpha. These entire factors were 

dered in performing the filtration process. The low 
filter is used and implemented using the LabView 
are. It allows low frequency data, or data that does 

hange much from pixel to neighboring pixel, to pass 
gh, For an image that contains a lot of noise, such a 
would smooth out the image and reduce the noise 

minimal affect on large features in the image. A low 
filter will affect large features in the image, and will 
e or eliminate the smaller features [17, 3]. 
ext step is the image segmentation. 
 the normal cases, when the throat image 
t arrives to the radiologist, he studies the up normal 
s in the image to discover the type of the tumor. So, 

 is called the region of interest (ROI). Histogram is a 
rocess followed by segmentation. It counts the total 
umber of pixels in each grayscale value and graphs it.  

.2. Statistical Analysis 

For each MRI image the data is collected and tabula
Analysis of such data wi

escriptive analysis utilizing the Box Plot presentation,
d the testing of hypotheses approach. A hypothesis

ated that there is no difference between the malignant
d benign will be tested using the difference between two 
mple t- test.   
The test statistics is a single number that calculated

om the sample
tion region or in the acceptance region. Depending on 

e location of test statistics the null hypothesis could be 
jected or accepted as illustrated in figure 2. 

 

Figure 2: Rejection and acceptance regions for one tail and 2-tail test 
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Applying the test of hypotheses is done by following 

these steps [18-20]: 
• Null hypotheses H o  :( µm- µb ) =D0, where D0  is some 

difference between the mean values .and we will 
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Where Sp: pooled standard deviation.  

: degree of freedom; 
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21  

d The  critical value 
2

  αα tort depending 
on α (type I error

• Compare the two values of the test and decide on H0

3.1. Image Preparation  

 the image processing result for 
malignant and benign tumors respectively contain filtered 

 the selected ROI that contain 
man  
h  
d
m

) 
 

3. Result and Analysis 

Figures 3 and 4 show

image and histogram for
y statistical variables. It is noted that the output image

ave higher quality than input image, also there is no
ifference between applying the enhancement on 
alignant or benign.  

 

Fig. 3 Image processing result of malignant tumor 
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By comparing figure 3 and figure 4, 
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Fig. 4 Image processing result of benign tumor 

the tw
enign tumors 

ages data was performed in 
riptive analysis and 

ndard deviation and the 

 descriptive 

age mean of the pixel is below from 
100. 

results that the average value of the malignant tumor 
which are in the range of (80-115) is higher than the 
av
o

 
im 27, while the mean value for the maximum 
valu  
m  
M
h  
in  
b

re
th  
h  
w

o samples is clearly 
obvi
m
h  

o figures, the tumor and the aver

rent, since the histogram of region of interest in 
nant image reaches high level of pixel value than the 
ram of region of interest in benign image 

atistical Result    

Statistical analysis for all 

ion of the box plot for each type of the tumor, 
 the second stage id to perform the testing of 
thesis on the mean of the two types.  

escriptive Result  

The average pixel value, t
r the malignant and for the benign were calculated 

e two sample data available. it is noted that there is a 
ence between the malignant and benign image in 
 parameters such as, the mean pixel for the malignant 
e is higher than in the benign images. 
     Table 1 shows the summary of the

for the maximum and average pixel values in all 
ages and 12 benign images.  
e above table shows that there is

lue of the averages between the malignant and the 
n tumor images. The mean for the malignant images 
5.58 while it was 40.1 for the benign images. It is 

noted that the value of the maximum number in 
n tumor is small than max value of the malignant 

The Box Plot in figure 5, clearly indicates the same 

erage values of the benign tumor which are in the range 
f (22-58). 

The mean value for the maximum values in malignant
ages was 2

es in benign was 163. The standard deviation and
edian for the malignant is higher than the benign images.
oreover, the maximum and minimum in the malignant is 

igher than the benign.  All the above descriptive give an
dication that the malignant images are differ from the

enign. 
The Box Plot in figure 6, clearly indicates the same 

sults explained in table 1, that is the maximum values of 
e malignant tumor which are in the range of (208-256) is

igher than the maximum values of the benign tumor
hich are in the range of (135-190). 

The difference between the tw
ous as is shown in the figures above since the 

alignant images have a box plot with higher range and 
igher spread than the benign box plot. Considering the
erage pixel value to be the criterion to distinguish 

etween the two tumors types, it is clear that the malignant 
pe have greater pixel values than the benign one. Also,
e dispersion for the benign tumor is smaller than the
alignant one. 
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Table:1 Statistical parameters for maximum and average pixel values for malignant and benign 

Subject Maximum Pixel Values Average Pixel Values 

Parameters Malignant Tumor Benign tumor Malignant Tumor Benign tumor 

Mean 40.1 226.76 163.33 95.58 

Maxim 255 120. .29 um 206 93 73

Minimum 177 123 50.11 14.5 

Standard deviation 2 2  6.6 9.85 20.02 19.28

Variance 707. 890.79 97 400.7 371.85 

The lower q ) 203. 134. 77.uartile (Q1 5 5 93 23.33 

the upper qu  251 191. 114.artile (Q3) 5 02 53.09 

Range 78 83 70.82 59.04 
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Figure 5: Box plot for the average pixel values 
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e 6: Box plot for the maximum pixel values 
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4.2. Testing of the Hypothesis  

In the pervious section, the information in table 1, is 
needed t m the test of hypothesis that say the mean 

 averag
t tumor is higher th

from the
becau
samp
varian

4.2.1
pixel 

In order to make a conclusive decision about the 

esis is tested against the alternative one as 
below: 
H0  : (

o perfor
of maximum number of pixel and the mean of
number of pixels in the malignan

e 
an 

 benign ones .A two sample t – test will be used 
se the number of the two sample is different and the 
les were drawn from a population with unknown 
ces.  . 

. Test of the hypothesis for mean average number of 

difference between the malignant and the benign images, 
the null hypoth

μ m = μ b) 
Ha : ( μ m ≠ μ b),  

: HWhe e null hypothesis 
H : is te ve pothesis 

re 0: is th

a  the al rnati  hy
μ m  of the average number of pixels in 

g
 is the mean

mali nant images 
μ b
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Since ples have a probability plot 
appro
two 
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reject
samp
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Table 

Value 

  is the mean of the average 
mages. 

 the two sam
ximately linear, the (t) test for difference between 
sample means will be used in testing the null 
thesis. If t- calculated value> t- tabulated value, we 
 H0 and accept H1. The results for using the two 
le (t) test are shown below; these parameters are used 
culate the (t) statistics. 
2: Parameters used in the t test 

Parameters 

Mean 226 of M .8 

Mean 163 of B .3 

Standard deviation Sm 26.6 

Stand 29.ard deviation SB 8 

t- ca 6.3lculated value 1 

Pooled sta 79ndard deviation Sp 27. 91 

S 0ignificant level α .05 

t- tab 1.69ulated value 6 

Degree 3of freedom  dƒ 1 

Numb 21 er of sample  n1 

Numb 12 er of sample  n2 

From table 2, the t- calculated value (6.31) > t- 
tabulated
locate
hypo
differ
mean
mean
the n
avera

4.3. Test of the hypothesis for mean maximum number of 
pixel 

Another important testing of hypothesis is that whether 
e the maximum pixel value of the malignant is equal to th

maximum pixel value of the benign image.  
H0  : ( μ mm μ = mb

a (
) 

H  : μ mm > μ mb),  
here: HW

H
0: is the null hypothesis 

: is the alternative hypothesis a

μ

 value (1.696), and since the t (calculated) is 
d in the rejection region, we reject the null 

theses H0  and strongly conclude that there is a 
ence between the mean value of malignant and the 
 value of benign images with 95% confidence, this 
s that type I error is 0.05. Then the average value of 
umber of pixel of malignant tumor is higher than the 
ge value of the number of pixel of benign. 

mm

ages 
:  s the eani  m  of max. Pixel value in malignant 

im
μ : is the mean of max. Pixel mb   value of benign images 

ar
the (
T

. The d taa  and the results for using the two sample (t) test 
e shown below; these parameters are used to calculate 

t) statistics. 
able 3: Parameters used in the t test  

Parameters Value 

Mean of M 95.6 

Mean of B 38.5 

Standar  Sm 20 d deviation

Standar  SB d deviation 19.3 

t- calculated value 7.98 

Pool p 1 1 ed standard deviation S 9.760

Significant level α 0.05 

t- tabulated value 1.309 

Degree of freedom  dƒ 31 

Number of sample  n1 21 

Number of sample  n2 12 

 
From  calculated va .98)> t- 

tabulated value (1.309) and since the t(measured) is 
locat
hy
p
p  
th
m  
v

5.

y, our goal is to automatically and 
statis
u
b  
A  
p
te
to  
th  
ca  
b
is  
ex  

 the table the t- lue (7

ed in the rejection region, we reject the null 
potheses H0  and strongly conclude that the maximum 

ixel value for malignant is greater than the maximum 
ixel value for benign images with 95% confidence. Then
e average of average value of the number of pixel of 
alignant tumor is higher than the average of average

alue of the number of pixel of benign. 

 Conclusion 

In this stud
tically diagnose the type of tumor in the throat by 

sing MR images. In order to do this, we addressed simple 
ox plot technique to differentiate between the two types.
lso, testing of hypothesis was applied for the same
urpose. Region of interest, filtration and segmentation 
chniques were utilized to be the base of the information 
 get the statistical data for each case.  It has been proven
at a simple, harmless and accurate statistical technique
n efficiently distinguish between the malignant and

enign tumor (TCa). The huge advantage of this approach 
 that there will be no need to make any further tests or
aminations on the patient after making the MRI. Some
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of these tests or examinations are difficult to be performed 
or may be dangerous such as throat biopsy. 

The diagnosis system achieves accuracy over 95.0% in 
differentiation between the different tumor types on 
vario
satisf system still 
needs to
appli
the o
future
in m
accur

So
the o
differ
sugge
study

Th
devel
datab ere, this simple and fast diagnosis method 
may be u
datab
the p
datab
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Abstract 

In this paper, selecting absorber materials for solar collectors is experimentally investigated. Copper and aluminum alloys 
were cast at four different percentages of each, then their grain structure was examined and comprehensive solar tests were 
conducted to measure the heat capacity of each alloy and compare that with the available solar irradiance available at the test 
site at the Hashemite University in Zarqa, Jordan. 
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1. Introduction                  *       

For flat-plate solar thermal collectors, copper could be 
the material of choice to construct the absorber section.But 
its high cost and weight makes finding an alternative a 
very viable research area. The importance of using solar 
collectors have increased many folds in recent years with 
the constant depletion of fossil fuels and the inevitable 
need to find alternative methods to rely on renewable 
sources, such as harnessing the thermal power from the 
sun. The Hashmite Kingdom of Jordan has more than 300 
sunny days a year, making the adaptation of solar energy 
on a wide scale an economical and environmental 
advantage. 

In literature, there are many different setups for solar 
collectors, where measuring the efficiency of heat transfer 
between the solar irradiance and the solar collector as the 
main concern. One notable effort to combine all literature 
on selecting the materials used listed in[i], but otherwise, 
the focus on experimenting with different alloys as 
absorber materials is limited, or the main focus would be 
on experimenting with special coating materials [ii,iii]. 
Hence, the aim of this paper is to research the viability of 
alloying copper with aluminum, and then select the best 
percentage to use in the actual absorber. 

2. Theoretical background 

For the experimental work intended for this research, it 
is necessary to calculate the heat capacity of the alloys 
composed of various percentages of aluminum and copper.  
                                                 

* Corresponding author. alami.hu@gmail.com 

The governing equation will include the specific heat 
for each constituent and multiplied by its mass fraction 
within the total mass of the alloy. The heat capacity 
equation is a function of the temperature rise as follows: 

Q = mCuc pCu
+ m Al c p Al[ ]ΔT  (1) 

where, 
Q is the heat capacity of the total alloy [J] 
CpCu is the specific heat of copper, 395 KJ/Kg.k, 
CpAlis the specific heat of aluminum, 920 KJ/Kg.k, and 
ΔT is the temperature rise in the alloy, in either k or °C 
The above equation will be used later to compare the heat 
gained through each alloy due to its exposure to solar 
radiation with the available heat irradiation values 
obtained from the Hashemite University solar station in 
Zarqa, Jordan. It is worth noting that the values obtained 
will be divided by the time in seconds required for the 
temperature rise to obtain the values in Watts and make the 
units of both the measured values and the readings 
compatible. 

3. Experimental setup 

In this section, the preparation of test specimens and 
the equipment used for their testing will be presented. 

3.1. Specimen Preparation 

The specimens needed for the experimental tests are 
alloys cast of four compositions of copper and aluminum 
formed into two basic geometries; cylindrical specimens 
for both Scanning Electron Microscope (SEM) testsand the 
composition test, and also flat plate specimens for the solar 
tests. 
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3.1.1. Master alloy preparation 

To produce the test specimens with the desired 
composition, four sets of master alloys were cast with 
copper composition of 20%, 40%, 60% and 80% by 
weight of the Cu-Al alloy. The master alloys were 
prepared in specially fabricated graphite crucible (Figure 1). 

 
Graphite was also used as a casting die for cylindrical 

and flat plate test specimens, as seen in Figure 2, since 

graphite can be easily machined into the desired shape and 
dimensions with no or very minimum contamination of 
cast specimens and high durability at high temperatures. 
The molten master alloy is poured from the crucible into 
the appropriate die to produce the desired geometry, which 
is either a cylindrical specimen (φ=20mm, h=35mm), or a 
flat-plate geometry (150x150x10mm). 

 

Figure 1 Graphite Crucible 

Figure 2 Graphite dies (a) cylindrical specimens and (b) flat plate specimens 

3.1.2. Specimen casting 

Casting of master alloys was conducted at the casting 
workshop at the Hashemite University. Pure aluminum in 
the form of power transmission lines was acquired from 
the Jordanian Electric Power Company (has a purity 
percentage of 96%). As for copper, brass nuggets were 
bought due to budget limitations. The master alloy 
components were weighed using an electric scale as  

 
 

fractions of the estimated weight (specimen volume times 
the density of the components plus 10% error margin). 
Each composition was then placed in the crucible and 
placed in the induction oven at the casting workshops and 
stirred with a special ceramic stirrer to homogenize the 
metal mix, and then poured in the appropriate dies, as seen 
in Figure 3. 
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                                       (a)                                                                                                   (b) 

                                       (c)                                                                                                   (d) 
Figure 3 Casting steps: (a) crucible at induction furnace, (b) & (c) pouring, and (d) cast specimens after cooling 

The specimens were all allowed to cool at room 
temperature after casting, and then the cylindrical 
specimens were cut using the metallurgical saw available 
at the metallurgy lab at the Hashemite University, with 
coolant present to remove excess material. 

3.2. Composition test 

This test was conducted to ensure that the test 
specimens contain the desired amounts of each component 
of the alloy. The technique used is X-Ray fluorescence on 
a computer-controlled Phillips X-Ray spectrometer located 
at the NDT lab at the Hashemite University. A cylindrical 
specimen of each composition was used for the test as the 
machine can accommodate specimens 27-40mm in 
diameter and up to 40mm height. 

3.3. Scanning Electron Microscope (SEM) test 

This test was planned to attempt to correlate the grain 
size, segregation and distribution of the master alloys with 
their behavior during solar testing. Each of the four 
compositions were represented by a specimen and all of 
them were cut at the Metallurgy lab at the Hashemite 
University, mounted in Backlite, then ground by 
successively finer sand paper (starting from 600 up to 
1200 grit silicon carbide). Then, all specimens were 
polished using 6-micron diamond paste on an alcohol film 
on a rotary bed with hand pressure. Care was taken to 
gently rotate the specimen while grinding it opposite to the 
rotary bed direction. Finally, the specimen were etched 
using a solution prepared from 2.5ml Nitric Acid, 1.5ml 
HCl, 1ml Hf and 95ml water, and the specimens were 

examined under the microscope at magnifications of 100x 
and 200x. 

3.4. Solar Test 

The purpose of this test is to quantify the effect of 
altering the Cu-Al composition within the alloy as the 
chosen material for a solar absorber. The test was 
scheduled for 21st and 22nd of April 2009 since only one 
operational thermocouple and data acquisition instrument 
was available due to budget limitations, and thus the tests 
were conducted for two specimens, the first was installed 
one hour before the solar noon (11:45 am, Jordan Standard 
Time) for those days and a second was installed one hour 
after, since the solar irradiation of the sun is symmetrical 
in intensity and incidence angles [i] around the solar noon 
and for one hour on each side. This means that tests were 
started before 11:00 am and lasted till around 11:40 am for 
one specimen, and another specimen is fitted from 11:40 
am and left till around 12:30 pm. Tests were conducted at 
the Hashemite University in Zarqa, Jordan (32N latitude 
and 36.14 E Longitude). The recorded data will be 
compared with available solar irradiation readings from 
the Hashemite University solar station and dedicated to 
recording solar radiation all year round. 

The test assembly shown in Figure 4 consists of a 
special high-emissivity glass enclosure that permits the 
maximum amount of solar radiation due to the low content 
of iron. The enclosure isolates the test specimens from the 
convective effects of the wind as the class box was sealed 
from the bottom with a commercial sealant. 
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Figure 4 Solar test setup 

The setup was placed in direct sunlight and the azimuth 
angle (the location of the sun measured away or towards 
the south) was adjusted manually by rotating the device 
around its yaw axis 15° per hour as the sun moved across 
the sky. The device was also inclined at 19° in winter 
(43.3° in summer) according to the zenith angle for the 
experimentation location at 32.1 N, 36.1 E, according to 
[4]. This provision ensures that incident solar rays are 
perpendicular to the projected area of the surface at all 
times.A thermocouple was fixed at the bottom of each test 
specimen and connected to a digital data acquisition device 
to measure the temperature rise in the specimens. Since the 
test specimens are cast, each one was accurately weighed 
and the weight recorded. Actual readings were also taken 
from the solar station at the Hashemite University that 
includes a Pyranometer that measures the global radiation 
on horizontal surfaces. It is mounted on the roof of the 

Engineering College, and contains carefully calibrated 
thermoelectric elements fitted under a glass cover, with 
data recorded every 5 min and then averaged on hourly, 
daily, and monthly basis. The sensor is a photodiode 
detector having a spectral response from 0.4 to 1.1 
microns, with a sensitivity of 100 mV per1000 W/m2, and 
an accuracy of ±5%. The effectiveness of each alloy will 
be calculated as the thermal capacity of each composition 
according to the following relation: 

Eff (%) = (Cpcu * mcu + CpAl * mAl )ΔT

IoAp

 (2) 

were Cpcu, CpAl are the specific heats of copper and 
aluminum, respectively as given previously in [KJ/Kg.K], 
mcu, mAl are the mass fraction of copper and aluminum, 
respectively, in each alloy in [Kg], ΔT is the temperature 
rise of each alloy as recorded by the thermocouples [K], 
and while Io is the solar radiation intensity (W/m2) and Ap 
is the alloy projected area in m2. 

4. Experimental results 

This section presents the results obtained during the 
experimental stages of this research. 

4.1. Composition test 

The following tables list the main elements found by 
running the X-Ray florescence test: 
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4.2. SEM test 

The following figures are the result of the SEM test for all four percentages: 

                                             (a)                                                                                                   (b) 

                                            (c)                                                                                                   (d) 

Figure 5 . SEM photos for (a) 20%Cu, (b) 40%Cu, (c) 60%Cu and (d) 80%Cu 

4.3. Solar test 

This section presents the results of the thermal solar 
test for the four percentages of copper. The temperature 
rise for each specimen is a direct indication of its thermal 
capacity through the duration of the test.  

 
 

This will be taken as a fraction of the available 
irradiation values from the Hashemite University solar 
station (being the maximum amount available) and plotted 
against time to arrive at instantaneous values for the 
effectiveness of the heat capacity of the alloy as calculated 
using equation (2). 
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4.3.1. Results for 20%Cu-80%Al

Figure 6 Temperature rise and effectiveness for 20% Cu content 

4.3.2. Results for 40%Cu-60%Al 

Figure 7 Temperature rise and effectiveness for 40% Cu content 
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4.3.3. Results for 60%Cu-40%Al 

Figure 8 Temperature rise and effectiveness for 60% Cu content 

 
4.3.4. Results for 80%Cu-20%Al 

Figure 9 Temperature rise and effectiveness for 60% Cu content 
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5. Experimental discussion 

5.1. Composition test 

From the tables presented at section 4.1, it can be 
clearly detected that there is a high percentage of zinc 
present in the alloy, and the percentage of copper is lower 
than the percentage expected (around 13% less copper than 
expected). This was noted for future experiments, and 
copper nuggets with higher purity will have to be 
purchased. But for the purpose of this investigation, the 
amount of copper in each alloy will be a good indication 
on the solar capabilities of the material as well as its 
manufacturability.  

5.2. SEM test 

All the specimens were allowed to cool down to room 
temperature without quenching. And since the phase 
diagram of Al-Cu alloy shows no significant metallurgical 
changes for alloys with less than 80% Cu composition [i], 
it is interesting to note the difference in the grain structure 
for each alloy type depending on the amount of copper and 
trace materials available in the alloy. For example, with 
the alloy denoted 20%Cu, the addition of Cu and other 
elements caused the aluminum grains to exhibit a grain 
refinement effect [ii], where the aluminum grains are 
smaller and have almost equal size, as seen in Figure 5 (a). 
This effect is to be contrasted with the grain structure at 
the 40%Cu alloy in Figure 5 (b), where aluminum have 
solidified in the form of dendrites, which would be 
expected since aluminum is still more dominant than 
copper (or any other trace materials present), which lead to 
the formation of Al2Cu during cooling, which also has a 
strong grain refinement effect [ii], as can be seen clearly 
around the dentritic arms in the figure. The more 
significant result from the SEM graphs was the one for 
60%Cu alloy, where the copper grains are seen to be 
surrounding the aluminum grains in Figure 5 (c), where 
this diffusion happens around temperatures between 300-
400°C when the amount of copper in the master alloy melt 
allows this diffusion [ii]. This arrangement will be shown 
to have a significant influence of subsequent solar thermal 
testing of this alloy as explained in the next section. 

5.3. Solar test 

By examining the solar test figures (Figure 6 thru 
Figure 9) a direct relation is seen between the temperature 
rise within the specimen and its effective increase in heat 
capacity of each alloy. The figures show small variations 
in the general trends among each other, except for Figure 8 
that displays the variation for the 60% Cu content, where 
the scatter of the data points is noticeable, but the more 
interesting observations is that it scored the best 
effectiveness value (highest values for both minimum and 
maximum values of effectiveness on the curve).  

One possible explanation can be inferred from 
examiningFigure 5(c), that shows the SEM results for the 
60%Cu alloy, and shows the grains of copper surrounding 
the grains of aluminum and being more significant in size 

and opacity than in the case of 20%Cu content. This made 
the 60%Cu alloy more attractive to use as an absorber 
material than any other alloy, especially when taking 
another observation into account, that although all the 
alloys have the same Zn content, the 80%Cu alloy showed 
high brittleness characteristics which made it extremely 
difficult to manufacture and handle, and made it more 
susceptible to damage during installation and operation. 

6. Conclusion 

This research focused on testing different compositions 
of copper-aluminum alloys experimentally to determine 
their effectiveness as solar absorbers. The alloys were 
prepared by casting, examined under the SEM and solar 
experiments were conducted on the produced compositions 
(namely 20%, 40%, 60% and 80% copper content). It was 
concluded that there is a correlation between the grain 
structure and the thermal effectiveness of each alloy, 
especially the 60% Cu one, where the darker copper grains 
surrounded their aluminum counterparts. This result is 
primarily attractive when considering alternatives for pure 
absorber materials, since pure copper has superior heat 
transfer properties but is heavy and expensive, while with 
the economic availability of aluminum and its low density, 
it fails to be an effective replacement to copper alone.  
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Abstract 

The general aim of this paper is to identify the key ingredients for successful quality management in any industrial 
organization. Moreover, to illustrate how is it important to realize the intergradations between Statistical Process Control 
(SPC) is seven tools (Pareto Diagram, Cause and Effect Diagram, Check Sheets, Process Flow Diagram, Scatter Diagram, 
Histogram and Control Charts), and how to effectively implement and to earn the full strength of these tools. A case study 
has been carried out to monitor real life data in a Jordanian manufacturing company that specialized in producing steel. Flow 
process chart was constructed, Check Sheets were designed, Pareto Diagram, scatter diagrams, Histograms was used.  The 
vital few problems were identified; it was found that the steel tensile strength is the vital few problem and account for 72% of 
the total results of the problems. The principal aim of the project is to train quality team on how to held an effective 
Brainstorming session and exploit these data in cause and effect diagram construction. The major causes of nonconformities 
and root causes of the quality problems were specified, and possible remedies were proposed.  
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1. Introduction                  *       

Quality is a concept whose definition has changed 
overtime. In the past, quality meant “conformance to valid 
customer requirements”. That is, as long as an output fell 
within acceptable limits, called specification limits, around 
a desired value, called the nominal value (denoted by m), 
or target value, it was deemed conforming, good, or 
acceptable. We refer to this as the “goalpost” definition of 
Quality Gitlow and Levin [5]. 

The definition of statistics according to Deming, is to 
study and understand variation in processes and 
populations, interactions among variables in processes and 
populations, operational definitions (definitions of 
processes and populations variables that promote effective 
communication between people), and ultimately, to take 
action to reduce variation in a process or population. 
Hence, statistics can be broadly defined as the study of 
data to provide a basis for action on a population or 
process Deming [1].  

Total Quality Management tools and techniques 
divided into the categories of quantitative and non-
quantitative. The basic quantitative ones are statistical 
process control (SPC). SPC often called “The Magnifecent 
Seven” is comprised of seven tools, Pareto Chart, 
Histogram, Process Flow Diagram, Control Charts, Scatter 
Diagram, Check Sheets and Cause and Effect Diagram 
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Besterfield [2]. The main objective of this paper is to apply 
basic statistical tools of quality control. SPC seeks to 
maximize profit by the following ways: Improving product 
quality, improving productivity, reducing waste, reducing 
defects and improving customer value. A Jordanian 
manufacturing company was chosen to implement SPC 
tools and concepts in order to improve the product quality 
and reduce process variability. 

2. Company Background 

Jordan Steel (JS) is a Public Limited Shareholding 
Company (P.L.C.) established in 1993 with a production 
capacity of 300,000 MT tons per year. It is the largest steel 
manufacturing company in Jordan. JS produces 
construction steel (Re bars) (diameters 8 - 32 mm) 
utilizing a fully automated production line. The 
manufacturing process at JS controlled, tracked and 
recorded by computer. Computer’s software at JS enables 
on line quality test and inspection. JS got ISO 9002 
certification in 1998. Quality control procedure at JS 
works along the value chain starting from the supplier’s 
evaluation and selection, receiving raw material (Billets) 
all the way to after sales services. Billets are initially 
classified according to their chemical composition and 
stored in predetermined locations. Final products are tested 
for mechanical properties and results are handed to 
customers upon request. Production tractability is ensured 
through a label that shows the date of production and other 
information such as diameter, length, weight of bundle and 
grade. In order to develop process definition, 

mailto:rhfouad@hu.edu.jo
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understanding, and workflow a process flow chart of JS is 
shown in Figure 1. 

3. SQC TOOLS 

QC department at JS is currently implements only one  

SPC tool that is the Control Charts. QC department 
analyze and review quality data once a week. The general 
purpose of this paper is to promote and implement other 
statistical tools as follows: 

 
 

Figure 1: The Process Flow Chart of JS factory. 

4. CHECK SHEET 

The main purpose of Check Sheets is to insure that the 
date collected is carefully and accurately by operating 
personnel. Data should be collected in such manner that it 
can be quickly and easily used and analyzed. The form of 
the check sheet is individualized for each situation and is 
designed by the project team Besterfield [3]. The check 
sheet shown in Table 1 was created by tallying each type 
of call defect during a specified time. It shows the types of 
defects and how many of each type occurred during that 
period. Keeping track of these data provides management 
with information on which to base improvement actions. 

5. Pareto Chart 

The Pareto (pah-ray-toe) chart is a very useful tool 
whenever one needs to separate the important from trivial 
Goetsch [3]. A Pareto Chart is simply a frequency 
distribution (or Histogram) of attribute data arranged by  

 
 
 

 
 
 

category Montgomery [7]. It is a special type of bar charts 
in which the categories of responses are listed on the X-
axis, the frequencies of responses (listed from largest to 
smallest frequency) are shown on the left side Y-axis, and 
the cumulative percentages of responses are shown on the 
right side of Y-axis. This diagram named after the Italian 
economist Alfredo Pareto. Dr. Joseph Juran recognized 
this concept as a universal that could be applied to many 
fields. He coined the phrases Vital Few and Useful Many 
in quality problems Besterfield [1].  

Pareto chart was constructed based upon data collected 
by check sheet for the main tests performed on steel and 
shown in the following Table 1 and Figure 2. The figure 
reveals that the tensile strength is the vital few quality 
problems and represents around 72% of the total 
cumulative percentage of non-conformities so that the 
main reason of most rework is the tensile strength. The rest 
of tests are considered as Useful Many and represents 
around 28% of the total cumulative percentage  
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Table 1: Check Sheet for various steel tests with their respective frequancy and percentage 

Category Repetition Frequency Cumulative 
Frequency Percentage Cumulative 

percent 

Tensile strength ||| 28 28 72% 72% 

Yield Strength 
 

5 33 85% 85% 

Elongation Percent ||| 3 36 92% 92% 

Effective diameter || 2 38 97% 97% 

Effective Weight | 1 39 100% 100% 
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Figure 2: Pareto Chart for tensile strenghth test 

6. Histogram 

Histogram is a special bar chart for measurement dat. 
Histograms is used to chart frequency of occurrences 
Goetsch [3]. In the histogram, the data is grouped into 
adjacent numerical categories. Minitab can organize the 
data into groups, and plot the histogram. The difference 

between bar chart and histogram is that the X-axis on a bar 
chart is a listing of categories; where as the x-axis on a 
histogram is a measurement scale. In addition, there are no 
gaps between adjacent bars. 

Data concerning the tensile strength test is shown in 
Table 2 and used to illustrate the histogram in Figure 3. 
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Table 2:  Cell boundaries of tensile strength data 

Class Cell Boundaries Freq  Class Cell Boundaries Freq 

1 520.0 538.6 3.0  9 668.8 687.4 14 

2 538.6 557.2 3.0  10 687.4 706.0 13 

3 557.2 575.8 4.0  11 706.0 724.6 6 

4 575.8 594.4 2.0  12 724.6 743.2 11 

5 594.4 613.0 10.0  13 743.2 761.8 14 

6 613.0 631.6 14.0  14 761.8 780.4 5 

7 631.6 650.2 25.0  15 780.4 799.0 6 

8 650.2 668.8 10.0      

 

 
Figure 3: Histogram for tensile strength data. 

0

5

10

15

20

25

30

52
0-5

38.6

53
8.6

-55
7.2

55
7.2

-57
5.8

57
5.8

-59
4.4

59
4.4

-61
3

61
3-6

31.6

63
1.6

-65
0.2

65
0.2

-66
8.8

66
8.8

-68
7.4

68
7.4

-70
6

70
6-7

24.6

72
4.6

-74
3.2

74
3.2

-76
1.8

76
1.8

-78
0.4

78
0.4

-79
9

Tensile Strength

Fr
eq

ua
nc

y

Mean = 670.96 Median = 662.0 
Mode = 650.0 Std. Div = 64.54 
Min = 520 Max = 795 

7. Scatter Diagram 

 
The scatter diagram is the simplest of the seven tools 

and one of the most useful. The scatter diagram is used to 
determine the correlation (relationship0 between two 
characteristics (variables) Goetsch [3]. 

The shape of the scatter digram often indicates what type 
of relationship may exist between the two variables. A 
scatter diagram, shown in Error! Reference source not 
found., was constructed to find the relationship between 
water flow used to cool down the steel during various 
production stages and steel tensile strength using collected 
data that represent the average for the sample readings per 
hour for the water flow and tensile strength. The scatter 
diagrams clarifys that there is no direct relationship exists 
between tensile strength and water flow. 
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Figure 4: Scatter Diagram between Tensile Strength and Water flow 
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8. Control Charts 

Variable control charts are used to study a process 
when characteristics is a measurement, for example, cycle 
time, processing time, waiting time, highest, area, 
temperature, cost or revenue. Measurement data provides 
more information than attribute data: consequently, 
variables charts are more sensitive in detecting special 
cause variation than are attribute charts. Variable charts are 
typically used in pairs. One chart studies the variation in a 
process, and the other studies the process average. The 
chart that studies variability must be examined before the 
chart that studies the process average. This is so because 
the chart that studies the process average assumes that the 
process variability is stable over time. One of the most 
commonly employed pair of charts is the Xbar-chart and 
the R-chart. Through the use of control charts, similar 
gains can be realized in the manufacturing sector. Users of 
control charts report savings in scrap, including material 

and labor, lower rework costs, reduced inspections, higher 
product quality, more consistent part characteristics, 
greater operator confidence, lower trouble shooting, 
reduced completion time, faster deliveries and others 
Summers [8]. 

 Figure 5 illustrates the XmR range chart obtained from 
Minitab for historical data and Figure 5 presenting new 
real life data. 

Comparison between factory historical data and new 
real life data shows that the historical data is not accurate 
the reason for that is lack of precision in sampling process, 
inaccuracy in sampling size and sampling intervals. This 
contradict with a major objective of SPC is to quickly 
detect the occurrence of assignable causes of process shifts 
so that investigations of the process and corrective action 
may be undertaken before many nonconforming units are 
manufactured. 

 

Figure 4: XmR Range and XmR Control Chart for historical data 
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Figure 5: New XmR Range and XmR Control Chart for real life data 

9. Brainstorming and Cause and Effect Diagram 

Brainstorming is a technique used to elicit a large 
number of ideas from a team using its collective power. It 
normally takes place in a structured session involving 
between 3 to 12 people, with 5 to 6 people being the 
optimal group size. The team leader keeps the team 
member focused, prevents distractions, keeps ideas 
flowing, and records the outputs (or make sure that team 
members record their own outputs). The brainstorming 
session should be a closed-door meeting to prevent 
distractions. Seating should be arranged in a U-shape or 
circle to promote the flow of ideas among group members 
Gitlow and Levin [5].  

There are specific steps are recommended prior to a 
brainstorming session as to clarify the subject of 
brainstorming session. Moreover, many rules should be 
observed by the participants to ensure that participation is 
not inhibited. These rules are as follows: 
• Do not criticize anyone’s ideas, by word of gesture. 
• Do not discuss any ideas during the session, except for 

clarification. 
• Do not hesitate to suggest an idea because it sounds 

“silly”. Many times, such as an idea can lead to the 
problem solution. 

• Do not allow any group member to present more than 
one idea at a time. 

• Do not allow any group to be dominated by one or two 
people. 

• Do not let brainstorming because a gripe session. 
 

The above mentioned procedures and rules were taught 
to the quality team members at JS as to establish the 
Cause-and-Effect (C&E) diagram. 

The Cause-and-Effect (C&E) diagram is a tool used 
to organize the possible factors that could be negatively 
impact the stability, centre, spread, and shape of a critical 
to quality (CTQ) characteristics measure.  

A team typically used a Cause-and-Effect (C&E) 
diagrams to identify and isolate causes of a problem. The 
late Dr. Kauro Ishikawa, a noted Japanese quality expert, 
developed the technique, so some times the diagram is 
called an Ishikawa diagram. It is also called a Fishbone 
Diagram because that is what it looks like Goetsch [6]. If 
it is the Pareto diagram that helps us to prioritize our 
efforts and focus attention on the most pressing problem or 
symptom, it is the Cause-and-Effect (C&E) diagram that 
helps to lead us to the root cause of the problem Devor [4]. 
The data analyzed by The Cause-and-Effect (C&E) 
diagram usually comes from a brainstorming session. 

The C&E diagrams shown in Figure 6 and Figure 7 
were constructed by quality improvement team and 
through brainstorming sessions involving all employees 
taking part in the related production and test activities. 

10. Conclusions 

• Pareto diagram identifies that the tensile etrength is the 
vital view steel characteristic that need attention. 

• Scatter diagram proves that there is no direct 
relashinship between tensilt strength and flow of water 
used to cool down steel during different production 
stages. 
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• The interpretation of control charts indicates sources of 
assignable causes were sampling process and 
specifying the correct sample size and sampling 
intervals. Sources of chance causes were defined as 
mistakes such as errors in calculations, poor 
maintenance plans, having different workers taking 
samples and using the same chart and poor storage 
conditions. 

• There is a necessity in Jordan Steel to introduce 
ongoing education and training programs of 
management and line staff on interrelation between 
SPC tools and its implementation steps. 

• Jordan Steel lacks the ability to properly forming 
quality teams and hold brainstorming sessions 
according to standard rules and precedures.  
 

 

Figure 6: Cause &Effect Diagram for Tensile strength Problems 
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Abstract  
  
The main aim of this paper is to demonstrate a new approach for the health monitoring of structures to identify the damage at 
earliest possible stage using the acceleration-time data obtained from the piezoelectric accelerometers. This paper presents a 
unique combination of time series models to extract the damage sensitive features and exponentially weighted moving 
average (EWMA) control charts to monitor the variations of the selected features. First, the damage sensitive features are 
extracted by fitting a time series prediction model called an auto-regressive (AR) model to the acceleration-time data 
obtained from the undamaged structure. Then the residual errors are calculated which quantify the difference between the 
actual acceleration-time data and the prediction from the AR model at each time interval is defined as the damage sensitive 
feature. The variation of these features is monitored using EWMA control charts. The applicability of the proposed damage 
identification approach is tested with the welded structure like cantilever plate. The damage is introduced to the test structure 
by cutting a slot in the weld using electrical discharge machining. Three damage levels are considered and named damage 
level zero, damage level one and damage level two. As the outliers are statistically significant in number and are increasing 
as the damage level increases, it is concluded from the EWMA control charts that this approach not only identifies the 
presence of damage but also sensitive to the severity of the damage.  

© 2010  Jordan Journal of Mechanical and Industrial Engineering. All rights reserved 

Keywords: Auto regressive model; damage identification; exponentially weighted moving average; acceleration-time data; welded 
structures. 
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1. Introduction 1 
 

Vibration based damage identification is a tool 
that has received considerable research activity in the 
field of mechanical, aerospace and civil engineering 
structures. Most of these structures are welded structures 
because welding is an economical and efficient method 
for obtaining a permanent joint. A welded joint offer 
many advantages like, lighter in weight, less cost, less 
production time, no stress concentration and provides 
more strength compared with many other joints [1]. The 
process of implementing a damage identification strategy 
for these structures is generally referred to as Structural 
health monitoring (SHM) [2]. Here damage is defined as 
changes to the material and/or geometric properties of 
these systems, including changes to the boundary 
conditions and system connectivity, which adversely 
affect the system’s performance.  
               The SHM process involves the observation of a 
system over time using periodically sampled dynamic 
response measurements from an array of sensors. Many 
of these structures continue to be used despite of aging 
and the associated potential for damage accumulation 
.Therefore interest in the ability to monitor the structural 
health and to detect the damage at earliest possible stage 
is very important for both economical and life safety 
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point of view. Ideally a robust damage detection method 
will be able to identify the damage at a very early stage, 
locate the damage with in sensor resolution being used, 
and provide some estimate of the severity of the damage. 
Current damage identification methods are either visual 
or localized experimental methods such as acoustic or 
ultrasonic methods, magnetic field methods, radiography, 
eddy-current methods and thermal field methods [3]. All 
these experimental techniques require that the vicinity of 
the damage is known a priori and that the portion of the 
structure being inspected is readily accessible. Subjected 
to these limitations the need for the additional global 
vibration based damage identification methods that can 
be applied to complex structures has lead to the 
development of methods that examine changes in 
vibration characteristics of the structures [4, 5 and 6]. 
Most of the literature show many different methods for 
extracting damage sensitive features from vibration 
response measurements. But few of the cited references 
take a statistical approach for quantifying the observed 
changes in those features [2]. The extraction of damage 
sensitive features from these measurements and the 
statistical analysis of these features are then used to 
determine the current state of system health. There are 
other techniques which use the lamb wave parameters to 
identify the damage [7]. 
 

The basic idea of this global damage 
identification method is that damage will alter the 
stiffness, mass or energy dissipation properties of a 
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system, which in turn alter the measured dynamic 
response of the system. Therefore all vibration based 
damage identification methods, namely [8, 9, 10 and 11] 
depend on experimental data with inherent uncertainties. 
There are many cases where damage causes a structure to 
go from a system that can be accurately modeled as a 
linear system to a system that exhibits a non-linear 
dynamic response [12]. Common examples of this 
change in system response are associated with the 
formation of fatigue cracks that open and close during 
subsequent dynamic loading and the loss of preload in 
bolted connections which results in a rattle. 

 
This paper will present the problem of 

vibration based damage identification method using 
control chart analysis paradigm, which is one of the most 
popular method of statistical process control [13, 14]. 
The applicability of the proposed damage identification 
approach is tested with the welded structure and the 
acceleration-time data is collected for the both 
undamaged and damaged cases .Control charts approach 
is very efficient and suitable for on line continuous 
monitoring of the systems [14]. Full automation of the 
damage identification procedure is necessary for remote 
i.e., web based monitoring applications. 
 
 
2. Mathematical Formulation 

 
An AR model is first fitted to the measured 

acceleration-time histories obtained from the undamaged 
structure. Residual errors, which quantify the difference 
between the actual measured time history and the 
prediction from the AR model at each time interval, are 
used as the damage-sensitive features. Exponentially 
weighted moving average (EWMA) control charts are 
employed to monitor the variation of the selected 
features. Control limits for the control charts are 
constructed based on the features obtained from the 
initial intact structure. The residual errors computed from 
the new data and the prediction from the AR model are 
then monitored against the control limits. A statistically 
significant number of residual errors outside the control 
limits indicate a system anomaly.  
  
2.1 AR Model  

The basic assumption in the use of control 
charts is the independence of the extracted features. 
Conventional control charts give false alarms too 
frequently if the selected features exhibit a high level of 
correlation over time [15]. Hence it is necessary to 
remove the correlation in the raw time history before the 
application of the control charts. As a feature extraction 
process, an AR model is fitted to the undamaged 
acceleration time history in order to remove the auto-
correlation. 

An AR model is essentially an  infinite impulse 
response filter with some additional interpretation placed 
on it. The notation AR(p) refers to the autoregressive 
model of order p. The AR(p) model given in [15] is 

tit
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i it
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            ( 1 )  

where is the estimate of the ttX


th time series 
value, a1, a2…….ap are the parameters or the co-

efficients  of the AR model, p is the order of the AR 
model, Xt – i previous measured time series values. ε t is 
assumed to be an unobservable random error with zero 
mean and constant variance (white noise). Here white 
noise is generated using the Mat lab version 7.0 and  is 
presented in later sections.  

If represents the estimated acceleration-
time measurements from the fitted AR model and X

tX


t  
represents the measured acceleration-time data from the 
experiment, then the residuals at time ‘t’ is given by 

   et = Xt - t                                              ( 2 ) X


If the fitted AR model accurately represents the 
measured signal, the residual should be nearly 
uncorrelated. 

2.1.1 Selection of AR model order ’p’  

There are many techniques available for 
selecting the model order ’p’, such as final prediction 
error (FPE), Akaike’s information criteria (AIC) and 
Bayesian information criteria (BIC). For feature 
estimation it is not good to select model order p 
arbitrarily large. Selecting very high order model will 
results in small estimated white noise varience. 

In 1969 Akaike[16] developed FPE criterion to 
choose the appropriate AR model order to fit to a time 
series data. By applying FPE criterion select the value of 
p which will minimizes the FPE. In 1973 Akaike[17] 
developed a more general applicable criterion for 
selecting the model order is the information criterion of 
Akaike known as AIC. But in 1989 Hurvich and Tsai[18] 
suggested a bias-corrected version of the AIC known as 
AICC. From AICBIC criteria the order of the AR model 
is obtained as 4. Therefore AR(4) model is developed 
from the acceleration-time data of the undamaged 
structure. 

2.1.2.Calculation of  AR parameters 

The AR parameters are generally calculated by 
considering the Yule-walker equations[19]. The AR(p) 
model  given in the equation (1) is based on parameters 
ai where i = 1, ..., p. There is a direct correspondence 
between these parameters and the covariance function of 
the process, and this corrrspondence can be inverted to 
determine the parameters from the autocorrelation 
function. This is done by using the following Yule-
Walker equations, 

                 Tp a = γp                              ( 3 ) 

σ2 = γ(0)- a' γp                     ( 4 ) 
 

where Tp is the covariance matrix  and 

γ

p
jiji 1,)]([ 

p  = ( γ(1)……. γ(p))’ 



 © 2010 Jordan Journal of Mechanical and Industrial Engineering. All rights reserved - Volume 4, Number 6  (ISSN 1995-6665) 703

The above equations (the Yule-Walker 
equations) provide one route to estimate the parameters 
of an AR(p) model, by replacing the theoretical 
covariances with estimated values. One way of 
specificying the estimated covariances is equivalent to 
calculation using least squares regression of values Xt on 
the ‘p’ previous values of the same series. 
 

Once the AR model is fitted to the 
acceleration- time history obtained from the undamaged 

structure,  tX


 is the predicted time history from the AR 
model at time ‘t’. Then the residual errors(et) are 
calculated using equation(2) and is defined as the 
damage sensitive features used in this work. The control 
charts provide statistical frame work to detect the 
changes in the selected damage sensitive features. 
 
2.2 Statistical Process Control  
 

Control charts may be used in variety of ways, 
but in many applications it is used for on-line process 
monitoring. General theory of control charts was first 
proposed by Dr Walter S. Shewhart[15], and control 
charts developed according to his principles are often 
called “Shewhart control charts”. Basically control chart 
is a graphical display with limit lines, called control 
lines.  
 

The purpose of drawing a control chart is to 
detect any changes in the process that would be evident 
by any abnormal points listed on the graph from the data 
collected. If these points are plotted in "real time", the 
operator will immediately see that the point is exceeding 
one of the control limits, and can make an immediate 
action.  
 

When the structure is in good condition, the 
damage sensitive features derived from the acceleration-
time measurements will have some distribution. These 
features may change if the structure is damaged. 
Therefore statistical process control provides a 
framework for monitoring the features and for 
identifying new data that are inconsistent with past data. 
EWMA control charts hitherto not used for the present 
purpose are proposed to monitor the damage sensitive 
features derived from the acceleration-time 
measurements.  These control charts are very effective 
against small process shifts. 
 
2.2.1 EWMA control charts 
 

EWMA control charts are generally considered 
somewhat more advanced techniques than the Shewhart 
control charts. EWMA quality control chart offers 
considerable performance improvement relative to 
Shewhart quality control charts when the magnitude of 
the shift in process mean is small. The EWMA control 
chart was introduced by Robert in 1959[20]. For 
individual observations (n=1) the EWMA chart is 
defined as  
 

1)1(  iii zxz                            (5) 

 
Where λ is a constant lies between 0 and 1 and 

the starting value z0 =CL is the target mean. Recursively 

substituting 1)1(   jiji zx   for zi-j , 

j=1,2…….i-1 in equation (5), it can be shown that zi is a 
weighted average of all past and current observations. 
Then 
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If the observations xi are independent random 

variables with variance σ2, the variance of zi is given by 
the equation, 
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Therefore, the EWMA control chart would be 

constructed by plotting zi versus the sample number i (or 
time). The upper control limit (UCL), center line (CL) 
and lower control limit (LCL) for the EWMA control 
chart is defined as follows 
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Where, L and λ are the design parameters of 

EWMA control chart. Since the EWMA control chart 
can be viewed as a weighted average of all the past and 
present observations, the distribution of zi can be 
reasonably approximated by a normal distribution as a 
result of the central limit theorem. Therefore, the EWMA 
chart is insensitive to the normality assumption of 
individual observations xi.  
 
3. Experimental setup 
 
 The applicability of the proposed damage 
identification approach is tested with the test structure 
(Figure 1) by fixing it to the multi axes electro dynamic 
vibration shaker.  Test structure is made of carbon-steel 
and the two plates are welded to form a cantilever.   

 

Figure 1. Test structure 
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 The dimensions of the plate which is drilled 
with four 8 mm through holes at each corner are 150 mm 
x 150 mm. The centre of the drilled holes is at 18 mm 
from each corner side of the plate. The dimensions of the 
other plate which is welded to the above plate, so as to 
form a cantilever plate is150 mm x 100 mm. The elastic 
constants of the material considered are Young’s 
modules (E), 200 x 109 N/m2 (200 Gpa), Poisson’s ratio 
(), 0.3 and the mass density (ρ), 7850 kg/m3.  
 

Damage is introduced into the structure by 
cutting a slot in the weld. This is done by electrical 
discharge machining (EDM). Two damage levels are 
investigated by introducing two such slots in different 
test structures in which 10 mm slot length is considered 
as damage level one, where as 20 mm slot length is 
considered as damage level two (Diagrammatically 
represented in Figure 2). However damage level zero 
refers to the undamaged condition of the structure.  The 
thickness of the slot is 0.6 mm for all the cases.  

 
 

  
 
 a)  Damage level one             b) Damage level two 
 

Figure 2. Diagrammatic representation of damaged structure 
 

The test structure is fitted to the multi axes 
electro dynamic vibration shaker with the help of four 
bolts and nuts as shown in Figure 3. Electro-dynamic 
vibration shaker used for experimentation consists of 
drive coil connected rigidly to the moving platform and 
positioned in the magnetic field when an alternate current 
flow in this drive coil gives rise to a force by converting 
an electric current into mechanical force which moves 
the platform. The vibrator can operate from either sine or 
random input wave form in the required frequency range.  

 
 

 
 

Figure 3. Experimental setup 
 

Table 1. Specifications of multi axes electro dynamic vibration 
shaker 

Peak sine force                     ± 400 Kg force 
Max. displacement               25 mm(pk-pk) 
Max. Velocity                      
1.2meter/second(nominal) 
Frequency range                   1 Hz to 3000 Hz 
Size of moving 
top  platform                        160 mm diameter 
Max. acceleration                 80 g (at no load) 
on vibrator platform         
Max. payload capacity          70 Kg’s 
Moving armature 
suspension                           Rolling strut type 
Moving mass                       5 kg 
of armature       
Drive power                      Through a solid state 
power amplifier 
Cooling method                  Air extraction 
Test direction                      All three mutually 
                                            perpendicular directions 

 
 Table 1 shows the specifications of the multi 
axes electro dynamic vibration shaker. Vibration 
characteristics of a structure can be examined in either 
actively or passively. In this work active investigation is 
selected for monitoring the vibration characteristics of a 
structure. The test structure is instrumented with three 
piezoelectric single axis accelerometers. Out of three 
accelerometers one is used for actuator (input) and the 
other two is for response. The response data from the two 
accelerometers are recorded and was sampled at 150 Hz. 
Piezoelectric sensors are electromechanical systems that 
react on compression the sensing elements show almost 
zero deflection. Due to this reason the piezoelectric 
sensors are robust, have an extremely high natural 
frequency and an excellent linearity over a wide 
amplitude range. Vibration response data from the 
structure is recorded using data recorder shown in Figure 
4. 
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Figure 4. Response data recorder 
 
 Four channel data acquisition system shown 
in Figure5 is used to convert the analog data into digital 
form. Total of 1024 acceleration-time measurements are 
acquired for damage level zero, damage level one and 
damage level two and are stored in MS-excel file. The 
plots of this data for different damage levels are shown in 
Figure 6. Figure 7 shows the white noise generated using 
Mat Lab 7.0 version. 
  

 
  

Figure 5 Four channel data-acquisition system 
 
 In general selection of the model either 
physics-based or data based will depend upon the amount 
of relevant data available and the level of confidence. 
When nothing is known a priori, about the structure then 
approach becomes entirely data based [21]. The data 
based models [22, 23, and 24] are relatively simple to fit 
to the measured response data and the application of one 
such model is considered in this work for extracting the 
damage sensitive features. An AR (4) model is fitted to 
the acceleration-time history obtained from the 
undamaged structure. Then the residual errors are 
calculated, which is the difference between the actual 
subsequent data and the prediction from the AR (4) 
model. To compare the residual errors obtained from 
data measured on the undamaged structure with similar 
quantities obtained from the damaged structure, EWMA 
control chart is developed using the acceleration-time 
data obtained from undamaged structure. 
 
 The control limits for EWMA control charts 
are calculated from the residual errors (features) obtained 
from the undamaged structure. Then the new data 
(damaged) are monitored against the control limits. A 
statistically significant number of residual error terms 
outside the control limit indicating the structure transit 
from undamaged to damaged state. 
 
4. Results and discussions 

 
 In this study the proposed damage 
identification approach based on time series models and 
EWMA control charts were tested on a cantilever plate 
like welded structure. As explained earlier two damage 
levels are investigated in this work i.e., damage level one 
and damage level two. Damage level zero configuration 
was considered “undamaged” and the structure was 
assumed to be well described by a linear model when 
subjected to input excitation. 
 
    The original data is checked for 
autocorrelation and shown in Figure8. It can be noted 
from the Figure8, that the acceleration-time data obtained 
from the experiment are auto-correlated. Therefore it is 
necessary to remove the auto-correlation before the 
application of control charts. To remove the auto-
correlation, a linear time prediction model called an AR 
model is developed from the acceleration-time data 
obtained from the damage level zero structure. The order 
of the AR model is calculated as four from the AICBIC 
criterion for this work. After obtaining the order of AR 
model, AR parameters are calculated using Yule-walker 
equations (equations 3 and 4) and the values are 
tabulated in table 2. 
 

Table 2. AR Parameters 
AR parameter Calculated value from  

Yule-walker equations 
a1 -1.3644 
a2 0.6061 
a3 -0.6456 
a4 0.4241 

 
 Figure 9 presents the acceleration-time data 
prediction from the AR (4) model for the different 
damage levels. Then the residual errors are calculated, 
which is the difference between actual subsequent 
acceleration-time data and the prediction from AR (4) 
model. Since it is not possible to estimate the residual 
error values less than the model order, a total of 1020 
residual errors are calculated from 5 to1024 in each case 
of damage level and it is presented in Figure10. Then 
EWMA quality control charts are plotted using residual 
errors as data. EWMA control charts are plotted for 
individual observation (n=1) using 1020 residual errors 
(features) as data. The design parameters of the EWMA 
control chart L and λ are selected as 2.7 and 0.2 
respectively for present case as per [15].  
 

Figure11 shows the EWMA control charts for 
damage level zero, damage level one and damage level 
two. This shows that there are statistically significant 
number of data points are outside the control limits for 
the two damage levels considered. This is a clear 
indication of presence of damage in the structure. 
However it is seen that the number of outliers are more 
for damage level two than that of the damage level one, 
which is clear indication that this approach is sensitive to 
the severity of damage. It has been observed from Figure 
11 (b) for damage level one 66 residual error points are 
falling outside the control limits, and for damage level 
two from Figure 11(c), 105 residual error points are 
falling outside the control limits. Therefore this damage 
identification approach not only identifies the damage 
but also sensitive to the severity of the damage. 
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5. Conclusions 
 
 In this paper a statistical damage classification 
technique for vibration based damage identification 
problem in an unsupervised learning mode is studied. A 
unique combination of linear prediction model called an 
AR model to extract the damage sensitive features and 
EWMA control charts to monitor the variation of the 
selected features is presented. An experiment on welded 
structure was conducted using multi axes electro 
dynamic vibration shaker to study the applicability of 
statistical damage classification technique.  
 
 The experimental data obtained from the 
piezoelectric sensors are auto correlated. To remove the 
auto correlation an AR (4) model is developed from the 
acceleration-time data obtained from the damage level 
zero. Then the residual errors are calculated which 
quantify the difference between the actual measured time 
history and the prediction from the AR (4) model at each 
time interval, are used as the damage-sensitive features. 
Here two damage levels are considered i.e., damage level 
one and damage level two. The residual errors are nearly 
uncorrelated therefore the residual errors are taken as 
data for plotting the EWMA control charts. It is observed 
from the EWMA control charts that there are statistically 
significant number outliers. This suggests the presence of 
damage in the structure. These outliers are increasing as 
the damage level increases. This shows that this 
approach is sensitive to the severity of the damage. 
Therefore the approach presented in this paper is 
effective in identifying damage and also identifying its 
severity in the considered welded structure. Once the 
presence of damage is conformed in any machine 
structure it can be inspected thoroughly and can be put 
back into further service. 
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6(a) Damage level zero 

 

 
6(b) Damage level one 

 

 
6(c) Damage level two 

 
Figure 6. Acceleration-time data from the experiment for different damage levels 

 

 
 

Figure 7. White noise generation with zero mean and constant variance
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8(a) Damage level zero 

 

 
8(b) Damage level one 

 

 
8(c) Damage level two 

 
Figure 8. Auto-correlation for the experimental data obtained from different damage levels. 

 
 

 
9(a) Damage level zero 

 

 
9(b) Damage level one 

 

 
9(c) Damage level two 

 
Figure 9. Acceleration-time data prediction from AR (4) model for different damage levels 
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10(a) Damage level zero 

 

 
10(b) Damage level one 

 

 
10(c) Damage level two 

 
Figure 10. Residual errors (damage sensitive features) for different damage levels 

 
 
 
 
 
 
 

 
11(a) Damage level zero 
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11(b) Damage level one 

 

 
11(c) Damage level two 

Figure 11. EWMA control charts (n=1) for residual errors obtained from different damage levels 
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Free cooling techniques can be used to substantially reduce energy costs. During cold weather, the outside ambient 
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erature can

ressor electric power to pay for modulating damper installation costs in approximately one year. Free cooling has a 
rized damper that conducts the two flows of internal and external air. When the damper is open it takes the air necessary 
oling directly from the exterior, excluding compressor operation. It starts the evaporator fan that takes external air if 

nal < Tinternal. A case study has been carried out for 17 Ton cooling load in a storage room and the COP can be reached to
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Free cooling techniques are used t

using the cooling air during cold weather without 
quirement to run a compressor. The compressor is 

tially shut off during this period, there by saving 
y and also allowing scheduled preventative 
tenance to take place. The low temperature of the 
ng ambient air supply enables free cooling of cold 
 for fruits and vegetables, e.g. Al-Salaymeh et al. [1]. 
ooling and air refrigeration systems are designed to 

cold stores to keep the fruits and vegetables for long 
without damage. They are designed for internal or 
al installation. Their use allows eliminating 

ems caused by high temperatures, dirt and humidity 
 are present in the environment. The unit, which is 

ally made up of a sealed cooling circuit where the 
nt circulates, is divided into two suctions, 
etically separated from each other, where the air in 
nvironment and the air in the cabinet are treated 
ut coming into the contact with each other. The air 
eration system that uses free cooling techniques has a 
rized damper that conducts the two flows of internal 
xternal air. When the damper is open it takes the air 
sary for cooling directly from the exterior, excluding 
ressor operation, e.g. Al-Salaymeh et al. [1]. If the 
al temperature is less than the internal temperature, 
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the damper will be opened and the evaporator fan will start 
to take external air. If the external temperature is higher 
th  
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an the internal temperature, the damper remains closed
d air is recycled. 
Refrigeration in the simplest terms is cooling by

moving heat. It cou
fer of heat from one place where it is not wanted to 

other less objectionable place. The normal strategy in
echanical refrigeration is to get the heat to the
frigerant. Then transfer the refrigerant to a place where 
e heat can be removed from it. The refrigerant makes the 

eat transfer possible. Most of the heat transfer occurs
ecause the refrigerant changes state. The liquid
frigerant in the evaporator absorbs its latent heat of 

aporization, and in the process changes from a liquid to a 
apor. The gas refrigerant within the condenser rejects its 
tent heat of vaporization, thus changing from a gas to a
quid. It is this cycle change that moves the removed heat
om one place to another. 

Al-Salaymeh et al. [1] mentioned that free cooling 
 place when the external ambient air enthalpy is less 

an the indoor air enthalpy. They showed that free cooling
ay be used with mixed outside air and recirculation
stems by the use of modulating dampers. Dampers are 

rovided on the outside air intake ductwork, exhaust air
uctwork and the recirculation ductwork. In the event of
ol outside air the quantity of outside air is increased and
e quantity of recalculated air is reduced to provide the 
quired supply air temperature. In this way cooling by
eans of refrigeration equipment is avoided altogether at 
rtain times of year and often at night times. This system

f free cooling uses thermostats to determine when the 
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outside temperature is lower than the room temperature 
and the proportion of opening the outside air damper. 
More accurately the proportion of outside air should be 
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om temperature. When the outside air temperature is 
r than the cold store temperature, the dampers will 
late to the minimum outside air position to keep the 
n the refrigeration equipment to a minimum. 
e coefficient of performance, COP, is simply a ratio 
 effect we want (a heat transfer) to the quantity that 
ust buy (work) in order to cause the desired effect. In 
frigeration system, the COP is the ratio between the 

oved from the low-temperature reservoir in the 
of refrigeration to the compressor and fan work. 
ver, if the free cooling is used, the compressor is 

hed off and the input work is equal to the fan work. 
 et al. [2] studied the energy performance of a cooling 
 system using the inverter chiller for industrial 
ing. They clarified the energy performance of the 
ng plant system in the industrial building using actual 
ured operating data and numerical simulation 
sis. One aspect of industrial buildings is that they 
large energy consumption for manufacturing and air 
tioning compared with office and commercial 
ings. The maximum COP of the inverter chiller 
es about 18 under certain conditions and integrated 
ng towers make lower temperature cooling water as 
hole capacity is large. The actual operating data in 
tudy indicates satisfied values for chiller and system 
during the running period and the simulation results 
 that the cooling plant system can cut down annual 
ic power consumption by about 48% compared with 
ntional cooling system. Mina et al. [3] investigated a 
alized coefficient of performance for conditioning 
 air. In air-conditioning systems, the general goal is 
fect a change of state of air from one condition to 
er one that is more desirable. They examined 
ssions for determining the limiting coefficient of 
rmance for conditioning air in a manner that 
ines the effects of sensible and latent processes. They 
oped an expression that accounts for the change in 
y and exergy due to change in air temperature and 
 vapor content of the air, i.e. humidity ratio.  
edved and Arkar [4] made a correlation between the 
climate and the free-cooling potential of latent heat 
e. They presented studies of the free-cooling 
tial for different climatic locations. They selected six 
 from around Europe with a wide range of climatic 
tions for their study. In the majority of the presented 
ooling systems the emphasis is placed mainly on 
ling the latent heat thermal energy storage’s 
ES) and less emphasis was placed on the free-cooling 
ency, where various approaches have been tried. 
 et al. [5] determined the thermal response of a plate 
 heat thermal energy storage’s for a step change of 
let temperature. When designing a real free-cooling 

m a constant ambient air temperature during the 
-time and a constant indoor air temperature in the 
ing during the daytime were assumed. Arkar et al. [6] 
a project day with an assumed sinusoidal temperature 
tion for optimizing the geometrical and performance 
eters of the LHTES. Arkar et al. [6] studied the 

ency of free cooling using latent heat storage 

entilation system with two LHTESs, one for cooling the 
esh supply air and the other for cooling the re-circulated 
door air. They found that the free cooling technique 
ables a reduction in the size of the mechanical 

entilation system, provides more favourable temperatures
d therefore enables better thermal comfort conditions
d also fresh air for the occupants. 
Arkar and Medved [7] presented a study of the free 

oling of a low-energy building using a LHTES device
tegrated into a mechanical ventilation system. They 

eveloped a numerical model of the LHTES to identify the 
arameters that have an influence on the LHTES’s thermal 
sponse, to determine the optimum phase-change 
mperature and to form the LHTES’s temperature-
sponse function. Their analyses of the temperatures in a
w-energy building showed that free cooling with an 
HTES is an effective cooling technique. Moeseke et al
] focused in their paper on the impact of management
rategies for external mobile shadings and cooling by 
atural ventilation. For natural ventilation, strategies
miting the flow rate when external temperature drops are
und to be efficient to save energy.  
Zalba et al. [5] and Zhang et al. [9] defined the free-

oling as a means to store outdoors coolness during the
ight, to supply indoors cooling during the day. Zhang et 
. [9] showed that free-cooling can make the indoor air
mperature in the comfortable region all the year if the
ermophysical properties of building envelope material
e in the desired range. Those properties are obviously
lated to the outdoor climate condition, internal heat 
urce intensity, building configuration, ventilation mode 
c. For a given region and a given building, the critical 
alues of those ideal thermal physical properties can be
etermined through modeling and simulation. Zalba et al.
] studied the application of phase change materials 
CM) in free-cooling systems. The use of PCMs is
itable because of the small temperature difference 

etween day indoors and night outdoors. They designed 
d constructed an installation that allows testing the 

erformance of PCMs in such systems. They performed 
periments following the design of experiments strategy 
d they developed an empirical model in which a real 

ee-cooling system was designed and economically 
aluated. 
Ghiaus and Allard [10] pointed out that natural 

ntilation is one of the most effective techniques for 
oling. They showed that its potential for cooling may be 
sessed by using a method based on the indoor–outdoor
mperature difference of the free-running building, the
aptive comfort criteria and the outdoor temperature. 

hey demonstrated that the free-running temperature may 
e used instead of the balance temperature in energy
timation methods. The indoor–outdoor temperature 

ifference of the free-running building becomes a 
aracteristic of the thermal behavior of the building 
hich is decoupled from comfort range and outdoor 
mperature. They found that a measure related to the 
ergy saved and the applicability of free-cooling is given 
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by the probabilistic distribution of the degree-hours as a 
function of the outdoor temperature and time.  

In this work, self-developed computer software for 
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3. Case Study 
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in fruits or vegetables room storage at each hours of 
ear has been carried out. The cooling load for 

tion unit (compressor and fan) or evaporator fans 
before and after using free cooling techniques has 
made. Then, a monthly electricity cost comparison 
e and after using free cooling is done and the 
ntage of the energy saving for each types of product 
culated. Finally, the payback period is calculated to 
 if the reduction in the electricity cost can cover the 
f the components of the new system in a short time 

herefore to know if the free cooling system has a 
 application in cold stores for fruits and vegetables in 
n. 

onomizer Damp

modulate when the outdoor

r damper closes, cutting off the return air flow 
the room. When this outdoor damper opens, the extra 
 air will pressurize inside the room, just like blowing 
alloon. This can cause outside doors to blow open or 

 that open to the inside to stick closed. A small 
nt of pressure can have a big effect. A pressure relief 
er is used upstream of the return air damper to relieve 
ressure in the room. This maybe a very simple metal 
e the will swing open under a small amount of 
ure or a large mechanical systems will use a 
anical damper that opens in conjunction with the 
 damper and a fan to expel the extra air. The free 

ng version has a motorized damper that conducts the 
lows of internal and external air. When the damper is 
it takes the air necessary for cooling directly from the 
or, excluding compressor operation as shown in 
e (1).  
e dampers are driven by an electric or pneumatic 

tor, which is controlled from an outdoor temperature 
lpy control. The control switches the system from 

anical cooling to economizer cooling when the 
or conditions are right. Preferably an enthalpy 
ols is used to sense both humidity and temperature. 
 units have 'temperature only' controls that do not 
n to consideration the effects of humidity, which can 
nsiderable. If the enthalpy of the outdoor air is less 
the enthalpy of the indoor air by volume, then the 
or air can be used for cooling the building. 
me economizers use just a temperature control 

 on the intake hood with the minimum damper 
on controlled by a potentiometer on the actuator. 
ever the fan is running, the damper should drive to 
inimum fresh air position. This may only amount to a 
 crack in the damper opening but is enough to 
de a standard 10% of the total fan volume of fresh air. 
 ever the fan is off this damper should drive 
letely closed by a return spring. Turn power off at the 
top unit while the fan is running and you should see 
mper move closed.  

witch is set to "On" position the fan runs continuously
d the damper will already be at the minimum fresh air

osition. A second controls modulates the dampers
ositions to maintain a constant supply air temperature.  

The sensor should be located downstream of the
aporator, this will prevent the air from over cooling if
e compressor is running. If the economizer is integrated 
ith the compressor control, it is very important for the 
nsing bulb to be downstream of the evaporator coil. This 
ill close off the damper when the compressor comes on
d stops it from drawing in air that is too cold for the
aporator and prevents the evaporator coil from freezing

p. If the outdoor conditions rise above the set point, the
ampers will modulate closed to the Minimum fresh air
osition and the mechanical cooling will start. If the
thalpy control is set too low, the economizer will not 

pen and take advantage of the cool outdoor temperature. 
 it is set too high, then the building may get too warm, 
ecause the economizer cannot provide enough cooling. It 
ay take a few adjustments to determine what set point
ork best for your system. Systems with integrated
ntrols allow you to set the enthalpy control higher
ithout comprising comfort. An integrated control allows 
e compressor and the economizer to run at the same time 

y using a two-stage thermostat. When the first stage calls 
r cooling, the economizer opens. If the conditions do not
prove in the space and the temperature in the cold stores
ntinues to climb, the thermostat will then call for second

age cooling. This brings on the compressor to provide
ditional cooling required. If the outdoor temperature is
o cold to run the compressor another control called a 
ow Ambient Lock Out" will prevent the compressor 

om starting. By keeping the mechanical compressor off a 
ttle longer we can maximize the savings with 
onomizer. 

The main ob
e environment in the enclosed spaces at

nditions that reached the storage temperature of the 
roduct in the spaces. The case study in the present work 
cludes a design for cold stores to storage any types for 
uits and vegetables. The calculations of cooling load for
e products have been carried out per hour and therefore a
lf developed software program for calculations has been

uilt. There are many factors that affect the free cooling
lculations. When we design the storage room, the heat of
spiration must be considered. Also, the period of storage
 very important factor and should be taken into account.
ensible cooling load depends on differences of
mperatures between inside and outside room storage, and 
alue of chilling factor and chilling time which it varies
ith the type of product, that chilling time and factor and
umber of entering products each month. Also, we mustn’t
eglect the cooling load for boxes which have the same
illing factor and time and depends on the types of it. In
dition to the previous calculation of cooling load for the 
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a) Free cooling o              b) Free coo
Figure 1: The motorized damper for free cooling purposes in air igeration unit which conducts the two flows of internal and external air. 
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ear (8760 hours) for each type of stored products 
o, Lemon and Tomato), then the maximum cooling 

is selected for design purposes. The components of 
eration cycle such as condensing unit and evaporator 
should be selected based on the maximum cooling 
Also, the total electricity bill which resulted from 
ting the compressor and fans in the air refrigeration 
m has been calculated for each hour of the year. Then 
onomical study has been conducted based on the 
ck period for the cost of the new components of the 
cooling technique such as motorized damper, 

oller system and sensors which results from the 
tion in electricity cost. 
 calculating the cooling load for cold stores, the self 

ed software has been carried out to calculate the 
ng load for each hour in the year taken into account 
ructure components (walls, ceiling door, ground and 
, the type of the products, and the type of boxes. Then 
tal cooling load for the stored products including the 
al ventilation, person, and lights are calculated. The 
tion of the refrigeration cycle components and the 
added components for free cooling techniques are 
 on the calculated cooling load. Then, the cooling 
which needs fan work only after using free cooling 
iques has been calculated and the reduction in cost by 
 this technique has been estimated. Finally, the 
ck period at which the new system covers the cost of 
w components is found. 

 x 2.0 m. Table (1) shows the overall heat transfer
efficients for the room of the cold store. The storage
om has 3 lamp lights and the power of each lamp is
ual to 250 W. It is assumed that the number of persons 
ho enters the storage room is equal to 3. The period of 
pening the door of the storage room is assumed to be 3
ours for each time of inserting the products in the room or
king the products from it. The number of air change per

pes of products which are potato, Lemon and tomato
ave been stored in the storage room. The type of boxes is
ken as wood which has a specific heat of Cp,boxes = 1.38 
J/kg.ºC. 

The total cooling load for the storage room before and
ter using free cooling has been calculated. Also, the
onomical study has been carried out and the payback 

eriod for the damper system is computed. The values of 
e outside temperatures for each hour of the year are
ken from meteorological department and royal scientific 
ciety at Jordan. The heat gain from walls, ceiling,

round and door is calculated and the cooling load 
mperatures differences (CLTD) correction method is 
sed. The total cooling load for products is divided into 
nsible cooling load and the heat of respiration. Also, the

eat from natural ventilation which depends on the number
f change of air in the room for fruits and vegetables is
ken into account. After summation all components of the
oling load, the total cooling load for the storage room at
ch hour around the year is found. The second step was
e selection of the components of refrigeration cycles and
en determines compressor and fan work and the mass 
ow rate of air through the fans. 

Evaporator Fan

Evaporator
Filter 

Electric 
Cabinet 

Damper 

Condenser
 Fan

Compressor 
Condenser 

Heating 
Element 

Evaporator Fan 

Evaporator 
Filter 

Heating Electric 
Cabinet 

Damper 

Condenser 
Fan 

Compressor 

Condenser 

Element

714  © 2010 Jordan Journal of Mechanical and Industrial Engineering. All rights reserved - Volume 4, Number 6  (ISSN 1995-6665) 



 
Table (1): Overall heat transfer coefficients for the room of the cold store. 

Type of walls Construction Thickness (mm) U value (W/m2.K) 

Wall L.W Concrete + Insulation 304.8 UWalls = 0.642 

Ceiling Uc = 0.715 

Gr 100 mm Fallen B  Tiles + 
75 m

Door Type

 
 
For free cooli niques, all ho

which the outside erature is less than the insi
temperature are determined. Then, the mass flow required 
at each 
comp
cooli
comp
load 
and 
savin

A
comp
maxi e selected 
air coo
Recip
kW a
select
which
rate o
1.4 k

4. Th

load due to heat transfer from outside to 
 of the cold stores through walls and ceiling in the 

storage r

w at transfer coefficient
construction for the walls, U  is the overall heat trans
coefficie
area f
the c
taken

f (2) 

where CLTD is the cooling load temperatures 
differenc
mater
correc
equal
mean
the at
is equ

L.W Concrete + Insulation 203.4 

ound oard + 125 mm
m Reinforced Concrete 

 Ug = 0.375 

  of door is Metal – Steel  Ud = 5.8 

ng tech
 temp

urs around the year at 
de design 

hour is calculated. The cost of the electricity for 
ressor and fan is calculated in the presence of free 
ng and in the absence of the free cooling and finally a 
arison between the two costs is made. The cooling 
which is required from compressor and/or fans before 
after using free cooling is calculated. The energy 
g for each type of product is estimated. 
s it was mentioned above, the selection of the 
onents of refrigeration cycle should be based on the 
mum cooling load. In the present work, th

led condensing unit with semi-Hermetic 
rocating compressor has a cooling capacity of 67.1 
nd a compressor work of 21.2 kW and it has been 
ed from Bitzer company. The required evaporator 
 is selected from Guntner Company has a mass flow 
f 12.48 kg/s and two fans; the work for each fan is 

W. The motorized damper has a size of 4 x 1.25 m2. 

eory 

The cooling 
the room

oom is: 

, ,w c w cU A T= Δ  (Eqn. nr. ) ,w cQ

where U  is the overall he  for all 
fer c

nt for all construction for the ceiling, Aw is the 
or each wall, Ac is the area for the ceiling and TΔ  is 
ooling load temperatures differences CLTD and it is 
 after correction. 

) ( )D CLTD+LMk=( ( ) ( ),corr.
CLT 25.5 29.4i omT T+− + −  

es before correction and it depends on the type of 
ial for the walls and ceiling, LM is the latitude 
tion factor, Ti is the inside design temperature which 

s the final storage temperature, To,m is the outdoor 
 temperature, k is the color adjustment factor, and f is 
tic or room fan factor. The outdoor mean temperature 
al to: 

(3) 

where Tmax  the average max ily temperature, 
and Tmin is the average minimum perature. The 
cooling load due to ground is 

max min
o,m 2

T T
T

+=  

 is imum da
 daily tem

( )g g g g oU A T T= −  (4)

where U

Q  

construction of the ground, Ag is the area for the ground 
and Tg is the temperature of the ground. The cooling 
due t

 

 heat transfer coefficient for the 
door, Ad is the area of the door, To is the outside 
temperature and T  is the inside temperature. The cooling 
lo  
w
lo

g is the overall heat transfer coefficient for all 

load 
o the door is 

( )d d d o IU A T T= −  (5)

where U

Q

overalld is the 
 

i

ad due to light, persons and ventilation is calculated only
hen the door of the storage room is opened. The cooling 
ad for light, e.g. Dossat and Horan [11], is: 

* *3.6
3600Lt

n P=  Q (6) 

where P is the power for each lamp light, and n is
number of light lamps. The cooling load for heat gain due 
to pe

 the 

rsons, e.g. Dossat and Horan [11], is 

*753.62
person

m=  
3600

Q (7) 

where m is the number of persons. The cooling load
natural ventilation is 

 for 

( ). * *V c= −vent p o iQ C T T
ρ

 (8) 

where V is the volume of storage room, c is the number 
of ch  
T  
T  
o
te

ange air per hour, and Cp is the specific heat for air.
he cooling load for product consists of two components.
he first component is the sensible cooling load from
utput design temperature to the inside design 
mperature: 

( ),

*
p p before o i

product

m C T T
Q

t F

−
=  (9) 

where m  is the mass of the product, Cp, before is the 
spec
th  
lo  
to

R  

p

ific heat before freezing, t is the chilling time and F is 
e chilling factor. The second component for the cooling
ad of the product is the heat of respiration which is equal
: 

breathing pQ m=  (10)
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where R is the reaction factor. The cooling load for 
boxes is 

( ),

*t F
 (11) 

b p Boxes o i
boxes

m C T T
Q

−
=

where mb is the mass of boxes, and Cp, boxes is the 
specific heat before freezing. The mass flow rate of th
cooling air that is needed to cover the l total coolin
load for the room when applying the free cooling 
techni

e 
 fina g 

ques is: 

( )
tot

p o

Q

C T T
=

−
 (12) fan

i

m

The properties of the th (Potato,
Lemon and Tomato) which were used in the presen
investigation are summarized in Table (2), e.g. Dossat and 
Horan [
types
prope
potato

Th
work
• If s than or equal zero, then 

there
th

ree stored products  
t 

11]. As it can be shown in Table (2), the three 
 of the products have approximately similar 
rties, but the maximum period for storage is high for 
 and low for tomato. 
e electricity cost per hour for fan and compressor 

 can be calculated from the following: 
 the total cooling load is les

 is no need to use compressor and fans and 
erefore the electricity cost is zero. 

• If the compressor is switched off and the cooling load 
is resulted from the free cooling, then the fan is 
operated and the electricity cost equals: 

fanfan
Elecricitycost = *PF*Electricitycost per kWhW  (13) 

where W fan is the fans work and PF is the produ
factor. 
• If the

co ad is resulted from the fan and compressor 

ct 

 air refrigeration system is working, then the 
oling lo

work and the electricity cost equals: 

(14) 

where Wcompressor is the compressor work and PF is the 
product f

Th
very 
the C
load 
the sa
cooli

cooling. But, the electrical input power is reduced in the 
case of free cooling and the input power is only the power 
needed for evaporator fans. The value of the coefficient of 
performance (COP) is: 

actor. 
e coefficient of performance (COP) can be reached a 

high value in the case of free cooling. As it is known, 
OP is defined as the ratio between the output cooling 
and input electrical power. The output cooling load is 
me in the two cases which are the presence of free 

ng air refrigeration unit and in the absence of free 

Evaporator

Total

Q
OP

W
=  (15C ) 

As it can be seen from equation (15), the cooling load 
from evaporator which is required to keep the st
product at a certain temperature remains the same before 
and after using 
CO  
p
is 2.8 kW and the compressor power is 21.2 kW. The 
re  
a  
e
fr

orage 

the free cooling technique. However, the 
P depends on the total work. For the case study in the

resent work, the fan power in the air refrigeration system 

quired cooling load has been calculated after
pplying the above equations and it is found to be
qual to 67.1 kW. Therefore, the COP before using 
ee cooling techniques is: 

67.1 2.Evaporator Evaporator

Total Compresso

Q Q
OP

W W
= = = = 80

21.2 2.8r Fan

C
W+ +

On the other hand, the COP after using free cooling 

techniques becomes: 

67.1 23.96
2.8

EvaporatorQ
OP = = Evaporator

Total Fan

Q
C

W W
= =  

   

P increases to a very 
high value after using the free cooling techniques. The 
ratio
te

These results show that the CO

 between the COP before and after using free cooling 
chnique can be calculated as: 

23.96with free coolingCOP
= 8.56

2.8without free coolingCOP
=  

Finally, the payback period for the total cost of the new 
component such
co
ca  
m
co

 

 as control system and damper for free-
oling technique can be calculated as a ratio between the 
pital cost of the new component and the total saved
oney which is resulted form energy saving after the free 
oling technique is applied. 

CapitalCost for Free Cooling ComponentsPayback Period = 
Money Saved After Using Free Cooling Technique

                             (16)

In the case study of the present investigation, it has 
been fou
produ

Self-developed computer 
built 
y

nd that the payback period for each type of stored 
ct is approximately one year. 

5. RESULTS 

software was designed and 
to calculate the total cooling load per each hour in the 

ear by using different types of storage products with and  
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Table (2): Stored Products Properties 

 Potato Limon Tomato 

Storage Temperature (oC) 15 15 15 

Max. Period For Storage nths (3-5) Weeks 

Chilling Factor 

20 20 34 

Cp (befo

Freezin -1.80 -2 -  

Heat of Rea ) 0.16 0.1 0  
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decrease the temperature of the product to the required 
v
o
w
A  
te  
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m
A  
u
o  
w  
p  
is

 
co  
te  
m
A
re
in Figure (6). In November month, the ambient 
te  
fr
co
fr  
p
sw

 
u  
th
in  
o
2
fo  
co  
te
ev
o  
b  
g
fr  
A
ab  
o
an  
an  
co

(4-6) Months (1-4) Mo

1 1 1 

Chilling Time 

re freezing) (kJ/kgoC) 3.60 3.76 3.85 

g Point (oC) .20 0.80

ction (kJ/kg. hr 2 44 .302

Utilization of free
-clause sentences in usin  

rator an
s of the cooling load which needs compressor work 
e and after using free cooling are plotted. Then, a 
arison between the monthly electricity cost before 
fter using free cooling for each types of product is 
d out as well as the percentage of the electricity cost 
n and compressor to the total cost in each month. The 
s are drawn for potato to show the performance of 
ooling technique. 
e free cooling technique is used when the outside 
rature is below the inside storage temperature and in 

ase the evaporator fan is operated without compressor 
uced the electricity cost. Figure (2) shows the hourly 
nt temperature for January and July months as a 

ion of month days for Amman city where the cold 
 in the present study are found. As we see from this 
, there are many days in the year where the ambient 
rature is below the inside desired temperature and 

fore free cooling technique can be used beside the air 
eration device to keep the cold stores at a constant 
erature. As we know, the cold stores contain some 
ables or fruit products which have respiration heat 
o it needs to be cooled all time around the year. By 
 free cooling technique, the number of operating 
 for the compressor of air refrigeration system can be 
ed and therefore the electricity cost can be 
ized. 
ee cooling load at different months which needs 
ressor work before and after using free cooling 
que for potato are presented in Figures (3)-(7) which 

 that the best month for using free cooling technique 
uary because the outside temperature is very low. 

e (3) shows that there is no need to switch on the 
ressor during January month and therefore the 
ressor work is equal zero. Also, in January month, 
n is switched off in many hours because the heat loss 
walls, ceiling and doors is more than the cooling load 
 needed from the product. Also, it has been found 

he total cost of electricity is decreased 83% for potato 
s month with respect to the value before using free 
ng. 

sor in some days to keep the potato product in the 
tore as shown in Figure (4). Also, the evaporator fan 
itched off for short time and this is due to the heat 
from walls, ceiling and doors is higher than the 
ng load which is needed from the product. If a new 

alue. In this month, it has been found that the percentage 
f reduction in the total cost of electricity is about 66.5 % 
ith respect to the value before using free cooling. In 
pril month, the effectiveness of the free cooling
chnique is less than cold months and the percentage of
ergy saving after using free cooling technique in this 
onth can reach 41%. Figure (5) shows the cooling load in 
pril month that needs compressor work before and after
sing free cooling technique for potato product. At the end 
f the month, using of free cooling is very low compared
ith compressor work and this is due to the fact that a new
roduct was inserted in the cold stores and its cooling load
 high.  

The summer months such as July and August can be
nsidered as the worst months for using free cooling
chn

it sho

iques. The percentage of energy saving in these
onths is very small and negligible. For example, in 
ugust month the percentage of energy saving can not 
ach more than 5% for all periods of the month as shown 

mperature is dropped again and therefore the effect of
ee cooling starts to increase again. Figure (7) presents the 
oling load in November month before and after using 

ee cooling technique. It is clear from Figure (7) that the
ercentage of energy saving is high and the compressor is 

itched off in the most days of November month. 
A comparison of the saved money before and after

tilizing of free cooling technique has been carried out and
e total money saved for the three studied stored product 
 each moth is presented Table (3). The total cost of

perating air refrigeration unit in each month that operates 
4 hours per day is the summation of the electricity cost 
r compressor and evaporator fans and it is the electricity
st for evaporator fans in the presence of free cooling
chnique. When the compressor switched off, the 
aporator fan of the air refrigeration unit is continuously 

perated and the cost of operating the evaporator fan has
een calculated. Usually, a payback period can be taken as
uide for justifying the economical aspect of utilizing the 
ee cooling technique in air refrigeration systems.
ssuming that the cost of 1.0 kWh electricity in Jordan is 
out 0.063 JD/kWh, then we can calculate the cost of

perating the air refrigeration unit which has 21.2 kW of 
 electrical input power for the compressor and 2.8 kW of
 electrical input power for the two evaporator fans. The
st of electrical energy consumption is calculated by  
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Figure 3: Cooling load in January month which needs compressor work before and after using free cooling technique for potato 
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Figure 4: Cooling load in March month which needs compressor work before and after using free cooling technique for potato 
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Figure 5: Cooling load in April month which needs compressor work before and after using free cooling technique for potato 
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Figure 6: Cooling load in August month which needs compressor work before and after using free cooling technique for potato 
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Figure 7: Cooling load in November month which needs compressor work before and after using free cooling technique for potat

Table (3):

Januar 482.5 490.

February 443 4

Marc 406. 4

Apr 243. 2

May 158. 1

June 103. 1

July 32. 3

Augus 76. 7

Septemb 75.9 7

October 158.1 209.

Novem 456.

Decem 479.

 Money saved in (JD) from using free cooling technique in each month and for three different types of product. 

Months Money Saved (JD) 

 Potato Lemon Tomato 

y 482.5 

.4 40.2 446.6 

h 7 05.6 416.3 

il 0 43.0 250.4 

 1 58.1 154.9 

 6 03.6 102.6 

5 3.4 32.5 

t 9 6.9 69.4 

er  5.9 69.4 

 4 219.0 

ber 7 440.2 452.4 

ber 3 479.3 490.0 

 

2 3193.

of operating hours for air refrigeration unit. The 
cost for the components of free cooling technique 
rol system and motorized damper) for the 
eration unit in the present investigation is 
ximately equal to 3000 JD. The data presented in 
 (3) shows that the payback period for each type of 
ct is approximately one year. The payback period of 
ooling components is reasonable and therefore it is 
mended to use free cooling technique in all air-

tioning and air refrigeration units.  
 comparison between the monthly saved money for 

igeration system before and after utilizing of free 
ng technique has been carried out and the results are 
nted in Figure (8). Figure (8) illustrates that there is a 
g in electricity and therefore saving money if free 

 it is expected, more energy or money can be saved if the
ee cooling technique is implemented in winter months.
igure (8) presents also the electricity cost for compressor 
ith and without free cooling in addition to the fan at
ifferent months that is needed to keep the temperature 
side the storage room where the study has been carried 

ut at a constant temperature around 15ºC. This figure
ows also the electricity cost which resulted from number 

f daily operating hours for evaporator fan at different
onths for desired location in Amman city in the case of 

tilization of free cooling. It is clear from this figure that
e electricity cost and therefore number of operating

ours for free cooling technique which is represented by 
aporator fan decreases in summer where the operating

ours for compressor increases. The number of operating
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hours for evaporator fan is higher than the number of 
operating hours for compressor at the most time in year 
except the summer season. The air refrigeration unit in the 
storage room is permanently operated and as long as there 
is ve
evapo
comp
the nu
as th
summ
has a
comp
opera
locati
maxi
espec

Fi
electri
addit
during a
the y

not needed to be operated. The electricity cost for 
operating air refrigeration unit in the presence of free 
cooling is lower than the electricity cost in the absence of 
free cooling. Figure (8) shows that the maximum 
el
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fr  
in
sh
sh  
sa  
le
co  
sy
o  
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ca  
F  
th  
p

 
 

getables or fruits inside the room and therefore the 
rator fan will be worked in the case at which the 
ressor is switched off. It is clear from this figure that 
mber of operating hours for evaporator fan decreases 
e number of operating hours for compressor in 
er increases. Since our selected air refrigeration unit 

 total input electrical power of 24 kW (21.2 kW for 
ressor and 2.8 kW for fan), therefore the total cost of 
ting such a unit during each month at the desired 
on has been calculated. As it is expected, the 
mum electricity cost occurs during summer time 
ially at July and August months.  
gure (8) summarizes the results for the total 
city cost of the selected air refrigeration unit in 

ion to the cost of the compressor and evaporator fan 
ll months in the year. There are some of months in 

ear such as January month where the compressor is 

ectricity cost for evaporator fans occurs during winter 
ason. The ratio of the total electricity cost that is resulted 
om operating the compressor and/or the evaporator fans
 the air refrigeration unit with and without free cooling is 
own in Figure (9). The results presented in Figure (9) 
ow that 83% from the total cost of electricity can be
ved in January month and this value is decreased to be
ss than 5% in summer months such as July. The capital 
st of the free cooling components such as the control
stem and the motorized dampers can be recovered after 

ne year from operation. A comparison between the total
ectricity cost for operating the air refrigeration unit in the 
se of presence or absence of free cooling is shown in

igure (9). The amount of money saving per each month in
e case of utilizing free cooling technique is clearly

resented in this figure. 
 

Figure 8: A comparison between the total monthly electricity cost in JD for compressor work with and without using free cooling technique 
in addition to the evaporator fan in the presence of free cooling for Potato 
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Figure 9: Percentage of the electricity cost for fan and compressor to the final cost in each month for Potato 
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Machine tool automation requires reliable online tool wear monitoring techniques for automated manufacturing. Automatic 
detec state of tool wear in metal cutting operations is an important industrial problem. In this paper, an ultrasonic 
system is presented to monitor the tool wear in turning. The ultrasonic waves reflected from the wear region were analysed 
and c
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orrelated with flank wear. The reflected ultrasonic signal is analysed in both time and frequency domain. Artificial 
igence techniques such as artificial neural networks, fuzzy logic and the neuro-fuzzy technique have proved their
tial in monitoring the manufacturing processes. Here, Adaptive Neuro Fuzzy Inference System (ANFIS) is used to
ify the tool wear. The experimental validation runs show the system can predict the tool wear with average error of 
. The decision making algorithm (DMA) is presented to determine the status of wear.  
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In machining process, a tool has

periences. This tool change policy has two 
backs, at one end; a worn tool without being 
nged in time will produce out of specification parts 
en cause catastrophic tool breakage, and at the other 
being thrown away prematurely over time will incur 
e waste of manufacturing resource.  
veral monitoring methods have been developed 
g the last few decades by many researchers. These 
ods may be classified in two groups, direct and 
ct methods [1]. Direct methods are based upon direct 

urements of the worn area of the tool using optical 
rs [2], vision systems [3, 4] etc. These methods have 
dvantage of high measurement accuracy, but cannot 
sily adopted for on-line applications.  
arious indirect methods have also been de

e state of the wear is estimated from measurable 
eters such as cutting forces [5], vibration [6], 
tic emission [7, 8], cutting temperature and surface 
ness. However few reliable indirect methods are 

lished for industrial use. This is mainly due to 
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complexity of machining
correlation between the proc

The vision based methods have the advantage of high
easuring accuracy, but cannot be easily adopted fo

e applications because of the interruption of coolant
d chips. The identification of tool wear by multi-sensory 
proach was proposed by many researchers. U.Natarajan
 al [9] presented a remarkable work in tool wear
onitoring, which uses force, temperature, power signals 
 quantify the status of the tool wear. Though the multi-
nsory approach produces good results, the cost
sociated with this method have somewhat discouraged 

s use among researchers. 
An ultrasound on-line measurement of gradual wear of 

e flank during the turning operation was developed by
aysir H Nayfeh [10]. The method relies on inducing
ltrasound waves in the tool, which propagates the length 
f the tool and are reflected by nose and flank surfaces.
he amount of   reflected energy is correlated with tool
ear.  The analytical model for tool wear through
ltrasonic technique was presented by Nidal H et al [11, 
2]. In this work, the change in tool geometry due to
radual wear has been related in a mathematical form, to 
e change in the acoustic behaviour of the ultrasonic
aves inside the body of the cutting tool. Physical laws 
overning the propagation and reflection of ultrasonic
aves along with geometrical analysis of wear area were 
sed in deriving the mathematical model. Wavelet analysis
r tool chatter monitoring was presented by the same 
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authors, provides different approach in tool wear 
monitoring [13]. 
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ethods. The ultrasound waves reach both the nose 
the flank region

ion of the nature of the wear through the reflected 
s. Since it is not a secondary signal from the 
ining, it is affected by the machining parameters to a 
er extent.   
 the presented work, the various ultrasonic signal 
eters; amplitude, root mean square (RMS) of the 

l, pulse width, peak frequency shift and dB loss are 
to define the height of the tool wear. The spectral 
sis of the ultrasonic signal provides a different 
ach for tool wear monitoring. The analysis is carried 
y a High Speed Steel (H.S.S) tool where the 
tage of H.S.S compared with carbide tool and other 
g tools is higher toughness and lower price. This 
s the economical and ecological application in the 
of lower speed and feed combined with instable 
g conditions.  
stem modelling based on conventional mathematical 
is not well suited for dealing with ill-defined and 
tain systems [14]. 

employing fuzzy if-then rules can model the 
tative aspects of human knowledge and reasoning 
sses without employing precise quantitative analysis. 
 the tool wear formation is a nonhomogenous 
nuous process, the analytical and statistical models 
not be suitable for online measurement and control 
Here ANFIS is used as a modelling algorithm which 
s the ultrasonic parameters with tool wear and 
nted for online prediction. 

perimental Details 

The flank wear is measure

enerally measured from the original cutting edge. 
flank height is measured in each stage and the 
mum height of flank is considered for experiments. In 
 stages, the corresponding ultrasonic measurements 
lso taken. The probe is placed in the backside of the 
o approach the flank wear as shown in Figure 1. The 
ucer used is a panametrics (V-112-rm) round shaped, 
ting at a frequency of 10 MHz.  Heavy duty soluble 
 pumped through the tool holder to serve as the 
ing medium of the transducer to the tool. In addition, 
circulation of the fluid cools the transducer during 
g. The limitation of ultrasound technique is the 
ing medium required to induce the ultrasonic waves 
e workpiece for flaw measurements. But online 
urement uses the coupling medium as coolant.    
e HSS tool of 15 mm thick, 100 mm long, sid

 angle of 2 degrees, side cutting edge angle of 3 
es and with rake angle of zero degree is chosen for 
rated wear testing. In this case, initially for a fresh 
the received signals are the resulting signal of 

ple reflections of ultrasonic waves inside the complex 
eometry. 
 the ideal case, the increase in the reflected energy 
 the square law. But in turning, the principles does 

condary flanks. The present tool-transducer 
nfiguration can detect the first waveform. The second
rm, crater, can only be detected when it is very severe.  
No effort was made to isolate the nose from flank wear,

nce they are directly related to each other. In addition, 
olating the individual wear contributions to the 
dividual ultrasonic echoes is not possible. Gradual wea
 the nose and flanks is a comparatively slow process, of
e order of minute or perhaps hours in some cases. 
everal tool wear tests were conducted to evaluate gradual 
ear measurements of the nose and the flanks. The work
aterial used is EN 29 hardened steel with 60mm diameter 
d cutting parameters are speed range of 600 rpm, feed of

0 mm/min with 0.5mm depth of cut. 

 Results and discussion  

reflected to the top surface

course of cutting, due to wear, flat spots begin to 
evelop at the tool nose and the flank, this change in the 
eometry of the tool serves to change the total amount of
flected ultrasonic energy.  

It is noted that the amplitude of the  flank signal
creases with the wear land height, since ultrasonic is
ore sensitive when it hits the flat spots (Figure 2). Due to 
e same reason the pulse width also increases with wear 
nd height (Figure 3). It is observed that the increase in
ear land height increases cumulative pulse width of
ceived signals. This is because an increase in wear land

eight provides the plane which has lesser inclination 
mpared with end relief angle.  
The RMS values for the reflected ultrasonic signals are 

lculated. From the Figure 4, it i
inite trend with RMS values of the ultrasonic signals.

 all cases the wear varied randomly at different
easurements points, from uniform to somewhat irregular.
ool is tested beyond the standard tool life to verify the 
ehaviour of the correlation. 

From the power spectrum, the average power received
y the transducer increases with wear. Therefore the dB
ss decreases with increase in flank wear height (Table 1).
 is also found that the frequency components shift 
wards the higher frequency as the wear increases. 
itially the ultrasonic waves for reference tool have the 
w frequency components because of multiple internal 
flections. It attenuates the high frequency components 
e wear on the flank promotes the direct reflection of 
gnal and it is received by the ultrasonic probe.   

.1. Tool wear prediction with ANFIS 

ANFIS on-line identification of t
ining the data set (input-output data pairs) and 

ividing it into training and validating data sets. The 
aining data set is used to find the initial premise 
arameters for the fuzzy membership functions by equally 
acing each membership function. The values of the 

remise parameters are fixed, so the overall on-line 
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Figure 1 Online setup for flank wear monitoring 

Figure 2 Wear land height Vs Peak to peak amplitude 

re 3 wear land height Vs Pulse width Figu
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Figure 4 Wear land height Vs RMS value of signal 

predicted tool wear, can be expressed as a linear 
consequent parameters.  

4. Validation of model 

 prediction sy

Tool Wear(micron equency Shift(MHz) 

Table 1 Tool wear Vs Spectral parameters 

 
s) dB loss Peak Fr

 0.00000 0 1.70 

242.00 4.06 2.000 - 60 

517. 10. 3.00000 - 47 10 

1052 -1.00000 7.53 4.30 

165 -12.00000 9.181 4.70 

The on-line tool wear

ating data points which are different from other five 
oints used for ANFIS training, shown in Figure 8. For 
alidation, the amplitude, RMS, Pulse width and spectrum
arameters are considered as in training. The set of data
oints comprise the time and frequency domain parameters
e given as an input for FIS validation. The validation
sults show that the ultrasonic system is capable of 
onitoring the tool wear with minimal average error of 

.5% 

. ANFIS Parameters  

Inputs for ANFIS: ANFIS t
of the ultrasonic parameters in time domain and frequency 

n as input training data of the system. In time 
in the peak amplitude, RMS of received signal and 
 width are taken as inputs for ANFIS system. In 
ency domain the peak frequency shift, average power 
 signal is taken as input. 

rchitecture of ANFIS: A total of 41 network nodes 
zzy rules are used to build the ANFIS Architecture 

wn in Figure 5. 

 were used to train ANFIS because it achieved 
west training error of 0.139 at 100 epochs, as shown 
 training curve of Figure 6 and error training curve of 
e 7. 
he fuzzy l
he ANFIS. Different ANFIS parameters were tested 

aining parameters in order to achieve the perfect 
ng and the maximum prediction accuracy. 

ressive tool wear so that catastrophic tool failure can 
e avoided by taking necessary corrective actions, such as
opping the feed and spindle rotation, in sufficient time.
 order to determine the wear status of the cutting tool
harp, worn but still workable and dull) during any
rning operation correctly, a decision making algorithm 
MA) is proposed in this work       (Figure 9).  
Generally, an average flank wear height of 900 microns

 considered as worn tool. But the tool changing is mainly
ased on the finish required. The ultrasonic parameters are 
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Figure 5 ANFIS Architecture 

Figure 6 ANFIS training  

 

 Fig 7 ANFIS training error curve 

 © 2010 Jordan Journal of Mechanical and Industrial Engineering. All rights reserved - Volume 4, Number 6  (ISSN 1995-6665) 



730 

Figure 8 ANFIS Validation diagram 
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Abstract 
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This paper analyzes global radiation, diffused radiation, and other meteorological data needed to give a comprehensive study 
on the solar radiation in The Hashemite University in Jordan (32.05_N, 36.06_E). Measured and simulated daily, monthly, 
and annually averages are presented and analyzed. The measured data is collected by the Dhleel 
Metro  
softw

 global radiation 
logical Center while the simulated data is generated by the  METEONORM software (a comprehensive meteorological
are). The inclination angle θ  is also optimized in this work for every month of the year and for the whole year in order
ximize solar energy production. 
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1. Introduction                  *       
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The sun is the largest regenerativ
the world. It is estimated that the 
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 energy needs constant 
ation in oil prices, as shown in figure 1 [2], has 
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Figure 1: Weekly oil prices from 1997 to 2009 
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rgent reason to seriously consider renew
esources is that studies show that the oil depletion 

 has been reached in 2006 [3]. This is a direct result 
nsuming oil much faster than it is naturally produced. 
 formation of new petroleum is a complicated 
gical process takes millions of years. In addition, 
y demands are increasing at alarming rate as shown 
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for example for the electrical energy in Jordan in figure 2 

 

Figure 2: Electricity production in Jordan 
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[4-11]. 

 ve that the time is coming soon wh
e required to offer alternative energy

urces to keep their economies running or practice 
rogrammed blackouts. One of the solution measures 
rfacing is the wide spread of national energy centers 
orldwide to tackle this urgent energy problem. Jordan is 
o exception, The National Energy Research Center has
een established in Amman – Jordan [12] for the purposes
f research, development and training in the fields of new
d renewable energy; In addition, to raise the efficiency

f using energy in the different economic sectors. 
In the literature, solar radiation was meas

zed in Abu Dhabi area, where hourly, daily and 
onthly global horizontal radiation were collected and 

rocessed [13], the paper showed that PV application in 
bu Dhabi is a promising solution to energy expansion in
e country. Furthermore, diffused radiation were collected
 different locations in China for few years, the data is

andled to fit suitable models for radiation  
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is potential in the area of The Hashemite 
ersity, we have obtained measured monthly global 
tion data from Dhleel Metrological Center for ten 
 [16-25]. The center is located 10 Km to the north of 

Hashemite University. In addition, the 
EONORM 5.0 software is applied to simulate the 
ion data. This software is a comprehensive 
rological reference, incorporating a catalogue of 
rological data and calculation procedures for solar 

cations and system design at any desired location in 
orld [26]. Measured and simulated monthly radiation 
re depicted in figure 3 for comparison purposes. 

estimation in the country [14]. Moreover, a new 
method, called elevation angle constant (EAC) method, is 
developed to determine the solar radiation for any location 
in the world [15]. The EAC method showed great accuracy 
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Figure 3: Measured and simulated monthly radiation data. 
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Global radiation in a specific location is defined as the 
sum of direct and diffused radiation reaching that location 
throughout the day from sunrise to sunset as well as it 
depends on the day of the year. In addition, diffused 
radia  
in

Figure 4:  Simulated monthly radiation versus measured monthly 
radiation. 
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global r  is 5.7 kWh/m² [27], while the average 
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Figure 5: Daily Global, direct and diffused radiation 
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d with other methods. However, this paper 
zes the global and diffused radiation and 
rological data to explore the potential of solar energy 
ation in Jordan (32.05_N, 36.06_E). It also 
tigates the solar tracking and the optimal inclination 
. 
he rest of this paper is divided as follows:  Section 2 

sses the global radiation and yearly air temperatures; 
it compares measured and simulated metrological 
Section 3 investigates the tracking and optimal 

ation angle and studies average global radiation 
s monthly inclination angles. Section 4 discusses the 
outcomes of this work. Finally, section 5 presents 

usions and future work. 

obal Radiations and Temperatures 

characteristics to be investigated to explore the

ermore, the simulated and measured data are
 figure 4 in the x-y coordinates to determine how 

the two sets of data to each other, and to decide if 
oftware is reliable to be used for further analyses.  
rtunately, the plotted points are very close to the
sloped line and the standard deviation is very small 
qual to 2.48%. That means, the simulated data are 

close to the measured ones and therefore, the software 
e used with a high confidence from now on though 
e paper. 

tion in a location depends on the amount of scattered
coming radiation. 

Daily global, direct and diffused radiations are depicted
 figure 5 for the 365 days of the year. The average dail

adiation
 diffused radiation is 1.58 kWh/m²; in addition, the 

aximum daily global radiation is 8.72 kWh/m² and
ccurred in 26th June with daily diffused radiation is 1.3 
Wh/m² for that day. 

hermore, It is considered that the yearly 
tion is analyzed as a function of inclination and 

imuth angles as illustrated in figure 6. High radiation 
ccurs for inclination angles between 10 degrees and 35 
egrees and azimuth angle around 0 degree. The radiation
nge is between 100 W/m2 and 280 W/m2. Note that the
rface is color coded where the dark red indicates high
diation and blue color indicates low radiation, also the

lobal radiation is projected on the lower plane in colored
rves to better illustrate the changes in the global
diation. 
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Table 1: Year
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ly Global radiation for different locations in the 

City Yearly global radiation      
(kWh/m²)  

Hashemite University, 2080  Jordan 
Berlin any  , Germ 1000 

Paris, France 1038 

Figure 6:Average global radiation 

In addition, this paper studies the yearly-diffused 
radiation as a function of inclination and azimuth angles as 
shown in figure 7. T s between 
65 W/m2

ird 
diat
d 60

he diffused radiation change
 and 75 W/m2, and this represents almost one 

of the global radiation. Note the high diffused 
ion occurs for inclination angles between 40 degrees 
 degrees and azimuth angle around 0 degree.  

Figure 7: Yearly diffused radiation 
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since extreme temperatures
y affect the performance of photovoltaic systems. 

ately, the air temperature in Jordan is appropriate as 
 in figure 8. The hourly temperature is depicted in 
ure and it varies in a small range of 39˚C and -2˚C 
hout the year. In addition, the daily changes are 

d few degrees only.  
ble 1 lists the global radiation in different locations 

orld to better understand the situation here in 
 [26].  

Lo ndon, UK 944 
Cairo, Egypt 2074 

Dubai 1929 
NY, USA 1427 

Hong Kong 1371 
 

Table 1 hows that global radi  in Jordan is 
one of th values worldwide, fore, with this 
high global radiation and more than 300 sunny days 
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ally, Jordan has an excellent and promising potential
f power generation from solar energy, which basically
nstitute a national resource waiting to be invested to the 
ll extent. 

 3.  Solar Tracking  

The generated sola
a global radiation on a h

ever, fixed panels receive solar radiation at
ngle that reduces the amount of energy considerably
8, 29]. Therefore, it is important to determine the 

ptimal angle that generates maximum energy if
acking is not available. 

In general, relative sun position with respect to 
e earth depends on rotat

and rotation of the earth around itself. The first 
tation generates the inclination angle and the
cond rotation generates the azimuth angle. 
oreover, the tracking with respect to inclination 

ngle is called one-axis tracking and the tracking 
ith both inclination and azimuth angles is called 
o-axis tracking. 
Figure 9 considers the one-axis tracking and has 

own the average global radiation for all months of
e year, the radiation is changing for different
onths and different inclination angles. December 

nd January months show the lowest global 
diation, and June and July months showed the 
ghest global radiation. 
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Figure 9: Monthly global radiations

In addition, figure 10 shows the yearly global radiation 
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Production inventory model plays a dominant role in production scheduling and planning. For the determination of optimal 
downtime, uptime of production and production quantity, it is required to minimize the expected total cost. The total cost of 
production is dependent on demand, production rate and rate of decay in deteriorating items. In this paper, we develop and 
analy  
invent  
sensi  
produ  
as pa

Keywords: Production cycle, Weibull decay, On-hand inventory and ti

ze the production inventory model for deteriorating items by assuming that the demand is a function of both on-hand
ory and time. It is also assumed that the lifetime of commodity is random and follows a Weibull distribution. The

tivity of the model is analyzed with respect to the parameters and costs. A case study is carried out to determine
ction schedules in a pickle manufacturing industry. This model also includes other production-level inventory models

rticular cases for specific values of the parameters. 
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1. Introduction                  *       
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Recently much emphasis is given to

ting items. The deterioration of inventory on 
s during the storage period constituents an important 
. The deterioration in general may be considered 
se of various effects on the stock, some of which are 
ge, spoilage, obsolescence, decay, decreasing 
lness and many more. For example, in manufacturing 
tries like drugs, pharmaceuticals, food products, 
ctive substances, the item deteriorates over a period. 
ias [1], Raafat [2], Goyal and Giri [3] reviewed 
tory models for deteriorating items. Cohen [4], 
rwal [5], Dave and Shah [6], Pal [7], Kalpakham and 
a [8], Giri and Chaudhari [9] developed the inventory 
ls with exponential lifetime. Tadikamalla [10] 
oped inventory model with Gamma distribution for 
oration. Covert and Philip [11], Philip [12], Goel and 
rwal [13], Hwang [14] and Venkatasubbaiah et.al 
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ull distribution. Lakshminarayana et.al [18] 
sted inventory models for deteriorating items with 
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exponential, Weibull 
distributions having seconds’

In all these papers, they assumed that the replenishment 
 instantaneous but in produ

nishment is finite. Srinivasa Rao et.al [19] developed
production inventory model with generalized Pareto 

fetime and time dependent demand. Mahapatra and Maity
0], Halim, Giri and Chaudhuri [21] studied the 

roduction inventory models for deteriorating items with
zzy deterioration rate. In these models, they assumed 
at the demand is dependent on stock or on-hand
ventory. Ouyang et.al [22] studied the inventory models 
ith stock dependent demand. Bhowmick et.al [23] 
ggested a continuous deterministic inventory system for

eteriorating items with inventory-level dependent time
arying demand. Jie Min et.al. [24] proposed a perishable 
ventory model with a stock dependent selling rate. They
so considered the demand rate is dependent on the
egative inventory level during the stock out period. Lee 
d Hsu [25] developed a two-warehouse inventory model
r deteriorating items with time-dependent demand.
anna and Chiang [26] developed two deterministic 
onomic production quantity models for Weibull-

istribution deteriorating items with demand rate as a ramp
pe function of time. Tripathy and Mishra [27] studied an
ventory model for weibull deteriorating items with price 

ependent demand and time-varying holding cost. In all
ese papers, they have considered that the demand is a 
nction of either stock dependent or time dependent. 
owever, in many manufacturing processes of 
eteriorating items, the demand is a function of both on-
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hand inventory and time. For example, in Seafood 
processing units, the rate of deterioration is variable and 
time dependent. Hence, in this paper, we develop and 
analyze an inventory model for deteriorating items with 
the a
and f
decay
decay
of on
mode
mode
param
consi
short

2. As

The produ ating items 
g assumptions and 

notations: 

2.1. A

i)  The productio

mmodity is random and follows a 
three 
proba  function of the form       

f(t)=                             

(John

where,  (alpha) is the shape parameter, (beta) is the 
scale par meter and 

ssumption that the lifetime of commodity is random 
ollows a Weibull distribution. The Weibull rates of 
 include increasing/ decreasing/ constant rates of 
. We also assume that the demand is a linear function 
 hand inventory and power pattern demand. This 
l is a general one as it includes several of the earlier 
ls as particular cases for specific values of 
eters.  We have developed two models by 

dering with and without shortages where as with 
ages model is discussed in detail.  

sumptions and Notations 

ction inventory model for deterior
is developed under the followin

ssumptions 

n inventory system involves only one type 
of item. 
ii) The life time of co

parameter Weibull distribution with  
bility density

γ ;t0,βα,,eγ)αβ(t
βγ)α(t1β >>− −−−

          

son et.al,1995) [28] 
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 β
γ (gamma) is the  

loca   param . The Weibull d ution for 
deterioration is assumed since in many  
d in  
d
d
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tion eter istrib

eteriorat g items, the rate of deterioration is a variable
epending on time having increasing / 
ecreasing / constant rates of decay. It is reasonable to 
sume that the deterioration starts only  
ter certain period of life, which is equivalent to γ , 

ence, the instantaneous rate of  h
d

h

eterioration is 

(t) = 
F(t)-1

f(t)
= 

1βγ)αβ(t −− , γt >  

where, F(t) cumulative density function of the 
Weibull distribution.  
This Weibull dist  includes exponential distribution 
as

 is the 

ribution
 particular case when β =1, γ  = 0  
d truncated exponential distribution when β =1. an

ii  
it n
d
iv  
fi
g  is in steady state 
d
v tion of quantity as 
eq

 

D (t) 

i) There is no repair or replacement of the deteriorated
em during the productio  cycle and the 
eteriorated item is thrown as a scrap. 
) The rate of production is governed by supply and is
nite say (R) .The production rate is 
reater than demand rate and system
uring production. 
) The rate of demand is a func
uation(1) 
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yed in this paper are as given below: 
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I(t)  -  On hand inventory at time 
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 bet

τ  (tau)  which constants positive are  
ding on the demand rate. This assumption is 

taking een 

ction and demand. If 02φ,01φ == , the rate of 

d becomes constant and D(t) = τ . 

0 and 0 == τ , the demand rate becomes power 

0= , the demand rate becomes 

 dependent demand. 
n shortages model, short

n
considered

u

an

pattern demand

the linear relationship

. If 2φ

1φ

ogged. During the shortages period, the backlogging 
s the surplus available after fulfilling the on hand 
nd and there is a penalty ( π ) (pi) for not meeting the 
nd. 

otations 

The notations emplo
 Setup cost 
 Unit cost  
 Holding cost of a unit per unit time 
 Shortage cost π

3, T)  -  The total cost of the system per unit time 
shortages model 
otal quantity of items produced per unit time  

 Rate of Production of items per unit time 

γ   -  The time point at which deterioration starts 

1 uction stopped              
t2   
t3  
co
T

  

H
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t     -   The time point at which prod
 -   The time point at which shortages occur 
   - The time point at which the production re

mmences 
    -   Production cycle time 

3. Mathematical Modeling 

 

ere, we have considered a production inventory 
stem for deteriorating items, which is assumed to follow 
e pattern as, described. The production starts when 
ventory is zero and the produced items meet the demand
d deterioration. The production is stopped, when stock
aches to a maximum inventory level and allowed to 
ach zero gradually due to the demand and deterioration.
hortages are allowed and backlogged until some time 
terval and at the same time production starts to clear the

acklogging and the regular demand until stock becomes
ro.    

onsider a production-level inventory model, in which
ortages are allowed. The production starts at time t = 0, 
hen the stock is zero and reaches to a maximum 
ventory level at time t = t1. The time interval is divided
to two non-overlappi g intervals (0, γ ) and ( ,γ t1). 
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During the interval (0 ), the produced items partly meet 
the demand and al ( 1), the produced items 
are partly consum the demand and deterioration 
and excess items are stored. The production is stopped at 
time 
gradu

= t2, the inventory b es zero  Shortages are permitted 

until time t = t3 and production starts at this instant of 
time. During the time period (t3, T), all the backlogged 
shortages are cleared in addition to fulfilling the on hand 
demand and the cycle repeats thereafter. The above 
in

 

Let  denote the inventory level of the system at time t

, γ
during interv

ed due to 

ecom

γ, t

.

 I(t)

t = t1 and the stock level is allowed to reduce 
ally due to the demand and deterioration and at time t 

ventory model is represented in Fig.1. 
Fig.1 The inventory system - with shortages. 
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The instantaneous state of inventory at any time t, during the interval (t2, t3) is 

I(t) =                                                                                                      (9) 

The instantaneous state of inventory at any time t, during the interval (t2, T) is 

I(t) =  ,                                                                                                (10) 

t2 =

( )ttτ  2 − , 
32 ttt ≤≤  

( )( Ttτ-R − ) Ttt3 ≤≤ ,

From the equations (9) and (10), we get 
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TτRRt3 −
                                                                                                  (11)

−
 ,                    

The total production in the cycle time T is 
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The total cost t time K (t1, t3, T) is the sum of ing cost 
per unit time and shortage cost per unit time. 

K(t1, t3, T) =
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l cost per unit time is to be minimized for obtaining the optimal production scheduling policies. For a given t3

3,T) is a convex function of t1, we obtain the necessary condition, which minimizes K(t1,t3,T) with respect to t1 is
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This implies 

( ) ( ) ( ) ( ) ( ) ( ){ }












−−+−−
+

−+
+
−

+−+=
∂

∂ +
+

1β
111

β
1

2
11

1β
1

1
1

31 γtβtγ2tγt
1β

α

2

tφ

1β

γtα
tτR

T

h
R

T

C
  

t

T,t,tK

 

( ) ( ) ( ) ( )( ) ( ){




−
++

−+−
+
−

−
+
−

− +
+

1β
1

2
11

2
1

β
11

12β
1

2

γt
2β1β

2
βtγ2t3t

1β

γt

2

αφ

1β

γtα
 

( ) ( ) }} ( ) ( ) ( )




−









+
−

−+−
+

−
+

−−−−+−
++

+

2

tφ

2β

γt
βtγ3t

2β

γt

1β

αφ
tφγtβtγ3t

3
1

2
1

2β
1

11

1β
112

11
2β

111  







+
+





















−
+−

−








−
+

+−
+−+−+++ 1

n

1

1
1

1β
n

1
1β

n

1

1

β
n

1
β

n

1

1
n

1

1

n

1
2 t

n1

nφ
γt

βnn1

nβ
γt

βn1

n
αnt

nT

rφ γ
 

( )




+−
−















−−−
+

−








−−
−++−++−++ 12β

n

1

1
β

1

β
n

1
12β

n

1

1

2β
n

1

1
2

1β
n

1

1

β
n

1

1 t
βnn1

nβ
γtγβγtt

βn1

n
αβγttαn

γ
 

( )










+
−−









−
+

−










−−−
++++++−+−+ 1β

n

1

11

1
n

1

11

β
n

1

1

1β
n

1

1
1β

1

1β
n

1
22β

n

1

1 t
βn1

n
αφntφβγtt

n1

nαφ
γtγβγt  

( ){




−
+

++−+




+
−















−
+−

−




− ++−+++ 1β
112

2
n

1

1

2
1

1β
n

1
β

n

1

11

β
n

1

γt
1β

α
ttτt

n1

φ
γt

βnn1

nβ
tγ

γ
 

( ) }






+−
−









−
+

+−




+




+−−−
+++

βnn1

βγn
tt

1nβ

n
αntnt

nT

rφ

2

tφ

2

tφ
γt

β
n

1

2

β
n

1

1
n

1

2
n

1

1

n

1
2

2
11

2
211β

2  

( ) ( ) ({




+−−−
+

−−−−














−
+

+














−
+++−+−

βtγ2tγt
1β

1
γttταtt

n1

nφ
tt 11

β
1

β
12

1
n

1

2

1
n

1

1
1

β1
n

1

2

β1
n

1

1  )

( ) } ( ) ( ) ( ) ( ){ } ( ) ( )β1
β

1
2
2

1β
1

1β
2

12β
1

1β
1 γt

1β

1
γtt

2

φ
γtγtγt

1β

α
γt −









+
−−−−+−−−−

+
+−+ +++

 

( ) ( )( ) ( ) ( ) ( ){ }
1

2ββ 1 β 22 2 2 n
1 1 1 1 1 1 1 11

n

αφ r2
3t 2t γ t β t γ 3t γ t β t γ n t

β+1 β+2
nT

++ +    − + − − − − + + − −  
   

 

( ) ( )






+−
−









++−−
+

+




−−−
−+++−+

βnn1

βγn
βγttγtt

1nβ

n
αβγtγtt

12β
n

1

1

2β
n

1

1
β

1

β
n

1

2

12β
n

1

1
β

1
n

1

2  

( ) ( )
















−+−−
+

+










+−+−



−

++++−+−+−+ β
n

1

1

1β
n

1

1
β

1

1
n

1

2
1

22β
n

1

1

12β
n

1

1
β

1

1β
n

1

2 βγttγtt
n1

nφ
tβγtγtt  

( ) ( ) ( ){ } ( )












−
+

−+−−−
+

−−−
+

++−− +++ 2β
111

1β
1

1β
21

2
1121 γt

2β

1
βtγ3tγt

2β

1
γtt

1β

α
tttτφ  

{ }















−

+−
−









+−
+

+








+−−


+−+

−+++++ 1β
n

1

21

1β
n

1

1

β
n

1

21

1
n

1

1
n

1

21

n

1
213

1
2
21 tt

βnn1

βγn
ttt

1nβ

n
αtttn

nT

rφφ
ttt

2

φ1
 



 © 2010  Jordan Journal of Mechanical and Industrial Engineering. All rights reserved - Volume 4,  Number 6  (ISSN 1995-6665) 

 
746 















+−
+

+










+
+++ 2

n

1

1

1
n

1

21
1

β
n

1

1 ttt
n1

nφ
t =0,                                                                        (18) 

 
The t  
K(t1,t   

otal cost per unit time is to be minimized for obtaining the optimal production scheduling policies. For a given t1,

3,T) is a convex function of t3, we obtain the necessary condition which minimizes K(t1, t3) with respect to t1 is 

( )
3

31

t

T,t,tK

∂
∂  = 0. 

( ) ( ) ( )( ) ( ) ( )( ){








−+−−+−+
+

+−−+−=
∂

∂ + β1ββ
1

3

31 γx1βyγxyγx1βx
1β

α
xyyt2xyτ

T

h
R

T

C
  

t

T,t,tK

 

( ) } ( )




−−++


−−+−−

−+ ynxyxtyxn1n

nT

rφ
yx

2

φ
xyφtyx

2

3φ
yγxyt n

1
1

n

1

1
n

1

n

1
221

11
211β

1
 

















 +

+−
−









−





 +−






 ++

+
+

−++−++ 1β
n

1
β

n

1
1β

n

1

1

β
n

1

xβ
n

1
y

βnn1

βγn
yxxβ

n

1
ytyx1β

n

1

1nβ

n
α  















−





 +−






 +

+
+











−





 +−−

++−+−+
yxx1

n

1
ytx2

n

1
y

n1

nφ
yxxβ1

n

1
yt

1
n

1

n

1

1

1
n

1
1

1β
n

1
2β

n

1

1  

( ) ( ){ } ( ) ( ) ( ) ( ) ( ){ }12ββ1β
1

12β1β1β
1 γxγxγtγx2

1β

αy
γxγt

1β

y
ατ +++++ −−−−−−

+
+





−+−
+

−  

( ) ( ){ ( ) }} ( )( ) ( ) 1β1βn

1

n

1
21β1β

1
1 γxγx1βyx

1β

1
n

nT

rαφ
γxγt

1β

xyφ ++++ −+−
















+
+

−−+−−
+

+  

( ) ( )( ) yγx1βx
1β

1

1nβ

n
αxyβyx

n

x
yγty

n

x ββ
n

1
1β

n

1
β

n

11
n

1

1β
1

1
n

1

−












+




++
+





+−







−−

+−++
−

+
−

γ  

( ) ( )
βnn1

βγn
yxβγyxyxβ

n

1
γtyxβ

n

1
γx

1β
n

1
2β

n

1
1β

n

1
1β

1

1β
n

1
1β

+−
−





+−










 +−−






 +−+

−++−++−++  

( )( ) ( ) ( ) 12β
n

1
1β

1
1ββ

1β
n

1

yx
x

1
1β

n

1
γt1β

n

1
γxγx1β

1β

yx −+++
−+

−










 −+−−











 −+−+−+








+
 

( )( ) ( ) ( ) 1β
1

n

1
1ββ1

n

1
1

22β
n

1

γtyx1
n

1
γxγx1βyx

1β

1

n1

nφ
yxβγ +++−+

−−





 +−+−











+
++

+










+  

( )( ){






 −+

+
+−−−











+−










 +

+++ β22
2
12

1

β
n

1
1β

n

1

n

1

γx1βyx
2

1

1β

α
yx

2

yt
yx

2

3
τφβγyxyxyx1

n

1  

( )( ) ( )( ) } ( ) } }}{ yxxyty2x
2

φ
γxxγx1βytγx1β2xy 32

1
311ββ2

1
1β −−+−−−+−−++ ++

 



























 +−






 ++

+
+





−−
















 +−

+
+−

β
n

1

x

t
xβ2

n

1

2

yx

1nβ

n
αxx

2n

t
x2

n

1

2

1
ny

nT

rφφ 2
1

β
n

1

1
n

1
1

n

12
1n

1

n

1
21  



 © 2010  Jordan Journal of Mechanical and Industrial Engineering. All rights reserved - Volume 4,  Number 6  (ISSN 1995-6665) 

 
747















 +

+
+



















−














 −+−






 −+

+−
−





−
+

++
2

n

1

1
2

2
1

β
n

1

1β
n

1

x3
n

1

2

1

n1

yxnφ
1

x

t
1β

n

1
1β

n

1

2

1

βnn1

yβγnx
yx  

 

( ) ( ) ( )(
















−−+


−+−−−++

















−









 +− TtτR

τ

TτR

τ

2Rt

τ

TτRR

τ

tR
tτ

T

π
x1

n

1
t 3

3
22

3
2

3
22

1  )

( ){ }where
τ

,                                         (19) 

tudy 

onsider the case of deriving the economic production 
ity and other optimal policies for a pickle-
facturing unit. Here, the product is deteriorating type 
as random lifetime and assumed to follow a three-

R
y

1 =

Solvi
meth
t1

* an equation (11), t1  and 
t3

* in equation (12), we obtain t2  and optimal production 
quantity Q as Q* respectively.  

4. Case S

C
quant
manu
and h
param
personnel connected with the production and marketing 

an  
p
L
p
R

 and  TτRRt
τ

x 3 −−=

ng the equations (18) and (19), using numerical 
ods, we obtain the optimal production down time t1 as 
d t3 as t3

*. Substituting t3
* in *

*

d the records verified to decide the values of various
arameters.   
et the inventory system with shortages has the following 
arameter values: 

eter Weibull distribution. Discussions held with the 

= 30 units     r = 10 units      τ  = 12 units      h = Rs.10/-         
C = Rs.10/-      A=
n = 3                T= 4
For the a  

 

d ameters are varied 
 

                  
Table   1. Effect of demand and deteriorat  optimal policies – Demand is function of on  - with 
shortages 

PARAM RS OPTIM  POL ES 

 Rs.75/- 
 months    π = Rs.15/- 

ssigned values of deterioration parameters
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)21 φ,φ = (0.1, 0.1), the optimal values of time (t

(
(
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1
*), 

oduction quantity (Q*), total system cost (K*) have been 
etermined. The values of above par

fu serve the trend in optimal policies and the
results obtained are shown in Table 1. 
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e increase in deterioration parameter α has shown 
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Th
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to 0.
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t3
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(Q*, 
Howe rend in total cost 

* 51 to 202.309). 

5. SENS

A
the e
each 
results o
5%, + +

It 
param
produ
mont
(3.353 to 3.360, 3.353 to 3.349 months) respectively. The 
increa ,  (from -15% to +15%) has 

in  
t3  
u

variation effect on 
 

6. CONCLUSION   

y by 
e location parameter in the decay 

nt 

g that 

 it 
dly 

s

model to without shortages (see 
Appendix) by formulating the governing equations and 
obtaining the solutions.  

1
*, t2

*, t3
*) 

roduction quantity (Q) viz., (0.137 to 0.042, 2.373 to 
, 3.370 to 3.416 months) and (23.77 to 21.28 units) 
ncrease in total cost (K*, Rs.197.668 to 200.402) 
ctively. Increase in β results in increase in t1

* (0.173 
259 months), Q* (24.60 to 31.14 units) and K* 
96.487 to 222.720) respectively. Increase in γ results 
ase in all optimal policies. Increase in demand 
eter ( 1φ ) and shortage cost (π) has shown increase 
the optimal policies. The increase in production rate 
0 to 34 units) and unit cost (C, Rs.7 to 11) has 
asing effect on all optimal values of time (t1

*, t2
*, 

production quantity (Q*) i.e. (t1
*, t2

*, t3
* = 0.173 to 

, 2.383 to 2.345, 3.353 to 3.416, 0.449 to 0.084, 
 to 2.370, 3.371 to 3.348 months respectively) and 
24.60 to 21.28, 32.34 to 22.08 units) respectively. 
ver, they have shown increasing t

(K , Rs.196.487 to 200.402, Rs.175.1

ITIVITY ANALYSIS 

 sensitivity analysis has been carried out to explore 
ffect on the optimal policies by varying the value of 
parameter at a time and all parameters together. The 

btained by changing parameters by -15%, -10%. -
5%, +10% and 15% are tabulated in Table 2.        
is noticed that the increase in deterioration 

eters ( )α,β  has increasing trend in optimal 
ction downtime, t1

* (0.173 to 0.193, 0.173 to 0.177 
hs) but mixed response in production uptime, t3

* 

creasing effect on optimal times (t

se in shortage cost π

1
*, 0.087 to 0.246 and

*, 3.281 to 3.414 months), quantity Q  (24.18 to 24.96
nits *

*

) and total system cost K  (Rs.190.6 to 201.268).  
The graphical representation of the parameters 

optimal policies is shown in Fig.2 

• This model considers the delayed nature of deca
considering th
distribution. 

• This model includes increasing, decreasing and 
onstant rates of decay whichc  is   a more general type 

of distribution for decay.  
• In this model, the demand function considered includes 

a spectra of demand patterns like time dependent 
demand, stock dependent demand, constant rate of 
demand, both time and on-hand inventory depende
demand. Hence, this model can be viewed as a 
generalized EPQ, which serves several types of 
demands. 

• This model is also can be generalized by assumin
product under consideration follows a general 
distribution like Pearson type distribution which 
includes Weibull as a particular case. Since, it is 
capable of providing optimal production schedules
can be commercialized by developing user-frien
oftware package which serve as robust model for 

production scheduling and inventory control. '; 
We also reduced the 
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Table-2: Sensitivity analysis of Optimal Policies -Demand is function of on hand inventory and time – with shortages 

Parameters 
Optimal 

Policies 
- 15 % - 10 % - 5 % 0 + 5 % + 10 % + 15 % 

α (
t3

Q

K* 

3.348 

24.

196.

3.350 

24

196

3.352 

24

196

3.353 

24.60 

19

3.356 
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86 

3.358 

196.523 

0.193 

3.360 

5 

t1
* 0.155 0.161 0.167 0.173 0.180 0.1
* 

* 21 

335 

.33 

.389 

.45 

.435 6.487 

24.72 24.84 24.99 
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0.1) 

β (1) 
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* 

t3
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Q* 
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0.1

3.3
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3.3
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0.

3.

2

196

0
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8 
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70 

56 

4.42 

.029 

172 

355 

4.51 

.235 

.173 

.353 

24.60 

6.487 

0.175 

3.352 

24.69 

0.176 

3.350 

24.78 

0.177

3.349

24.84 

197.15

γ (0.01) 

t1
* 

t3
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Q* 

K* 

0.1

3.3
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3.3

2
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2
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3 

73 
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.57 
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73 

53 

4.60 

.484 

173 

353 

4.60 

.485 

.173 

.353 

24.60 

6.487 

0.173 

3.353 

24.60 

0.173 

3.353 

24.60 

0.173

3.353

24.60 

196.49

(0.1) 

t1
* 

t3
* 

Q* 

K* 

0.1

3.3

24.

196.

0.1

3

24

196

0.

3

24

196

0

2

19 196.500 196.519 

 

 

9 

55 

48 

21 

340 

61 

.350 

.33 

.393 

167 

.351 

.48 

.422 

.173 

3.353 

4.60 

6.487 

0.180 

3.356 

24.72 

0.186 

3.358 

24.84 

0.193

3.360 

24.99

196.52

1φ

(0.1) 

t1
* 

t3
* 

Q* 

K* 

0.1

3.3

24.

196.

0.1

3

24

196

0.

3

24

196

0

2

19 196.521 196.569 

 

 

7 

69 

53 

48 

342 

70 

.353 

.51 

.390 

172 

.353 

.57 

.439 

.173 

3.353 

4.60 

6.487 

0.175 

3.354 

24.63 

0.176 

3.354 

24.66 

0.178

3.354 

24.72

196.61

2φ

τ (12) 

t1
* 

t3
* 

Q* 

K* 

0.0

3.4

17.

174.

0.0

3

19

181

0.

3

22

189

0

2

19 203.264 209.733 

 

7 

10 

35 

25 

099 

64 

.407 

.71 

.903 

119 

.380 

.17 

.339 

.173 

3.353 

4.60 

6.487 

0.228 

3.328 

27 

0.283 

3.303 

29.4 

0.339

3.279 

31.8 

215.88

r(10) 

t1
* 

t3
* 

Q* 

K* 

0.1

3.3

24.
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0.

3

24.

196

0.

3
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0

2
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0.175 

196.521 
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7 

69 

53 

48 
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.353 
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.390 
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.353 

.57 

.439 

.173 

3.353 

4.60 

6.487 

3.354 

24.63 

0.176

3.354 

24.66 

0.178

3.354 

24.72

196.61

R(30) 

t1
* 

t3
* 

Q* 

K* 

0.3

3.2

28.

189.

0

3.2

27

191

0

3.

25

194

3

2

19

3

2

1 199.627 

 

 

7 

74 

68 

20 

030 

.299 

98 

.02 

.972 

.233 

327 

.82 

.423 

0.173 

.353 

4.60 

6.487 

0.12 

.378 

3.373 

98.184 

0.071 

3.402 

22.07 

0.027 

3.423

20.83

200.76

h (10) 

t1
* 

t3
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Q* 

K*
 

0.1
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0
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187
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02 

14 
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.130 

93 

.11 

.832 

.153 
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3.4 

.312 

0.173 

.353 

4.60 

6.487 

0.191 

3.335 

25.68 

0.205 

3.317 

26.64 

0.218 

3.299

27.57
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C(10) 

t1
* 

t3
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Q* 
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0.3
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3.3
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0

3.
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3

2

19 199.453 202.309 

 

 

0 

10 

62 

44 

533 

.264 

59 

.15 

.019 

.219 

356 

.89 

.318 

0.173 

.353 

4.60 

6.487 

0.129 

3.351 

23.34 

0.084 

3.348 

22.08 

0.04 

3.345

20.85

205.01

π (15) 

t1
* 

t3
* 

Q* 

K* 

0.0

3.2

24.
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3.3

24
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3.
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2

19 198.193 

 

 

 

87 

81 
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07 

.33 

.704 

.146 
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.45 

4.662 
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.353 

4.60 
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0.199 
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3.395 
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199.788 
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3.414

24.96
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n(3) 
t1

* 

t3
* 

0.1

3.3

0.

3.3

0

3.

0

3  

72 

52 

172 

53 

.173 

353 

.173 

.353 

0.174 

3.354 

0.174 

3.354 

0.175 

3.358



 © 2010  Jordan Journal of Mechanical and Industrial Engineering. All rights reserved - Volume 4,  Number 6  (ISSN 1995-6665) 

 
750 

Q* 

K* 

24.60 

196.608 

24.57 

196.576 

24.60 

196.530 

24.60 

196.487 

24.60 

196.432 

24.60 

196.393 

24.63 

196.356 

A(75) 

t1
* 

t3
* 

Q* 

K* 

0.173 

3.3

24

193.

0.173 

3.3

2

194

0.173 

3.

2

195

0.173 

3

19

0.173 

197.425 

0.173 

198.362 

0.173 

 

0 

53 

.60 

675 

53 

4.60 

.612 

353 

4.60 

.550 

.353 

24.60 

6.487 

3.353 

24.60 

3.353 

24.60 

3.353

24.60 

199.30

All 

t1
* 

t3
* 

Q* 

K* 

0.1

3.3

19.

143.6

0.1

3.3

21

160.

0.

3.

177

0

3

19 21  2 5 

3 

47 

967 

15 

44 

49 

.465 

179 

158 

351 

23 

.915 

.173 

.353 

24.60 

6.487 

0.19 

3.357 

26.239 

5.954

0.208 

3.361 

27.951 

36.298 

.227 

3.367 

29.67 

257.61

 

Fig.2.Graphical re ion o ity anal mportant paramete shortapresentat f sensitiv ysis of i rs –with ges 

 

Appendix 

II (Without Shortages) 

In this section onsider the production level 
inventory
produ
reach
time 
(0,

, we c
 model in which shortages are not allowed. The 

ction starts at time t = 0, when the stock is zero and 
es to a maximum inventory level at time t = t1. The 
interval is divided into two non-overlapping intervals 
) and ( ,γ tγ 1). During the interval (0, γ ), the 

produced  
 
 
 

 
 
 
 
 

items partly meet the demand and during interval ( γ, t
th
an
pr
al
de
ze
re
sh

 

1),
e produced items are partly consumed due to the demand
d deterioration and excess items are stored. The 
oduction is stopped at time t = t

 
 

 

 
 

1 and the stock level is
lowed to reduce gradually due to the demand and 
terioration and at time t = t2, the inventory becomes 
ro. At this time, the production starts again and the cycle
peats thereafter. The inventory model explained above is
own in Fig.3.  
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Fig.3 The inventory system – without shortages 
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     wi dary conditions I(0) = 0 and  I(T) = 0.  
 
By so ry conditions, we obtain the instantaneous state of inventory at 
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I(t) = 
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The instantaneous state of inventory at any time t, during the interval (γ , t1) is 
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Since the production is stopped after reaching maximum inventory level, at any time t during the interval (t1, T) is 
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The production quantity during the cycle time (0, T) is the production rate (R) multiplied by time period of production 
(t1) and i

Q                                                                                                                                                      (7)    
The t g 

cost per 

K (t1,T

1

s given by 
 = R t1                      

otal cost per unit time  K (t1, T) is the sum of the set up cost per unit time, purchasing cost per unit time and holdin
unit time and shortage cost per unit time i.e., 

) =    



 tγ 1hCA +++ 

T

tγ0 1

I(t)dtI(t)dtI(t)dt
T

Q
T

 ,  

By su

+
T

                                                                     (8) 

bstituting the values for I(t) and Q from the equations (4),(5),(6) and (7) in equation (8), we get  
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The a as simplified similar fashion as 
done for shortag

 
By m

to t1, 1

and the optimal economic pr tity Q. Since 
K(t1,T) i
the n

bove equation w
es model.  

inimizing the total cost per unit time with respect 
we can obtain the optimal production start up time t  

oduction quan
s a convex function of t1 for a given T, we obtain 

ecessary condition, which minimizes K(t1,T) is 
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∂
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Solving the above non- linear equation of for t1, by 
using numerical methods, we can obtain the optimal value 

of t1 as t1
*. S btain 

the optimal production quantity Q as Q  = R t1 . 
The results and the pictorial / graphical representations 
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Fig. 4: Graphical representation of sensitivity analysis of important parameters- without shortages 
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As a contribution to the field of strain concentration studies, the coupled influences of Poisson’s ratio and the geometric 
configuration upon the strain concentration factor, defined under triaxial stress state, of notched bars with U-notch, are 
investigated using the finite element method. Circumferentially U-notched cylindrical bars under tension and rectangular bars 
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a single edge U-notch under bending with different notch depths are employed here. The results clearly show that the
on’s ratio has a significant effect on the strain concentration factor, especially for deep and intermediate notch depths. 
hallow notches, the elastic strain concentration factor nearly independent of Poisson’s ratio. However, for any notch
 the effect of Poisson’s ratio becomes prominent with decreasing notch radius. Finally, by fitting the results of FEM
sis, a set of convenient formulas of the elastic strain concentration factor as a function of Poisson’s ratio are introduced. 
 formulas will be useful for any notch depth and radius under the same type of loading employed in the present study. 
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1. Introduction                

Many machines or structural members contain the 
stress raisers in the form of notches, holes, and fillets. In 

rs often the origin of cracks 
nucleating, growing and easily initiating fracture. The 
classical
relati
radiu
publi
from 
based
fractu
irregu
conce
loadi
strain
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shoul
factor
new 
triaxia
conca
from 
hand,
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circumferential groove in a round bar under tensile load, 
the stress concentration factors in the axial and 
circumferential directions are the functions of Poisson’s 
ratio [14]. However, the effect of Poisson’s ratio on strain 
co  
n
o
ra  
h

 
st  
co  
n  
in
fa
ed  
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o  
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2.

Two specimens are employed, as shown in Fig.1 ; 
r static 

tension and rectangular bar with single edge U-notch for 
pure
cy
8
m
m  
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o  
(t
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T
co  
0  
m  
ch
d
th
o  
n  
ar

3. lement modeling 

e eight-node isoparametric 
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st
B
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th  
F
th  
u
u
b
m  
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se

reality, this kind of stress raise

 solution obtained by researchers has a direct 
on with notch geometrical configuration, i.e. notch 
s, the notch depth [1, 2]. All these studies results are 
shed and used for engineering design [3]. Almost 
the earliest time most of the previous works were 
 on the stress concentration factor as a tool to predict 
re of machine elements that contains geometrical 
larities [1, 3 – 6]. The stress and conventional strain 
ntration factors being studied for different types of 

ng and geometries. It has been concluded that the 
 concentration factor is more effective in predicting 
re than the stress concentration factor [7-10. It 
d be noted that the conventional strain concentration 
 has been define under uniaxial stress state, while the 
strain concentration factor has been defined under 
l stress state [7,8]. This new definition expresses the 
ve distribution of the axial strain on the net section 
elastic upto general yielding [7-10]. On the other 
 the conventional strain concentration factor failed to 
ss the real irregularities effect as well as the stress 
ntration factor, especially in plastic deformation. 
ver, the effects of specimen geometry on strain 
ntration factor have not been completely validated. 
 et al. investigated the effect of notch root radius and 
 depth on strain concentration factor for 
mferential U-notch and single edge U-notch under 
 tension and pure bending, respectively [8-10]. 
r three-dimensional problems, i.e. triaxial stress 

 the stress and strain concentration factors may 
ith different material properties such as Poisson’s 

 However, few studied have been done on the effect 
aterial properties on strain concentration factor, 
ially the new one, which has been defined under 
l stress state [8-10]. Moreover, few researchers have 

considering the mechanical properties effect on stress 
train concentration factors. Since both factors are 
imensional factors and as it will be shown later, the 
anical property that affects the stress and strain 
ntration factor is the Poisson’s ratio.   
isson’s ratio is defined as the negative of the lateral 
 divided by the longitudinal strain. Practically, all 
ary materials, which undergo a lateral contraction 
 stretched and a lateral expansion when compressed, 
it a positive Poisson ratio from 0 to 0.5 [11]. The 
on ratios for various isotropic homogeneous materials 
pproximately; 0.14-0.16 for SiC, 0.20 for Concrete, 
0.26  for Cast Iron, 0.27-0.3 for steel, 0.42 for Gold, 
for Magnesium,, 0.33 Aluminum Alloy, 0.42 for 
n, 0.45 for lead, and nearly 0.5 for rubbers and soft 
gical tissues [5, 12-15]. Poisson’s ratio ν has to be 
ved in stress and strain concentrations study 
ally under a three-dimensional or triaxial stress state. 

nfluence of Poisson’s ratio on the stress concentration 
r varies with the geometric configuration. This is 
se the stress distributions depend on the change of 
ement volume and the change of the element volume; 
ds on Poisson’s ratio. For a hyperbolic 

ncentration factor has not studied, especially for the
ewly defined strain concentration factor. Moreover, most 
f the published works have studied the effect of Poisson’s 
tio on the conventional strain concentration factor, which

as been defined under uniaxial stress state [15].   
To this end, the objective of this work is principally to

udy the effect of Poisson’s ratio on the strain
ncentration factor, defined under triaxial stress state, of

otched bars under static tension and pure bending. The
fluence of Poisson’s ratio on the strain concentration 
ctors of circumferential U-notch under tension and single 
ge U-notch under pure bending have been systematically
vestigated by use of finite element method (FEM). A set 

f useful formulae has been obtained with satisfied
curacy by fitting the numerical results. 

 Specimen Geometries and material properties 

Cylindrical bar with circumferential U-notch fo

 bending. For static tension, the length of the 
lindrical bar is 50.0 mm and the gross diameter Do is 

.35 mm. Where as, the rectangular bar has length of 160.0 
m, gross thickness Ho of 16.7 mm, and width bo of 1.0 
m. The computations were performed for under constant

ross diameter. While, the notch depth to was changed in
rder to vary the ratio of notch depth to gross diameter

o/Do) and to gross thickness (to/Ho) from 0.05 to 0.80. 
he notch radii employed are 0.5 and 1.0 mm for all cases.
o study the effect of Poisson’s ratio of the elastic strain 
ncentration factor, Poisson’s ratio has been varied from

.05 to 0.45.  Since the analyses is linear elastic, the
odulus of elasticity (Young’s modulus E ) has been
osen to be 200 GPa. This will affect only the 

isplacement and strains but not the stresses. As a result 
e value of the Young’s modulus will not affect the values 

f the elastic strain concentration factor, because it is a
ondimensional factor, which will be shown later in this
ticle.  

 Finite e

The FE method with th
rilateral element was used in the context of triaxial 

ress state isotropic elasticity for all the computations. 
ecause of the symmetry of the bar, one-quarter of the 
ecimen is modeled for static tension, whereas one half of 
e specimen is modeled for pure bending, as shown in
ig.2. The boundary conditions for every model used in 
e calculations are indicated in the same Figure. A

niform tensile load was applied to the end of the 
nnotched part of the bar for static tension. For pure 
ending, a transverse load F of 1 N/mm was applied at 45 
m from the net section, which is enough to obtain the

otch effect.  
 The accuracy of the finite element analysis models was 

ecked by monitoring the strain distribution on the net 
ction. There are a total of 540 elements and 1667 notes  
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Figure 1. Geometrical properties of the employed specimens: (a) static tension; (b) pure bending. 
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(a) 

(b) 

Figure 2. FEM model of the employed speci s: (a) static tension; (b) pure bending. 
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in the model for static tension, where as 1560 elements and 
4845 nodes for pure bending. It should be noted that 
calculations for pure bending problem have been done 
under the plane strain condition [9]. 

4. Re n factor and 
Poisson’s ratio 

tion factor Kε
T  employed here has 

1999;
consi
gener
incon
sectio
[8]. T

lation between strain concentratio

4.1. Static tension 

The strain concentra
been recently defined under triaxial stress states (Majima, 

 Tlilan et.al., 2005). This definition gives good 
stent results with the axial strain distribution upto 
al yielding, while the conventional definition showed 
sistency with axial strain distribution on the net 
n, as it had been defined under uniaxial stress state 
he strain concentration factor is defined as follows: 

 (1) 

where; (ε )  is the maximum axial strain; i.e. th
axial str
nomi
nomi
state.

z max

ain at the notch root. (ε
e 

z)av is the average or 
nal axial strain on the net section. The average or 
nal axial strain has been defined under triaxial stress 
  

 (2) 

In sing Hook’s law the axial 
strain is transformed to be 

 elastic deformation and u

  (3) 

M e notch root; i.e. the 
maximum axial strain, becomes 

oreover, the axial strain at th

(4) 

Substitute Eq.(3) into Eq.(2) leads to the elastic 
nominal or average axial strain 

(5) 

 
 
 

 
Substitute Eqs. (4)  and (5) into Eq.(1)  gives 

(6) 

It is clear from Eq.(6) that Pisson’s ratio is the only 
facto  
in
st  
th
P
co  
st

F
K
lo
n εx)n [9]; 

r which affects the elastic strain concentration factor 
 addition to local stress values at the notch root and the 
ress distribution on the net section. It should be noted
at the conventional strain concentration factor neglect 
oisson’s ratio effect. This is due to the definition of the 
nventional strain concentration factor under uniaxial

ress state [8].  

4.2. Pure bending 

or pure bending, the strain concentration factor 

ε
PBhas been defined as the ratio of the maximum 

ngitudinal strain at the notch root (ε x
t) max to the 

ominal longitudinal strain on the net section (

 (7) 

 
d  
in  
n
tr

strain is 

This strain concentration factor has been introduced by
efining the nominal longitudinal strain under triaxial state
 elastic deformation as well as plastic deformation. The

ew nominal longitudinal strain considered the effect of 
ansverse stress, which it was neglected in the 
nventional definition. The new nominal longitudinal 

defined as [9]; 
co

(8) 

to
n  
n mation; h t + 
hc ≈ ho, the new nominal longitudinal strain is  

Where; h t  is the current height from the neutral surface 
 the notch root and hc is the current height from the 

eutral surface to the unnotched surface opposite to the
otch root, as shown in Fig. 3. In elastic defor

(9) 
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Under plane strain condition and using Hooke’s law;

 

 

, the new nominal 

longitudinal strain can be rewritten as 
n.r n.r n.r( ) [( ) ( ) ]z x yσ ν σ σ= +

(1

M
writte

0) 

oreover, the maximum longitudinal strain can be 
n as 

(1

which transform
condition 

1) 

ed to following form under plane strain 

(12) 

However, at th ual 
to zero; i.e.(σy)nr=0.0 (Tlilan et.al., 2006) , therefore 

 
e notch root the transverse stress is eq

(13) 

Substitution of Eq.(10) and Eq.(13) into Eq. (7) leads to 

(14) 

Rearranging the previous equation gives the elastic 
strain concentration factor for pure bending 

 (15) 

It has shown that  

Th
Poiss
This  shown by the conventional 
definition, which is essentially attributed to the definition 

of the strain concentration factor under uniaxial stress state 
(Tlilan et. al., 2006). 

5. Results and discussion 

5.1. Static tension 

ying Poisson’s ratio on the elastic K T 
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can be proposed. As a results, Tables 1 and 2 give the 

ained for elastic K ε
T  as a function 

5

 
(K  
P
g
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v
o  
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≠  

is indicates that Eq. (15) clearly showed the effect of 
on’s ratio on the elastic strain concentration factor. 
effect can not be

h

The effect of var ε
the employed notched bars is shown in Figs. 4, 

spectively. In each of these figures, the elastic K ε
T are 

resented for nine different values of Poisson’s ratio, i.e. ν
 0.05, 0.1, 0.15, 0.20, 0.25, 0.30, 0.35, 0.40 and 0.45. The 
ariations of K ε

T with the ratio of notch depth to gross 
iameter (td o /Do) are shown in Fig. 4. It is shown that the 
ariation of the strain concentration factor depends on 
oisson’s ratio for all notched bars employed. This is 
rominent in the range 0.20 < to /Do ≤0.80, as shown in
ig. 4. Actually, the elastic Kε

T increases with increasing
oisson’s ratio for notches with 0.20 < t o /Do ≤0.80 and
e intermediate notch depth has the maximum elastic Kt ε

T 

r all Poisson’s ratio values and notch radii employ
 the former set of figures, Poisson’s ratio influences

e elastic K ε
T curve only on its magnitude. As a result,

e variation in the elastic K ε
T with Poisson’s ratio is not

ear, especially for deep and shallow notches. In order to
arify the effect of the Poission’s ratio, the elastic K ε

T is
lotted in figures 5 - 15 as a function of Poisson’s ratio ν 
r each of the notch depths and radii values used in the 
vestigation. For the same notch depth, there appears to

e a trend towards increasing K
i

ε
T with an increase in ν or

.20 < t o /Do ≤0.80. Further, the trend appears to be
reater for the all notch depths at ρ = 0.5 mm than for
ose at ρ = 1.0 mm. However, the elastic Kε

T becomes 
early constant or slightly decreases with increasing ν for

hallow notches (0.05 < t o /Do ≤ 0.15).  
Generally, it is believed that if notch depth is constant

e effect of Poisson’s ratio is not very large. In the above 
entioned results, it is found that for deep and 
termediate notch depths under tension the effect of
oisson’s ratio can not be negligible. However, for shallow 
otches under tension, the effect of ν is not very large. 
herefore, the effect of a negative Poisson’s ratio can 
fectively enhance the deformation capability in the 

eformation of materials, which is vital to the fracture
ech

t

anics of a lot of machine elements, especially when it
ntains irregularities. 
In the finite element results mentioned above and by 

rve fitting; a convenient 7th order polynomial formula

polynomials that are obt
of  ν: 

.2. Pure bending 

The elastic strain concentration factor under bending

ε
PB) variations with notch depth (to /Ho ) for different

oisson’s ratios are shown in Fig. 16. It is obvious that the 
eneral trend of the variation of Kε

PB with to /Ho is 
dependent of Poisson’s ratio. Actually, the elastic Kε

PB

creases with increasing to /Ho and reaches maximum 
alue at to /Ho = 0.2 for Poisson’s ratio of 0.45. On the 
ther hand, the maximum elastic Kε

PB occurs at to /Ho =
.25 for Poisson’s ratio values less than 0.45. The
oisson’s ratio effect is prominent in the range where 0.05
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< to /Ho ≤ 0.5. This means that the elastic Kε
PB is nearly 

independent of Poisson’s ratio for deep notches, i.e.  to /Ho 
> 0.5. The smaller the notch radius is, the larger the effect 
of Poisson’s ratio on strain concentration factor is.  

Fi
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figures 1
Poiss
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elastic 
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stress
effect
The s
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types
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elastic strain concentration factor slightly increases 
with increasing Poisson’s ratio values for to /Ho = 0.05, 
0.1, and 0.15. 

3. For all loading types and notch geometries employed, 

ctor is more pronounced in extremely 
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gures 17 - 26 show the relationship between the 
c Kε

PB and Poisson’s ratio (ν). As it can be s  

ra

7 - 26 show the dependence of the elastic Kε
PB on 

on’s ratio values. For notches with 0.2 < to /Ho ≤ 0.8, 
lastic Kε

PB gradually increases with increasing ν and 
es maximum values at ν ≈ 0.3. After that, the elastic 
shows a slight decrease with increasing ν. On the 

 hand, the elastic Kε
PB increases with increase in ν for 

allow notches, i.e.      to /Ho = 0.05, 0.1, and 0.15. 
trend is independent of notch radius. However, for the 
 notch depth and Poisson’s ratio, as it can be seen in 
s 17 – 26;  the elastic Kε

PB increases with decreasing 
 radius.  

gives an empirical expression for the 
Kε

PB as a function of ν, which is obtained by fitting 
EM results for all notch depths and radii employed. 
fore, the empirical expression can be used 
niently in elastic Kε

PB prediction of single edged U- 
ed bars with various notch geometries and different 
d of ν. 

6. Conclusions 

ing three-dimensional FEM analysis, the effect of 
n’s ratio on the elastic strain concentration factor, 

ed under triaxial stress state, of a notched bars for 
ent specimen sizes and different loading types have 

evaluated. Taking the advantage of a recent 
lation of the strain concentration factor under triaxial 
 state, which is suitable for expressing the actual 
 and stress distributions in the vicinity of notches in 
ine elements. On the other hand, the conventional 
concentration factor has been defined under uniaxial 
 state, which neglects or can not predict the actual 
 of the Poisson’s ratio on the strain concentration.  
hown results in this work lead to the conclusion that 
on’s ratio has a significant effect on the elastic strain 
ntration factor for the geometries and, treated loading 
. According to the present study the following 
usions are drawn: 

1. It is established in this work that for axially loaded 
members and for the selected geometry treated, the 
values of the elastic strain concentration factor 
appreciably increases with increasing Poisson’s ratio 
for notches with 0.20 < to /Do ≤0.80. However, the 
elastic strain concentration factor is nearly constant or 
slightly decreasing with the increase in the Poisson’s 

tio for shallow notches, i.e. 0.05 < to /Do ≤ 0.15.  
2. For pure bending, the elastic strain concentration fa

increases and attains a maximum value, then it 
decreases as the values of Poisson’s ratio increase for 
notches with 0.2 < to /Ho ≤ 0.8. On the other hand, the 

the effect of Poisson’s ratio on the elastic strain 
concentration fa
deep and intermediate notch depths than that for 
shallow notches.  
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Figure 3. Initial and current contours for pure bending. 
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(b) 

Figure 4. Effect of Poisson’s ratio on the variation of el ic K
T with notch depth: (a) o = 0.5 mm; (b) o = 1.0 

mm. 

 

 

 

 

 

 

 

 

 

 

 

Figure 5. Variation of the elastic K
T  Poisson’s ratio for to/Do = 0.80 
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Figure 8. Variation of the elastic K
T with Poisson’s ratio for to/Do = 0.50 

Figure 9. Variation of the elastic K
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Figure 10. Variation of the elastic K
T with Poisson’s ratio for to/Do = 0.35 

Figure 11. Variation of the elastic K
T with Poisson’s ratio for to/Do = 0.30 
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Figure 12. Variation of the elastic K
T with Poisson’s ratio for to/Do = 0.20 

Figure 13. Variation of the elastic K
T with Poisson’s ratio for to/Do = 0.15 
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Figure 14. Variation of the elastic K
T with Poisson’s ratio for to/Do = 0.10 
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Figure 17. Variation of the elastic K
PB with Poisson’s ratio for to/Ho = 0.80 

 

Figure 18. Variation of the elastic K
PB with Poisson’s ratio for to/Ho = 0.70 
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Figure 19. Variation of the elastic K
PB with Poisson’s ratio for to/Ho = 0.60 

 

Figure 20. Variation of the elastic K  with Poisson’s ratio for to/Ho = 0.50 
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Figure 21. Variation of the elastic K

Figure 22. Variation of the elastic K
PB with Poisson’s ratio for to/Ho = 0.30 
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Figure 23. Variation of the elastic K
P with Poisson’s ratio for to/Ho = 0.20 

 

 

 

 

 

 

 

 

 

 

 

Figure 24. Variation of the elastic K
P with Poisson’s ratio for to/Ho = 0.15 
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Figure 25. Variation of the elastic K
P with Poisson’s ratio for to/Ho = 0.10 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 26. Variation of the elastic K
P with Poisson’s ratio for to/Ho = 0.05 
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Figure 26. Variation of the elastic K
P with Poisson’s ratio for to/Ho = 0.05 
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Table. 1. Polynomials resulting from curve fitting of the FEM results for static tension and o = 0.50 mm. 

 

Table. 2. Polynomials resulting from curve fitting of the FEM results for static tension and o = 1.0 mm. 

  [mm] 
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t

D
 

TK o [mm]  Equation  

0.80 

0.70 34.30290.88128.6948.797

0.60 3.1041.41912.824044.743211.89620.81933.28603.86 

0.50 3.4230.390519.302 769.72072.12914.41624.4 

0.40 3.60971.93076.556 284.26731.44989.55578.6 

3.6911.63551.798316.0364.5603137.   54 

3.70243.055830.422278.71134736 .2 3047.8 

3.74380.81185.8816 .749171.74376.77419.36177.33 

0.20 3.64192.652929.416 4.71209.53208.34435.32489.1 

0.15 2.262029.017 0.071301.73613.55207.33034.8 
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Table. 3. Polynomials resulting from curve fitting of the FEM results for pu o 50 mm. 

m] 

re bending and   = 0.

o

t

H
  Equation 

PBK     [m

0.80 2.18080.47311.87328.328619.4227.7943

0.70 2.60430.41110.02890.67168.45782.4607

0.60 2.95850.97214.884224.89863.28137.948 

0.50 3.26072.849927.2900149.6374.15318.87 

0.40 3.61450.71441.3666 9.536527.344054.0540 

0.30 3.86220.52335.031928.97280.831101.85 

0.20 3.95530.58414.363821.64460.39367.795 

0.15 3.89360.65632.49269.085625.74526.355 

0.10 3.68340.79700.80837.281712.24410.568 

0.50 

0.05 3.18140.48980.819516.460913.18212.716 

 

 

Table. 4. Polynomials resulting from curve fitting of the FEM results for pure bending and o = 1.0 mm. 
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H
  Equation 
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0.80 1.68910.019561.39725.10144.03762.0317

0.70 1.9590.028722.665114.38828.24519.385

0.60 2.17941.07179.799153.782135.78117.03 

0.50 2.40961.255911.10460.313150.83127.49 

0.40 2.61571.4347 12.54568.542170.4143.49 

0.30 2.80071.21228.877648.666118.1394.871 

0.20 2.90630.63691.23498.099316.9978.4134 

0.15 2.88720.42171.14113.921711.87113.335 

0.10 2.76870.42550.19141.40821.78422.0502 

1.0 

0.05 2.45100.25420.176010.83971.53342.6662 
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ate the computer aided design (CAD) databases into 
facsimiles of concept designs to help with production 

ing shapes using selective material-additive 
sses has a far-reaching advantage; the creation of 
geneous stru

ure. Fabrication of heterogeneous structure is so 
rtant that it enables the realization of new and 
lex designs. The layered manufacturing (LM) 
sses consist of two-step methodology. The first step 
decompose the 3D CAD model of the object into 

-sectional layers, and the second step is to use 
ial additive processes to physically build up these 

s and form the object (CAM) [5]. 

 are many different technologies of object modeling 
apid prototyping. Each of them has its advantages 
the other technologies and has its lim
s the door still opened for more research in this field. 

paper is mainly talking about the main technologies 
oped for object modeling. The characteristics and 

 are described in section 2. 
on 3 contains two examples of the applications of two 
t technologies. And since the object modeling is the 
step of object manufacturing, this paper is talking 
y, in section 4, about the rapid prototyping 
ologies the second and final step in the 
facturing of an object. Section 5 describes the 
tages and limitations of the modeling and RP 
ologies, the discussion of these advantages and 
tions and the need for new technology and future 

tions of research is in section 6. Finally, the 
usion is stated in section 7. 

r Aided Design Models for

the computer Aided Design models for 
ogeneous objects have passed through:   

y Representation of Polyhedral 
ogeneous Solids 

er of Feito and Torresp
l for the boundary representation (B-Rep) of 
edral heterogeneous solids based on a theoretical 
l of graphic objects. The theoretical model is the 
ic object algebra, with which they managed solid 
ling by enumeration, sweeping and CSG.  

ts and solid models for heterogeneous objects, which 
represented by CSG and B-rep. They described the 
ogeneous general polyhedron, manifold and non-
fold, with and without holes, using the algebra. 
larized operations in the algebra are the 
alization of Boolean regularized operations in solid 

eatment of the most important solid modeling methods. 
his paper had presented a formulation of solid modeling
ased on the concept of graphic algebra. Feito and Torres 
ad defined regularized operations and they proved which
roperties give the algebra of graphic objects a structure of
ector space and Boolean algebra. This helped them so
uch to obtain a simple implementation. In this paper, the
istence of simple objects as a generator system had been

roved, which allowed them to obtain any polyhedral
bject starting from surplices [6]. 

his method presented in this paper is limited to
olyhedral heterogeneous solids, which means it cannot be 
eneralized for all heterogeneous o

.2 Integrating the Material Information Along with 
e Geometry Topology in the Solid Model 

ta (1997) proposed a new approach for 
odeling and representation of heterogeneous objects
is paper they presented an approach to
present heterogeneous objects by integrating the material 
formation along with the geometry topology in the solid
odel. They defined new modeling operations for creating 
d manipulating heterogeneous models and to
mplement traditional modeling operations. More over,
ey addressed the issue of computer representation of 
ese new models [7]. 

y modeling and representing heterogeneous objects, they 
ferred to the creation
ll information about the geometry, topology and
aterial. Which means this paper had taken into
nsideration both the geometry and material information?   

he word ‘geometry’ had been used to refer to both the 
eometry and the topology of the object. But in this paper 
umar and Dutta focused on modeling heterogeneous
bjects by including the variation in composition along
ith the geometry in the solid model. Modeling and 
presenting the microstructure of the heterogeneous 

bjects is a complicated problem and is beyond the scope 
f this paper. 

odel. Firstly, a valid mathematical model has to be
eated which precisely and fully describes the shape of 
e object. Then, the generated mathematical model has to

e stored in the computer unambiguously with minimal
ss of information. 

 this paper, they de
eterogeneous objects. A new mathematical model for
eterogeneous objects was proposed, and a computer 
presentation for the proposed model was developed.  

umar and Dutta had used r-sets as the basis
presenting the geometry of the heterogeneous objects, 
d found that Rn endowed with a vector space structure, 

 a suitable mathematical space for defining the material
mposition, with each dimension representing one 

articular primary material. The appropriate mathematical 
ace to model heterogeneous objects is the product space
 =E3 * Rn. Specifically, the material points are restricted
 lie in a subset of Rn called the material space V. The rm-
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object is defined as the mathematical model for 
representing heterogeneous objects and is termed the 
heterogeneous solid model. The geometry of the object is 
captured by r-sets and the material variation is specified in 
each 
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In fabrication  only the data structure 
re
fa
m
v  
modeling method must decompose the interior of the 
o
in
d
so  
h  

a 

r-set by material functions.  

he application mentioned in this paper, the 
geneous objects have material variation in only one 
ion, which is across the thickness or the interface 
n, and the commonly used distr
ese objects, is the power law. 

 be clearly seen in this work that new model (rm –
t) for representing heterogeneous objects was 
sed. But the rm –set is not general enough to model 

eneous objects, and hence, a heterogeneous solid 
l, termed as rm –object, was defined as a set of rm –
(Pi, Bi)} which are geometrically interior disjoint 
re minimal. The rm–sets capture different regions of 
bjects whose material can be discrete (constant) or 
ng continuously.  

work came at a time when all current solid modeling 
iques model physical objects by representing their 
etry and topology. Th
e heterogeneous objects because they do not 
citly represent the object interior. On the other hand, 
clude material information of an object this paper 
sed solid modeling schemes for heterogeneous 
ts by expanding beyond geometry/topology 
entation (based on r-sets). 

ar and Dutta had presented another paper in 1997 in 
 they proposed a solid m

 graded objects by extending beyond geometry 
pology representation based on the r-sets, to material 

tion in the object. The computer representation of this 
l was built on the existing B-Rep scheme, which 
 it easy to be adapted in the solid modeling systems.  

ar and Dutta had a third paper in 1997 that has an 
ach to modeling multi-material objects. In this paper 
mathematical model is proposed which extends the 
y of r-sets and regularized Booleans to include the 
ial information besides the topology and the 
etry. This enables the r-set classes to model objects 
 of a finite number of materials. To facilitate the 
on and the manipulations of such models, the 
ial based Boolean operations were defined. 

 be clearly seen that the rm-classes and the m
operations encompas es the earlier theory 

e r-sets and regularized boolean proposed in the 
ous papers. The main advantages of this modeling 
e are that it can be built on top of existing solid 

lers. 

ct Design and Fabrication 

is a paper for SUN Wei (2000),
e CAD modeling system is presented based on non-

fold topological elements. Material identifications are 
ed as design attributes introduced along with 
etric and topological information at the design stage. 
rding to the associated material identifications in the 
oped multi-volume modeling system for 
ogeneous object extended Euler operation and 

 applicable to model homogeneous 
ructure because the features are defined and interpreted
y assuming th

t

efined fabrication processing. Further more, techniques 
sed in most rapid prototyping systems are based on the 
ncept of material addition. The database in STL file
nverted from solid CAD model only contains geometric
formation. Therefore, feature-based design modeling is 

ot suitable for heterogeneous structure fabrication. And
, research on multi-material and multi-attribute CAD 
odeling has become a recent focus. 

his paper presents the salient features of the multi-
olume CAD modeling useful to construct heterogeneous 

aterial information is defined as design attributes and
troduced along with geometric and topological
formation at the design stage. Extended Euler operations 
e used with reasoning Boolean merging and extraction 

peration to manipulate the design information.  

o, future work should focus on developing this approach
 include the formation and construction of a hierarchical
ructure to link feature-based design with non
eometric modeling. Application of the model to solid
ee-form fabrication and developing advanced control
gorithm tailored for the heterogeneous-material 
odeling information will also need to be pursued. 

.4 Modeling and Designing Functionally Grade

omposition Control 

his is a paper for Jackson et. al. (1999), it prese

mposition. Their approach is based on subdividing the
lid model into sub-regions, such that each region has its 
sociated analytic composition blending functions. The

lending functions had been used to define the
mposition throughout the model as mixtures of the 

rimary materials available to the Solid Free Form (SFF) 
achine.  

his paper 
are based on one of the three different 

asses of solid modeling methods: Decomposition 
odels; Constructive Solid Geometry (CSG); or Boundary 
epresentation (B-rep). Each has its merits, but their 
rrent implementations in the CAD/CAM industry do not 
sily permit manufacturing parts with Local Composition
ontrol (LCC). 

with LCC not
presenting all of the relevant information for its 
brication must be established, but also solid modeling 
ethod must go one step further and represent smoothly 

arying compositions. To be able to do this, an FGM solid

bject into simpler sub-regions, each of which references 
formation about the composition variation over its 

omain. This goal had been accomplished by using FGM 
lid modeling method based on a representation known as
e cell-tuple data structure, which had been developed in
prototype form. 
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In traditional cell-tuple structure, a model M is 
decomposed into a set of cells C with each cell ck 
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n the cell-tuple structure, composition information as 
s geometric information is associated with each cell.  
s paper approach, they had simplified the problem by 
ning with models subdivided into tetrahedral meshes, 
itting the use of standard meshing algorithms to 
rt traditional solid models to their cell-tuple 

sentation. However, Jackson et. al. see that their 
od of subdividing the models is not the optimum, and 
ods for efficiently subdivide models into optimal sub-
ns remains an open issue. 

paper opens the door for future work in many 
ble directions in the area of FGM modeling. These 
e implementing a larger libra

design and visualization methods, and establishing 
ent and logical methods for subdividing traditional B-
odels into sub-regions of graded composition. 

 Computational Approach to Multi-Material Solid 
Form Design Using Simulated Annealing 

mputational model using the space-filling technique 
eveloped by Khandelwal and Kesavadas to arrive an 
um way of designing such prototypes. Simu
aling was successfully implemented for this problem, 
 has ill-behaved objective function and non-convex 

n space characteristics. Although the computational 
odology for building such multi-material SFF parts 
een demonstrated successfully in this paper, but the 
are implementation requires more research. 

ltiple Material Objects: from CAD 

nformation about the materials of the objects that the 
 system is used for the design work cannot be 
ed in the contemporary CAD systems. That the 
ction engineer usually supplies this information at 
computer aided manufacturing stage. But this 
gement is inadequate in the rapid prototyping 
iques even it allows multiple material objects to be 
ced. 

e for representing multiple material objects in the 
system. That is multiple material objects could be 
ated in RP machine by building the material tree of 
bject in the CAD system’s data structure, then the 

ation is extracted from material tree, and a modified 
n of the STL file format is outputting to the RP 

ines. 

ling multiple material objects. Their approach 
porates the representing of the material information 
he representing of the geometry and topology of the 
t. The object is decomposed into multiple cells such 
each cell containing one type of material.  

er hand, Chiu and Tan (2000) had proposed an 
ative representation scheme for manipulating 
ple material objects. They used material tree structure 
resent multiple material objects, and so there is no 
to subdivide into multiple cells for storing material 

he modified STL file is a tree structure. By grouping the
cets belonging to the same material boundary together, 
 integer representing the material index of that material

oundary is a
rangement of the groups of facets in the file is according
 the material tree of the object. The number of the facets
ntained in the modified STL is sharply increased
mparing to that of the original file, because as the 
aterial boundary surfaces are added into the geometrical
odel, more facets are formed. 

.7 ‘Source-Based’ Heterogeneous Solid Modeling 

urce’ is proposed in the paper of Siu and Tan (2002

 the ‘source-based’ modeling scheme, the object is 
ting as a container that is used to keep the material 
mposition information. The content of this containe
fected only by the ‘water-tap’, which is termed as the 

rading source. Which means that the geometry of the 
bject itself is not affected by modeling of the material
rading? Hence, the modifications of the material grading 
ch as shifting, deletion and re-assignment can be done 
ithout the rearrangement of the object geometry. 

he field of grading is formed when a grading source is
signed to a reference and the Euclidean space E3

ccupied by the grading source. Material grading occurs in
e intersection between the object and the grading
urces, and according to the material distribution function

d) three grading regions and new defining operators can 
e defined.  

iu and Tan (2002) believed that based on their modeling
heme; ther
mplicated systems for modeling operations between the
ntainers (heterogeneous objects). To give a larger 
odeling flexibility to the system, they should take into
nsiderations a larger variety of ‘grading sources’ and the 
mpromised solutions between the different grading
urces after Boolean operations on the containers. Further 
ore, a modified sliced format which supports material 

istribution function needs to be addressed thoroughly. 

iu and Tan came back again in 2002 to present new pa
iscussing the scheme for modeling the material grading
d structures of heterogeneous objects. In this work they
cused on discussing an enhanced heterogeneous solid
odeling scheme that has the capability to incorporate 
ructure information such as the dimensions and 
rientation of fiber reinforcements within the 
eterogeneous object. On fabrication, a contour 
bdivision algorithm is used to discretize the material 

ariation in each slice of the heterogeneous object.  

paper, a modeling scheme
r heterogeneous objects with structure variation in the

imensions and orientation had been described, but in this 
udy, only 1D orientation variation had been considered.  
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2.8 Physics-Based Design of Heterogeneous Objects 
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The aim of the adaptive slicing is two folds, the 
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D
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ch is physics based. By specifying the material
tion constrains the designer can guide the design
ss in this method. Only few parameters has to be 
by the designer, which have the physical meaning, to 
 control for material composition. The material 
rty variation is directly conceivable to the designer 
g the control process. 

plications of the Computer Aided Design Models 
eterogeneous Objects 

cations of the heterogeneous objects modeling: 

esign of Heterogeneous Turbine Blade 

t 
is paper presents a new approach fo

 design, which ties B-spline representatio
e blade to a physics (diffusion) process.  

mathematical formulation of the approach includes 
 steps: using B-spline to represent the turbine blade, 

ion to generate material com
tion, using finite element method to solve the 
rained diffusion equation. The implementation and 
ple presented to validate the effectiveness of this 
ach for heterogeneous turbine blade design. 

 
eterogeneous Flywheel Modeling and 

is a paper for Huang and Fadel in 20
w to apply

iques to two different kinds of flywheels, the first one 
sting of finite number of distinct materials and the 
 consisting of two or more primary materials with 
nuous volume fraction variation (gradient materials). 
 also developed the corresponding cell-based and 
-function-based multi-objective optimization 
ods. These multi-objective optimization methods can 
tended to the multi-objective optimization design of 
 heterogeneous objects. 

conclusion of this paper, e 
ling methods could be applied successfully in 
ogeneous flywheel modeling. 

ing modeling techniques proposed by Kumar and 
; modeling of heterogeneous objects consisting of a 
 number of distinct uniform materials (HD), and 
ling of heterogeneous objects consisting of two or 
 primary materials with continuous material variation 
. 

odeling methods had been applied successfully 
eterogeneous flywheel modeling applications. 
ared with cell-based approach, the basis-function 
 approach gives more smooth material and stress 
ions and saves computational time. However the cell-

 Rapid Prototyping Techniques 

1 Direct Photo Shaping Solid Free Form Fabrication 

entura et. al. had presented a n

PS). In this technique, the visible digital light projectio

rable ceramic dispersions (ceramic powders in photo-
olymerizable liquid monomers) by flood exposure. 

irect photo shaping is a multiplayer fabrication process
eveloped by SRI International. This process is based on
yer-by-layer photo-curing of polymerizable compo
rable by visible light. 

entura et. al. had proposed many advantages for DPS,
om these advantages: 
• Since each layer is

will get fast build up time, and so we can cure the 
entire profile at onc

• Minimum number of steps that is no post-processing 
after the fabrication of each layer is needed. 

• Low cost. 
• High resolution. 

 
4.2 Solid Free Form Fab
Laser Decomposition 

his is a paper developed by Jakubenas et. al. in 19
s about the Seleclk

ALD) as a gas phase solid free form fabrication
proach to the shaping of materials without part specific 
oling. SALD uses a laser beam to create a localized 

eated zone on a substrate-surrounded by a reactant gas.  

s indicated in this paper, SALD using multiple gas 
recursors presents the potential for controlling bo
mposition and microstructure in a defined shape for a 
ide range of materials. However, the work presented by 
kubenas et. al. does not exhaust the potential of SALD 
r multiple materials deposition. So, there still are many
portant issues to be examined to emphasize additional
pabilities of the process. 

 

ayered Manufacturing 

umar et. al. (1999) focu
eterogeneous objects for fabrication using LM. It is 
sumed that an appropriate build direction (set to be z-

irection) has been chosen.  

imensional Control and the Positional Control. 
imensional control achieves user specified quality in the 
ast build time. The user specifies the surface quality as
e maximum allowably cusp height for the LM model. By

sing one of the following strategies the positional control 
sures the validity of the LM model with respect to the

ominal shape. The first strategy is the ‘excess deposition’,
 which the LM model completely encloses the nominal
lid model (i.e., cusps lie outside requiring the excess 
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material to be removed). In the Alternative strategy 
‘deficient decomposition’, the LM lies completely within 
the nominal solid model (i.e., cusps lie inside requiring a 
filler material).  
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5. Selection of the CAD Modeling and the RP 
T
 

th  
2  

s paper, they had described a procedure for adaptive 
g of heterogeneous models to achieve dimensional 
ositional control of the LM part. The dimensional 

ol was achieved
eometry and the material information. The geometry 
s the curvature of the user specified surfaces along 
uild direction, whereas the material information 

s the material variation along the build direction. 

ar et. al. see that layer generation for a heterogeneous 
t is a complicated problem and there are several 
es exist which are dedicated by the positional control  

. They had discussed the appropriate strategies 
ese choices in their paper, and presented an algorithm 
ummarizes the procedure.  

s paper, Kumar et. al. did not consider the material 
tion and the material variation for generating the 
aths. A generic procedure for

eterogeneous layers must consider both the material 
tion and the geometry resolution of the process. 

 Computational Approach to Multi-Material Solid 
Form Fabrication Using Simulated Annealing 

paper is by Khandelwal and Kesavadas, it a novel 
pt for rapidly building SFF parts by inserting 

cated inserts into the fabricated part. To determine 
eal placement of inserts/cores in the CAD model of 
art being prototyped, an algorithm was developed 
 the heuristic optimization technique called Simulated 
aling. 

approach has many advantages, that it will allow 
ners to build m
typing (RP) technique. More over, by using cheaper 
bricates instead of costly photopolymers, the 
ction cost of the SFFs can be reduced, and it will 
 in reduction in the build up time, and so efficient 
ine utilization. 

otyping suggests that the 
the fact is that it is still a very slow and 

cient process, as the authors say. RP is an adaptive 
ique where layer upon layer is built progressively 
the entire part is completed. Build-up time is often 
 function of the geometric complexity of the part, but 
f the volume and height of the part. 

d choice of materials is available. Most of the RP 
iques use photosensitive polymer resins. 

Free Form Fabrication Using 
olithography 

ologies is stereolithography. The basis of the 
lithography is the formation of polymer from a 
sensitive monomer resin when it is subjected to 
iolet light.  
purpose of the paper presented by Lange and 
nani (1994) is to present information on how the SSF 

yer-by-layer solidification of the resin. The cure depth 
epends on three factors, the laser power, beam diameter
d the type of the resin used. 

 
.6 A Comparison of Rapid Prototyping Technologies 

ham and Gault had presented

nown up to that day. Their paper included comments o

ham and Gault (1998) had divided the RP technologies 
to two main categories, that involves the addition of the
aterial and those involves the removal of the m
ruth (1991) had divided the material accretion
chnologies according to the state of the prototype
aterial before part information. Pham and Gault to
clude new technologies had adapted Kruth’s 
assification. In this classification, the material addition 
n be divided into three main categories, according to the 
ate of the prototype material before part information, 
quid, discrete particles and solid sheets. The liquid may 
e solidification of a liquid polymer, solidification of an
ectro-set fluid (ES) or solidification of molten material. 
he solidification of a liquid polymer may be point by
oint (SL, LTP, and BIS), layer-by-layer (SGC) or
olographic surface (HIS). On the other hand, the
lidification of molten material can be point by point 
PM, FDM, 3DW), or layer by layer (SDM). 

hen the state of material is discrete particles, it can be 
ated by one of two methods, fusing of partice
LS, GPD), or joining of particles with a binder (3DP,

F, TSF). And finally when the state of material is solid
eets it can be treated by bounding of sheets with
hesive (LOM), or bounding of sheets with light (SFP). 

ham and Gault (1998) had summarized the main featur

mmercial technologies and the other for the technologies
ill being researched. They found that the most accurate is 
e dual-jet BPM1 machine, but the maximum part size is
all. The cheapest systems are the LOM3 machine and

e entry-level DM system. However, LOM3 system has a
rawback that parts produced are ‘tacky’ and so need
anual assemblage. Also the low-cost DM machine has

isadvantages, that its work envelope is small and it cannot 
anufacture shapes as complex as those created using the 
aterial accretion technologies. 

 a quick guide for selecting RP processes. The selection
 based on many factors, the end use of the part, the part
ze, the accessibility of the features, whether the part is
ollow or not, the accuracy of the part and its strength. 

 
echnologies 

Table 1 shows the main advantages and limitations of 
e most recent CAD modeling techniques, whereas Table

 shows most recent RP technologies, that Pham and Gault
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(1998) had compared the RP technologies up to 1998, and 
summarized their detailed results in tables [3]. 

 

 
Table 1. Comparison of the advantages and the limitations of the most recent CAD modeling technologies 
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-Application of the model to solid free-
form fabrication and developing 
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Fabrication with Local Composition 
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ot 
timum 

rol 

sents an approach to modeling a 
rt’s geometry

Method of subdividing the models is n
the op

A Co
Mate  Free Form Design 
Using Simulate

-al  to build multi-material 
prototypes  
-reduction of
-re
-ef
 

-No hardware Implementation 
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Table 2. Comparison of the advantages and the limitations of the most recent RP technologies 
 

 
RP Technology Advantages Limitations 

   

Direct Photo Sha rm 
Fabrication 

-Since each lay  by flood 
exposure, we will get fast build up time, 
and so we can cure the entire profile at 
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-M
po
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-Lo
-H
 

This process is based on layer-by-layer 
photo-curing of polymerizable 
compositions curable by visible light 
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inimum number of steps that is no 
st-processing after the fabrication of 
h layer is needed. 
w cost. 

igh resolution. 
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Laser Decomposition 
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f
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duction of the production cost 
duction of the build up time 
ficient machine utilization 

-No hardware Implementation 

and height of the part. 

Solid Free Form Fabrication Using 
Stereolithography 

Re cycle time 
for cast metal parts 

Layer-by-layer fabrication, and the cure 
depth depends on three factors, the laser 

 

duction in the cost and the 

power, beam diameter and the type of the
resin used 
 
 
 
 
 

6. Discussion 
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ach to multi-material solid free form design using 
ated annealing has more advantages than the other 
ologies, but it has more limitations too. Each 
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ogeneous solid modeling and the physics-based 
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 have new advantages over the previous techniques, 
till have some limitations, in the ‘source-based’ 
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physics-based design had been applied only in the 
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erfect technique that has all the advantages and no 
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ther hand, Table 2 summarizes t
vantages and limitations of the most recent RP 
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e previous RP technologies there is no perfect
chnology. In spite of this, the direct photo shaping solid 
ee form fabrication and solid free form fabrication using
tereolithography seem to be the most popular RP
chnologies, because of their many advantages and less 
mitations. 

s can be clearly seen in Table 1, no perfect CAD 
odeling technology is produced until now. So, more 
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research is still needed in this field. The perfect technology 
should include all or most of the listed advantages and no 
or very little limitations. 
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xample, to design the heterogeneous turbine blade, 
and Dutta (2001) physics-based approach is so 

ent in the design of the heterogeneous turbine blade, 
ay be this approach is not applicable for other objects 
n-physical function. On the other hand, other good 
ling approaches may not be applicable for the 
ogeneous turbine blade. Or the boundary 
entation, the turbine blade is not polyhedral. 

rating the material information along with the 
etry topology in the solid model approach works only 
 the material variation is only in one direction, but in 
rbine blade, the material variation may be in more 
ne direction. For the same reason, the ‘source-based’ 

ogeneous solid modeling cannot be applicable for the 
n of the heterogeneous turbine blade. 

her example is the heterogeneous flywheel modeling; 
umar and Dutta’s modeling techniques w

ed here. The physics of the flywheel is different from 
hysics of the turbine blade, so to apply Qian and 
 (2001) physics-based approach, more research is 
d and new problem should be solved. The 
utational approach to multi-material solid free form 
n using simulated annealing is insufficient to be 
ed for the flywheel that the build up time is a function 
e volume and the height of the part, and since the 
eel has large volume, the build up time will be long. 
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s the main limitations of the present technologies. 
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epresentation of heterogeneous objects is 
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ogeneous objects became more realizable using rapid 
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bject computer model for free fabrication should be 
oped. Although many modeling approaches and 
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The current study is directed to analyze the mixing nature of cold and hot water inside storage tank, and the corresponding 
effects on the total usable and delivered energy to consumers. The analyses are done for two different supply features bottom 
and side supply of cold water. An experimental rig consisting of hot water reservoir, cold water reservoir, water pump, flow 
meter  
neces  
result  
both 
has h
mixin  
for as  
speci
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, hot water storage tank (HWST), and a PC with Lab-View data acquisition system, was constructed to collect the
sary data for analyses. Four different flow rates ranging from 1.9 to 10 L/min have been taken under consideration. The
s were in a good agreement with the published expectations. As it is well known, low flow rates save more energy in
bottom and side cold water supply (CWS). The comparison between the two supply features showed that the side CWS 
igher amount of usable hot water than the bottom CWS at the same flow rate. Side CWS also minimizes the turbulent 
g within the HWST which by its turn supply higher energy for consumers. The bottom supply feature which is easier
sembly, has a bad effect on the total usable hot water and the total amount of energy delivered to the customers. A

al mechanism to distribute the water as a uniform layer from the bottom of the tank is currently under investigations. 
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1. Introduction                  *       
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World these days is suffering from the shortage in

mes and businesses. Companies working with the 
facturing of HWSTs are working a lot to minimize 
s of energy in their designs. Many HWST features are 
ble in markets, which may look the same in shape 
iffer significantly in their heat transfer and flow 
ns.  
any Researches have been performed to save energy 
sulation, which reduces the heat losses from the 
T and the accompanied piping system [5, 10, and 11]. 
al heat exchangers were proposed by Industrial 
nology to recover the energy wasted during usage. 
oximately 80% to 90% of all hot water energy flows 
 the drain, carrying with it up to 955 kilowatt-hours 
) of energy [8]. In an attempt to reduce the wasted 
y, Barta [5] investigated mathematically the optimal 
tion thickness. To reduce the heat losses from the 

bing attachments, Jing Song et al. [11] investigated 
ffects of plumbing attachments on heat losses from 
domestic hot water storage tanks. In purpose to verify 
stimated energy savings for hot water systems, J. 
agen and J.L. Sikora [4] have studied the 
rmance comparison of residential hot water systems, 

 

f water heaters; electric storage tank and demand
ankless) heaters for different plumbing distribution
stems. Results of simulation showed an increase in 

verall system efficiency for the demand water heater with 
parallel piping distribution system over the storage tank 
ater heater with copper piping. 
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in their study a laboratory test experimen
to measure the energy performance of two d

wasted hot water, for
aximizing the hot water usage. None of the available 

ublished researches investigated what happens inside the 
orage tank. 

As creating new resources of water and clean energy is
hard task, efforts are directed towered conservation and
anaging the available resources. Actually conservation of
sources can be defined as more efficient or effective use 

f resources [3]. The efficient or effective use of resources
quires spreading wide educational programs through

eople of how to use effectively the available resources. It 
 extremely important to investigate and analyze what
appens while energy and water are consumed, how and 
hy these resources are wasted. 

This study is a part of a pro
w to use effectively the available hot water resources.

he project investigates deeply the hot water temperature
ariations within the HWST, for different supply features
f the HWST. 
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2. Experimental Test Apparatus 

To analyze and investigate the nature of hot water 
temperature changes within the HWST, data on the 

should be collected 
under the different variable conditions; to achieve these 
data an 
This 
thoug

solar energy or electrical energy, heating the water by solar 
or electrical energy needs time, to eliminate the time 
required to heat the water a hot water reservoir has been 
used. It supplies the storage tank by constant temperature 
h

ta  
o

 

 
• Water pump: in order to achieve 

a water pump is used to pump ho

variation of the hot water temperature 

experimental rig has been constructed (Figure 1). 
experimental rig consist of Hot water reservoir: even 
h the water in the storage tank is usually heated by 

ot water about 62 oC immediately when required. 
•Cold water reservoir: supplies the hot water storage 

nk by cold water when required; it also gives the
pportunity to control the CWS temperature. 

Figure 1. Schematic Diagram for the Experimental Rig 

the re
t or cold water into the 

quired flow rate 

storage tank, it gives the head required to overcome the 
losses within the piping system. 

• Flow meter: Used to measure the cold water flow rate 
entering the hot water storage tank. 

• Hot water storage tank: where hot water and cold water 
e ixed at the specified conditions, it is a cyar  m lindrical 

tank, contains a set of thermocouples to measure the 
temperature change within the storage tank (see table 
1). 

Table 1. Dimensions of the Hot Water Storage Tank. 

Hot Water Storage Tank 

Height 78 cm 

Internal d 42 iameter cm 

Number o 1f thermocouples 5 

Distance 5 cmbetween thermocouples  

Insulation thickness 4 cm 

Tank 0.108total capacity  m3 

 

temperatures from the storage tank at different times 
rate excel file.  
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ater storage tanks are available in the 
mark
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• •Data Acquisition System: (Lab-View software) consist 
of data cable, data acquisition card, and personal 
computer, it is used to collect automatically the 

In the experiments done hot water is filled into the 
HWST from the hot water reservoi

and store it in a sepa

ng a uniform temperature of 62 oC inside the tank, 
en the cold water from the cold water reservoir is 

umped at a specific flow rate into the HWST from a side 
r bottom opening, the cold water is allowed to be mixed 
ith the hot water, the temperature changes as a result of
e mixing process is recorded for analyses purposes. 

 Analyses 

Many hot w
ets, each has different feature as shown in figure2, 

me have side cold water supply others have bottom cold 
ater supply. Manufacturers spend a lot of money to
sulate the hot water tanks to minimize the heat losses, 
hich is of a great importance in energy conservation.
evertheless they give less attention to what happen inside 
e hot water storage tank during usage. The mixing nature
d heat transfer mechanism associated with the different

sed flow rates affects the available amount of hot water to
large extend. In this work attention had been given to

nderstand the variation of temperature for bottom and
de flow CWS within the HWST, four different 
ntinuous flow rates were used from 1.9 to 10 L/min.  
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For side supply of cold water, four different flow rates 

were used 1.9, 3.5, 5.4, and 10 L/min. F
side supply cooling curves for 15 thermocouples located 
vertically
flow 
tank 
therm

about 5200 sec due to heat transfer between the cold water 
and hot water in their mixing process. A non-uniform 

the temperature of thermocouples 
1 and 2 as a result of the turbulent mixing at the relative 
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Figure 4 shows the side supply

cold wat
turbu
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Figure 2. Features of Hot Water Storage Tanks in Markets. 
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Figure 3 Cooling Curves For Cold Water Flow Rate of 1.9 L/min (side supply). 
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Cooling Curves For Cold Water Flow Rate Of 10 L/min
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Figure 4 Cooling Curves For Cold Water Flow Rate of 10 L/min (side supply). 

Figure 5 Cooling Curves For Cold Water Flow Rate of 3 L/min (bottom supply). 

Figure 6 Cooling Curves For Cold Water Flow Rate of 9 L/min (bottom supply). 
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the relative levels within the tank, this create turbulent 
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Figure 7 Total Usable Hot Water versus Cold Water Flow Rate for Bottom and Side Supply of Cold Water. 

Figure 8 Total Delivered Energy For Bottom and Side Cold Water Supply. 
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Furthermore, the time required to cool each 
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Figure 9 Time Req oC. 
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 المجلة الأردنية للهندسة الميكانيكية والصناعية

  مجلة علمية عالمية محكمة
 

مجلѧѧة علميѧѧة عالميѧѧة محكمѧѧة تѧѧصدر عѧѧن   : المجلѧѧة الأردنيѧѧة للهندسѧѧة الميكانيكيѧѧة والѧѧصناعية  
عمادة البحث العلمي والدراسات العليا في الجامعة الهاشمية بالتعاون مع صندوق دعم البحث             

  .العلمي في الأردن
  

 هيئة التحرير

  :رئيس التحرير
   الأستاذ الدآتور موسى محسن         

  .                       قسم الهندسة الميكانيكية، الجامعة الهاشمية، الزرقاء، الأردن 
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 ترسل : التالي العنوان إلى البحوث
 والصناعية الميكانيكية للهندسة نيةالأرد المجلة تحرير رئيس
ع العليا والدراسات العلمي البحث مادة
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