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Abstract 

Data Envelopment Analysis (DEA) is a technique for evaluating homogeneous Decision-Making Units (DMUs) that 

consume similar inputs to produce similar outputs. An essential principle in this method is to identify inputs and outputs; the 

identified inputs (outputs) must be independent of each other. However, in the real world, there are situations where there is a 

correlation between two or more inputs (outputs), and then one of them should be considered in the performance evaluation. 

This issue can cause problems in practice. The main question, in this case, will be that" Which of these two or more correlated 

variables should be considered in evaluating DMUs?". In this paper, a method for determining an essential variable using a 

DEA model is presented. In this way, the basic models of DEA have been integrated with the 0-1 programming to achieve the 

above objective. The proposed method is then improved by using Centralized Data Envelopment Analysis (CDEA) model, 

followed by refining the performance evaluation variables. At last, the application of the proposed method has been verified 

for different examples. Results show that the proposed method selects the appropriate variable from among the correlated 

variables. Also, improving the method using a centralized approach leads to the selection of a variable that increases the total 

efficiency. The application and implementation of the proposed method is simple and does not have computational complexity. 

It also does not need experts’ judgment, so it is a cost-effective way. 
© 2021 Jordan Journal of Mechanical and Industrial Engineering. All rights reserved 
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1. Introduction 

Data Envelopment Analysis (DEA) was first introduced 

by Charnes et al. [1], which is a method for evaluating the 

relative performance of a set of Decision Making Units 

(DMUs) with multiple inputs and outputs. Manufacturing 

units, firms, hospital wards, bank branches, and individuals 

can be mentioned as examples of DMUs. So far, this method 

has been widely used for efficiency analysis in production 

and services as well as in the public and private sectors. 

Emrouznejad and Yang [2]describe an extensive list of 

DEA-related articles includes developing the theory and 

methodology and actual applications in various scenarios. 

Today, Institutions that provide services or produce 

products are bound to perform effectively because of the 

intense competitive environment and limited resources. The 

performance of these institutions is critically linked to the 

correct selection of input and output variables [3].Also, the 

selection of variables is essential because DEA is a 

nonparametric approach and loses discriminatory power 

with increasing dimensions of production space. The reason 

is that when the number of inputs and outputs increases, the 

observations in the dataset are projected in a large number 

of orthogonal directions, and the Euclidean distance 

between observations increases. As a result, many of the 

observations placing on the frontier; accordingly, DEA 

loses its discriminatory power [4]. Thus, selecting 

appropriate input and output variables is one of the key and 

significant issues in the DEA. 

One of the basic principles of the DEA is that efficiency 

measurement depends on the interrelationships between 

inputs and outputs. The nonlinear multiplier formula, 

efficiency, has calculated the ratio of a weighted sum of 

outputs to a weighted sum of inputs [5].Available DEA 

models assume that the inputs or outputs of DMUs are 

independent of each other at all times[6]. However, in terms 

of Pedraja-Chaparro et al. [7], one of the four factors that 

influence the results of DEA models is the degree of 

correlation between inputs and outputs. In many practical 

applications of DEA, there may be a correlation between 

two or more selected input variables or output variables. In 

some of the articles relating to the DEA, to reduce 

computations and increase efficiency discrimination 

between DMUs, it is described that if the correlation 

coefficient between each pair of input or output vectors is a 

strong and positive, one of the input or output vectors could 

be omitted[8-16]. 

Dyson et al. [17]stated this issue as one of the pitfalls in 

DEA and showed that omitting a highly correlated variable 

can have a significant impact on the efficiency measurement 

of some DMUs. In general, whether there is a correlation 

between inputs, between outputs or between inputs and 

outputs, is ignored when constructing models by analysts or 

experts[5].So, the selection of variables between two or 

more variables cannot be done by the expert and was based 

on subjective judgment. Therefore, the need to select a 
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variable is based on a scientific method. Based on the 

mentioned points, the main question is," Which of the two 

or more correlated variables should be considered in 

evaluating DMUs?". 

Researchers have proposed different ways to solve these 

problems. Farzipoor Sean et al. [9] specify the correlation 

coefficient threshold beyond which the elimination of one 

or more input vectors has no statistically significant effect 

on the efficiency mean. They point out that some DEA 

articles have stated that if the correlation coefficient 

between each pair of input (output) vectors is 0.9 and above 

0.9, one of the inputs (outputs) vectors can be removed. 

Kao et al. [18]presented a two-stage approach 

combining Independent Component Analysis (ICA) and 

DEA to improve the discriminatory capability of DEA 

results. They first used ICA to extract input variables to 

produce independent components (ICs). Then independent 

components were selected as independent sources of input 

variables and inputted into the DEA model. 

Some researchers have combined DEA and principal 

component analysis (PCA) to reduce the number of 

variables. The idea of combining DEA and PCA 

methodologies was first introduced by [19] and then was 

developed by[20]and[21]. The PCA-DEA approach is used 

to replace the main inputs or outputs with a set of 

uncorrelated components that each of them is linear 

combinations of the main variables. The obtained 

uncorrelated components are called principal components 

(PC) that are obtained from the eigenvalues of the 

covariance matrix or correlation matrix of the main 

variables. However, this approach can avoid inaccurate 

computation of efficiency for DMUs with correlated inputs 

and outputs but has high computational complexity. It is 

also often difficult to correct the interpretation of the PCs 

that are linear combinations of the main variables. 

Dario and Simar [22] to reduce the production 

possibility space dimensionality, integrate highly correlated 

inputs and outputs into a single input and a single output by 

eigenvalues. [4]state that the [22]  method is very similar to 

PCA-DEA. Their final model should have only one input 

and one output; therefore, it is not as public as other 

methods and has little practical application. 

Pastor et al. [23] presented a methodology for analyzing 

the relevance of a variable about its contribution to 

efficiency. Two radial DEA formulas are considered, one 

with the tested variable (candidate) and the other without it. 

A binomial statistical test specifies that if this variable 

affects efficiency measure, the candidate variable is 

important for the production process. 

Banker [24] surveys statistical tests to show the 

importance of input or output variables in the production 

process.The null hypothesis is that the tested variable does 

not affect the production process. Simulation studies have 

been performed, and the results show that these tests are 

better than Corrected Ordinary Least Squares (COLS) based 

tests. 

Sirvent et al. [25] using Monte Carlo simulation for 

compared [23] method with [24] testsregarding various 

factors such as sample size, model size, the specification of 

returns to scale, and the type and level of inefficiency. The 

results show that the [23] method is more robust than the 

[24] tests in terms of the inefficiency distribution and the 

assumption of a return to scale type. 

Jenkins and Anderson [26] describe a systematic 

statistical method that eliminates variables containing 

minimum information using partial correlation as a measure 

of information content. Information in the input or output 

variable is measured as the variance on the set of production 

units. Zero variations show that all observed production 

units have the same value for that variable. They indicated 

that the removal of highly correlated variables could have 

the main impact on efficiency scores; therefore, multivariate 

statistical method using partial correlation measures to 

determine the relevance of a given variable is useful. 

Adler and Yazhemsky [27] demonstrated that PCA-

DEA accomplishes better than [26] method, especially 

when analyzing relatively small datasets. They argue that 

comparing the methodologies shows that PCA-DEA 

provides a more powerful tool than the [26] method with 

more accurate results. 

Ruggiero [28] proposed a variable selection method in 

which a main measure of efficiency is acquired from a set 

of known production variables and developed guidelines for 

selection. After that, efficiency regressed against a set of 

candidate variables. If the coefficients in the regression are 

statistically significant and have an appropriate sign, the 

variables are related to the production process. This analysis 

is repeated. The analysis stops when there are no other 

variables with appropriate and significant signs coefficients. 

Fanchon [29] presented a method that specifies the 

optimal number of variables and the contribution of each 

variable to the measure of efficiency. A five-step approach 

defines a set of variables that best describes the output 

behavior and then uses the DEA repeatedly to analyze the 

increase in the number of efficient observations. Two 

regressions were performed to validate the inserted 

variables, one with only efficient observations and the other 

with efficient and inefficient observations. A statistical 

significance of the regression coefficients represents the 

validity of the variable. An example in the computer 

industry for separate efficient and inefficient firms is used 

to explain the proposed method. The method proposed by 

[29] is similar to the [28] method[4]. 

Simar and Wilson [30] propose statistical tests for 

measuring the relevance of inputs and outputs, as well as 

tests to consider potentially aggregating inputs and outputs. 

They use bootstrap methods to obtain the appropriate 

critical values for these tests. Monte Carlo experiments 

show the true sizes and power of the proposed tests. 

Nataraja and Johnson [4] analyzed the four methods of 

PCA-DEA,[23],[30], [28] by Monte Carlo simulation to 

determine the advantages and disadvantages of each 

approach. 

Xia and Chen [6]was used Choquet integral to consider 

the correlation between the input or output variables by the 

DEA. First, self-efficacy models based on Choquet integral 

were applied, which could achieve more efficiency values 

than existing ones. The idea was then extended to the cross-

efficiency models, including the game cross-efficiency 

models. Based on the regret theory, the optimal DEA 

analysis was also examined. Various models have been 

developed to estimate the ranking distances of DMUs. They 

argue that models of interaction between inputs and outputs 

can achieve wider ranking intervals. 

Ji et al. [31] have developed a new fuzzy DEA model 

using fuzzy Choquet integral as a cumulative tool to 

evaluate DMUs' efficiency. This model can be used to 

evaluate DMUs efficiency with interactive fuzzy inputs or 

outputs. Finally, numerical examples are used to show the 

proposed model performance. They state that their study has 

prepared a theoretical fuzzy DEA framework, but the 

proposed model has high computational complexity. 

Li et al. [32] presented method for choosing DEA 

Inputs/outputs based on the Akaike’s information criteria 



 © 2021 Jordan Journal of Mechanical and Industrial Engineering. All rights reserved - Volume 15, Number 3  (ISSN 1995-6665) 253 

(AIC)approach. Wagner and Shimshak [33]developed 

stepwise procedure to variable selection. Morita and 

Avkiran [34]used diagonal layout experiments, which is a 

statistical approach for selecting inputs and outputs in DEA. 

Some researchers have also used the mixed integer linear 

programming Approach to select the variable [35-37].The 

models that have been proposed for issue of correlated 

inputs/outputs selection in DEA are presented in Table 1. 

Reviewing various studies in the literature, reveals that 

various studies have been conducted to address the issue of 

correlated inputs and outputs in DEA. The selection of 

inputs/outputs is a main step in DEA that is typically 

performed before DEA models are implemented. This issue 

affects the discriminatory power of DEA and the efficiency 

score of DMUs. Therefore, the decision to choose from 

correlated variables is one of the important issues in the 

literature. An essential aspect of this issue is the 

development and improvement of practical models for 

selecting a variable from several correlated variables. This 

paper proposes DEA-based models for selecting correlated 

variables inefficiency evaluation of the DMUs.The 

proposed models in this study are easy to understand for 

managers and decision makers compared to previous 

methods and do not require experts’ judgment, extensive 

calculations and statistical analysis. These models also 

provide valuable management information to managers and 

decision makers for decision making, and are a good guide 

for selecting input (output) variables for them. Variables 

with a correlation of 0.9 and above 0.9 are considered in this 

paper. 

The structure of this research is as follows; In Section 2, 

the basic DEA models and centralized data envelopment 

analysis (CDEA) models used in this research are reviewed. 

In Sections 3, 4, 5 the proposed method is presented. Then, 

in Sections 6 and 7, a numerical example and a case study 

are illustrated to describe the method. Finally, the 

conclusions and recommendations are discussed in 

Sections8 and 9. 

2. Introducing the basic DEA and CDEA models 

In this study, a method for determining an essential 

variable among the correlated variables for DEA andCDEA 

models is presented. Then the proposed method is used for 

refining the performance evaluation variables. Therefore, it 

is necessary to have a brief Introduction with each of these 

models. Thus in this section, first the basic DEA models and 

then CDEA model are introduced. 

2.1. BCC input and output-oriented models 

DEA is a well-known mathematical approach applied to 

assess the relative efficiency of a set of similar DMUs. This 

method measures the relative efficiency of each DMU based 

on its inputs and outputs[38]. The objective function of the 

DEA model tries to identify the DMUs that produce the 

maximum outputs with the minimum input. Although this 

method has been used as a useful tool in management and 

economics, however, it has recently found many 

applications in engineering problems[39-40].DEA models 

can be divided into two categories: input-oriented and 

output-oriented. The purpose of input-oriented models is to 

reducing the number of used resources (inputs) by keeping 

the output constant and output-oriented models seeking to 

increase the output values by keeping the number of used 

resources constant[40].In this subsection, the basic input 

and output-oriented models are reviewed[41]. These models 

are known as BCC models using the first names of their 

providers. The input and output BCC envelopment models 

for the evaluation are shown below in models (1) and (2), 

respectively. These models, which are called variable 

returns to scale models, arise with the basic DEA models 

that assume constant returns to scale and presented by[1].To 

solve these models, we used GAMS software. 

Table 1. Proposed models correlated inputs/outputs selection in DEA 
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In the above models it is assumed that there are n DMUs, 

each DMUused m inputs(𝑥𝑖𝑗 )to produce s 

output(𝑦𝑟𝑗).DMUk is the DMU to be evaluated. Also, if the 

objectives function value of the above models in the optimal 

solution equals one, under evaluation unit is efficient, and 

otherwise, it is called inefficient. 

2.2. Centralized Data Envelopment Analysis (CDEA) 

Model 

Since conventional DEA models set separate goals for 

each DMU and do not consider total input consumption and 

total output production, models are presented as the 

centralized resource allocation in which there is a 

centralized decision-maker who oversees all the units in 

operation. The main purpose of this model is to optimize 

total input consumption and output production. 

Lozano and Villa [42] present a model called centralized 

input-oriented resource allocation, in which the centralized 

decision-maker optimizes the total input consumption. This 

model ensures that the total output production is not 

reduced. In the centralized model analysis, all units are 

projected on the efficient frontier as is common in 

conventional DEA models, but the process is done in an 

integrated way rather than in separate ways. In other words, 

in the centralized model, only one linear programming 

model is used to project all units on the efficient frontier, 

whereas in the conventional DEA models, a separate model 

is used for each unit, and each unit is projected separately 

on the efficient frontier. Another significant difference 

between the centralized input-oriented model is that, instead 

of reducing the inputs of each unit, the goal is to reduce the 

total input consumption of all units. 

CDEA has a wide variety of applications in various 

sectors, such as fast-food restaurants [43], schools[44], 

recycling municipalities [45], and public service 

organizations[46]. 

The radial centralized input-oriented model consists of 

two phases. In the first phase, a proportional reduction is 

sought for all inputs, and the second phase is followed by a 

further decrease in each input and an increase in each output 

non-radially. These models are as follows [42]: 
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By solving the first phase of the model, θ* will be 

obtained as the optimal value of model number 3.So, the 

second phase of the radial centralized input-oriented model 

is as model (4) [42]: 
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In the next section, the proposed method is presented to 

select an essential variable from the correlated variables. 

3. Proposed models in order to select among the 

correlated variables 

In DEA, there are three types of correlation between 

variables: 1- Correlation between outputs variables on 

inputs variables. 2- Correlation between outputs variables. 

3- Correlation between inputs variable. Correlation between 

outputs variables on inputs variable is necessary. On the 

other hand, the inputs (outputs)variables must be 

independent of each other. In this section, the proposed 

method is presented in order to select from correlated 

variables, whether input or output, on several different 

bases. In the first part, the basic DEA models provide the 

basis for the first method, and the second part uses the 

CDEA (second method).The proposed models have been 

formulated following a few steps.Fig.1 depicts the 

framework of proposed models.
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Figure 1. Framework showing the proposed models to select 

among the correlated variables 

3.1. Selection of correlated variables Using Basic DEA 

Models (First Method) 

According to the subjects mentioned in the previous 

section, there may be two general situations for dealing with 

correlated variables. First, a situation in which only the 

correlation between the inputs variables is considered and 

the select between them is considered. Second, a situation 

in which only the correlation between the outputs variables 

is considered and the select between them is considered. In 

this section, the output-oriented BCC model is used to select 

from the correlated input variables, and the input-oriented 

BCC model is used to select from the correlated output 

variables. The reason for this choice is that in the selection 

of correlated input variables, the value of the output-

oriented efficiency, and in the selection of correlated output 

variables, the value of the input-oriented efficiency DMUs 

is desired. This cross selection causes the simultaneous 

impact of the input correlated variables on the outputs, and 

the output correlated variables on the inputs are examined 

in terms of efficiency. To simplify, we first select between 

two correlated variables in each section, and then this 

method is generalized to more correlated variables. The 

following paragraphs explained the proposed models 

mathematically. 

3.1.1. Select between two correlated input variables using 

basic DEA Models 

In this section for more simplicity and understanding of 

the proposed method, first, the procedure of choice between 

two correlated inputs variables and then the choice between 

two correlated output variables are raised. First, suppose 

that two input variables are correlated. Without reducing the 

generality of the proposed method, it is assumed for 

simplicity that the first two input variables are the correlated 

variables. The method proposed in this research section 

consisted of two stages. At first, each DMU is allowed to 

select one of the two above variables as input, by developing 

an output oriented envelopment model into a 0-1 

programming model. In the second stage, a criterion for 

selecting that variable as the first input in the evaluation of 

all units is presented(Method A andMethod B). The same 

process can be used for the case where the two output 

variables are correlated; the difference is that in this case, 

the input-oriented envelopment model is used to select the 

output variable from the two correlated outputs. Consider 

the following 0-1 programming model: 
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In model (5),
1M and

2M considered as two very large 

positive numbers, so if the variable which is 0-1 variable 

in this model is equal to zero in the optimal solution, the 

constraint related to the first correlated variable 1 jx )

(activate in the model and the constraint related to the 

second correlated variable (
'
1 jx )was ineffective in the 

optimal model and solution. Otherwise, if the  is equal 

one in the optimal answer, the opposite will happen. 

It is imperative to note that Model (5) alone cannot be 

used to evaluate DMUs because the homogeneity of the 

DMUs in this model is violated. That is maybe, the first 

input genus for two different units considered different that 

this is inconsistent with DEA principles. In different ways, 

using the optimal solutions of the model (5),can decide 

about select the first input from two correlated 

variables(second stages). Two methods are suggested in this 

section: 

Step1: Determine the correlation 

between inputs/outputs variables 

Step2:Determine the inputs/outputs 

variables with a correlation of 0.9 and 

above 0.9 

Step3:Presentintegrated DEA and 0-1 

programming models (First Method)for 

determining an essential variableamong 

the correlated variables 

Step4:PresentintegratedCDEA and0-1 

programming models (Second 

Method)for determining an essential 

variableamong the correlated variables 

Step5:Run the models using two 

examples to select essential correlated 

variable 
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Method A: The number of times that 1 jx and
'

1 jx have 

been considered as inputs can be considered as a criterion 

for their selection as the first input of units. 

Method B:It can be used to compare the sum of the 

efficiency of the units that selected the above variable as 

inputs. That is, compared the sum of
*

k that related to two 

groups to each other. Suppose that the sets D and D' 

respectively indicate the set of indexes corresponding to the 

DMUsthat have chosen 1 jx and
'
1 jx  as the first input 

variable, then if
* *

'
k k

k D k D

 
 

  , 1 jx selected as the first 

input and otherwise
'
1 jx is selected. In output-oriented 

model if
*

k =1, the unit under evaluation is efficient, and if

*

k >1 the unit is inefficient, thus less
*

k is the variable 

selection criterion. 

Therefore, the proposed method in this sectionto select 

aninput variable in the presence of two types of correlated 

input variablesis briefly proposed in the following 

framework(see Fig. 2): 

1. Solve model (5) for all DMUs. 

2. Determine the suitable input using the optimum 

objective function values of the model (5) by Method A 

or Method B. 

 
Figure 2. Framework for selecting an input variable from two 

correlated input variables 

3.1.2. Select between two correlated output variables 

using basic DEA Models 

In this section, the proposed model is developed to select 

from two correlated output variables. If the correlated 

variables are from the type of outputs, Model (1) can be 

used as the basis for suitable choosing between two 

correlated outputs 1 jy and
'

1 jy . The reason for this choice 

is that in the selection of correlated output variables, the 

value of the input-oriented efficiency DMUs is desired. So 

model (1) changes as follows: 
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In model (6), 1N  and 2N  considered as two small 

negatives numbers that with become zero or one of  0-1 

variable, make the corresponding constraints active or 

inactive in the model. 

3.1.3. Select from t correlated input variables 

The process described in the previous sections can be 

generalized to cases where more than two variables are 

correlated. For this purpose, suppose among the m variables 

known as input variables variables are correlated, and the 

aim is to select only one of them as input. In this case, model 

(5) can be rewritten as follows: 
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In model (7),D is the set of indexes related to the t 

correlated input variables, and ID is a set of indexes for 

independent variables. i variables are the 0-1 variables. 

Due to constraint, =1i

i D




 only one of them can be 

applied in the optimal solution of the model. Also iM  

considered as vast positive numbers. Therefore in the 

optimal solution of model (7), only one constraint as related 

to the correlated variables is considered. As a result, only 

one of the correlated variables is considered in performance 
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evaluation. Similarly, model (6) can be extended if the 

number of correlated outputs is more than two outputs. 

4. Selection of correlated variables Using CDEA 

Models (Second Method) 

In Section 3.1, the Basic DEA Models provide the basis 

for presenting a method for selecting among the correlated 

variables. As mentioned in section 2.2, there are 

situations where the CDEA model should be used. So 

in this section, the selection of correlated variables is based 

on the CDEA model. The above method is provided for both 

correlated inputs and correlated outputs. 

4.1. Selection from two correlated input variables using 

the CDEA model 

This section presents a 0-1 programming model based 

on the CDEA model and using it to determine which of the 

correlated inputs/outputs should be select for evaluating 

DMUs. Suppose𝐷𝑀𝑈𝑗 , (𝑗 = 1, 2, … , 𝑛)،each DMU used m 

inputs (𝑥𝑖𝑗 ) to produce s output(𝑦𝑟𝑗).Without reducing the 

generality of the proposed method and in order to simplify, 

it is assumed that instead of the first input ( 1 jx ), the (
'
1 jx

) variable can also be considered for evaluating DMUs but 

there is correlation between these two input variables, 

namely( 1 jx ) and (
'
1 jx ), it is also not possible to combine 

these two variables and consider a hybrid variable. In such 

cases, some DMUs maybe agree to selected ( 1 jx ) as the 

first input and others by selected(
'
1 jx ).The main question 

is, "Which of these two variables should be selected as the 

first input?".To answer this question, 0-1 programming 

model is integrated with the CDEA model and 

recommended as follows: 
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Where 
1M and

2M considered as two vast positive 

numbers, and the variable   is a 0-1 variable in the model 

(8).If it was 
* 1  in the optimal solution of this model, 

the constraint on the first correlated variable ( 1 jx ) 

activated in the model, and the constraint related to input (

'
1 jx ) in the model becomes ineffective. Also, ifwas 

* 0  the opposite would happen, that is mean (
'
1 jx

)selected as an input, and the constraint related to ( 1 jx ) was 

disabled in the model. Therefore, firstly, in the optimal 

solution, one of the two correlated inputs is selected as 

input. Secondly, from the two correlated input variables, a 

variable is selected as the input that increases the total 

efficiency value (efficiency of the CDEA model). 

4.2. Selection from two correlated output variables using 

the CDEA model 

A similar method can be used for a state where there are 

two correlated output variables; Except that in this case, the 

input-oriented CDEA model is used as follows: 
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Where 1N  and 2N  considered two tiny negatives 

numbers and without reducing the generality of the 

proposed method, it is assumed that 1 jy and
'

1 jy  were two 

correlated output variables. 

4.3. Extend the model (8) to more than two variables 

We generalize this process to cases where more than two 

variables are correlated. Suppose of the m variables known 

as input variables, t variables are correlated, and the aim is 

to select only one of them as input. Then rewrite model (8) 

as follows: 
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In model (10), D is the set of indexes related to the t 

correlated input variables, and ID is a set of indexes for 



 © 2021 Jordan Journal of Mechanical and Industrial Engineering. All rights reserved - Volume 15, Number 3  (ISSN 1995-6665) 258 

independent variables. i  variables are the 0-1 variables, 

which, due to constraint, =1i

i D




  only one of them can 

be active in the model. Also iM  considered as vast positive 

numbers. Therefore in the optimal solution of model (10), 

only one constraint as related to the correlated variables is 

considered. As a result, only one of the correlated variables 

is considered. In the same way, model (9) can be extended 

if the number of correlated outputs is more than two outputs. 

Notice that, in the previous sections, only the way to 

select between correlated inputs and correlated outputs was 

provided. In the following, a model is presented to select a 

certain number of variables from the input and output 

variables based on the proposed model. 

5. Refining the variables using the proposed model 

The first step for performance evaluation in any research 

is to identify the variables. If the number of variables was 

high, the essential variables need to be refined in the next 

step and used in performance evaluation. There are several 

methods to do this. These methods include three general 

categories: 1- Exogenous methods Such as Delphi method 

and brainstorming that is done using expert opinion.2- 

Endogenous methods Such as Shannon entropy which uses 

the manner and information of the data itself to refine it.3- 

Combined methods that both of experts' opinion and their 

manner data is used. In this section, by applying the 

proposed method in this study, an endogenous method is 

proposed based on the DEA efficiency to refine 

performance evaluation variables. Fig.3 illustrates this 

method. 

For example, the following studies can be mentioned in 

this field. Fefer et al. [47] Use the Delphi method to identify 

critical elements for effective and sustainable tourists. 

Katcher et al. [48] identify and rate home injury hazard risks 

for children aged 1–5 years using the modified Delphi 

method. Mohamadi et al. [49] using a fuzzy screening 

method to identify the effectual factors in the assessment of 

contractors, and then the weights of criteria were measured 

through a combination of  Fuzzy AHP and fuzzy Shannon's 

entropy. 

 
Figure 3. Proposed Framework to refine the variables 

In the following, the proposed method in this study is 

presented to refine the variables using the proposed model. 

Firstly, the basic DEA Model is the basis for presenting the 

method, and then, the CDEA model is used. To this end, 

suppose between m input variables and s the output 

variables,k1 variables as input and k2 variables as the output 

should be used in performance evaluation. In this case, 

model (5) can be rewritten as follows: 
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In model (11), the 
i and

i variables are 0-1 variables 

due to constraint
1

1

= k
m

i

i




 only k1variables, endue to 

constraint,
2

1

= k
s

r

r

 only k2variablescan be applied in 

the optimal solution of the model. Also,
iM are vast 

positive numbers and
rN are tiny negative numbers. 

Therefore, in the optimal solution of model (11), only k1 

constraints related to the input variables constraints, and 

only k2 constraints related to the output variables constraints 

are considered. As a result, only k1 + k2 variables are 

included in the performance evaluation. 

The proposed method can be applied for the case 

between m input variables and s output variables, selection 

of k1 variables as input and k2 variables as output is 

considered in performance evaluation, presented based on 

the CDEA model. When using a centralized model, the 

advantages of this model are stated, including solving a 

model instead of solving (n) models, and selecting variables 

that increase the total efficiency value are considered in 

refining the variables. The proposed model is as follows: 
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Also, in the model (12), the 
i and

i variables are 0-1 

variables, according to the constraint
1

1

= k
m

i

i




 only 

k1variables, and according to the constraint,
2

1

= k
s

r

r



only k2variablescan be active in the model. Also,
iM are 

vast positive numbers and
rN are minimal negative 

numbers. Thus, in the optimal solution of model (12), only 

k1 constraints related to the input variables constraints, and 

only k2 constraints related to the output variables constraints 

are considered. As a result, only k1 + k2 variables are 

included in the performance evaluation. 

6. Numerical example 

In this section, a numerical example to choose from the 

correlated variables is provided to describe the presented 

models. This example is adapted from a journal paper 

[17].As Table 2 shows, the three inputs(I1, I2, and I3) and 

two outputs(O1 and O2) are considered for each DMUs. The 

pairwise correlation between the first and second inputs is 

1,between the first and third inputs is 0.97,and between the 

second and third inputs is 0.97 [17].Therefore, all three 

input variables are correlated and one of them must be 

selected. In this example, of both methods, the first method 

(Using basic DEA models)and the second method(Using 

the CDEA model)are used in order to select from the 

correlated input variables. Therefore, models (7) and (10) 

are used to select one of these three inputs as the only DMUs 

input. The results of applying model (7) for each of the 

DMUs are presented in Table 3. 

Table2. Inputs and outputs values of numerical example 

DMUs O1 O2 I1 I2 I3 

Unit1 6 7 4 8 4.5 

Unit2 10.5 3 6 10 5.5 

Unit3 9 2 4 8 4.5 

Unit4 8 5 6 10 6.5 

Unit5 7 6 5 9 5.5 

Unit6 2 8 5 9 4.5 

Unit7 12.6 10.5 7 11 7.5 

Unit8 4.2 2 2 6 1.5 

Unit9 2.25 5.7 3 7 2.5 

Table3.  Model solution results 

DMUs Selected input 
*

k values 

Unit1 I3 1.08 

Unit2 I2 1.086 

Unit3 I1 1 

Unit4 I1 1.425 

Unit5 I3 1.332 

Unit6 I1 1.021 

Unit7 I1 1 

Unit8 I2 1 

Unit9 I3 1 

 

After using the model (7),the input variable does not 

determine yet, and to determine the desired input from the 

three correlated inputs must use one of the methods A and 

B that was introduced in Section 3.1.1. 

Method A:Suppose the decision maker is willing to use 

method A. According to Table 3 input 1 (I1) 4 times (For 

Unit 3, Unit 4, Unit 6, Unit 7),Input 2 (I2) 2 times(For Unit2, 

Unit8)and input 3 (I3) 3 times (for Unit 1, Unit 5, Unit 

9)have been selected as input. Thus, according to method A, 

since input 1 has the maximum number of selection, it is 

selected from the three inputs as the main input for 

performance evaluation. 

Method B:Suppose sets D, D' and D" represent the set of 

indexes for the DMUs that select I1, I2, and I3 as the first 

input variable, respectively. According to the values of the 

third column of Table 3, 
* * *

"'
k k k

k D k D k D

  
  

   

that is mean 2.086<3.412<4.446.So I2 is selected. 

In the following, the second method (using the proposed 

method based on the CDEA model) apply for select one 

variable as the main input from the three correlated input 

variables in this example. Therefore, model (10) should be 

used. After solving this model for the above example data, 

given that
1 1  in the optimal solution, as a result,I1is 

selected as the main input for performance evaluation. The 

results of using the first method (A and B), and the second 

method are presented in Table 4.Although the method (A) 

and the second method have the same answer, for method 

(A) n models must be solved, but for the second method, it 

is enough to solve a model. 

Table4. Results of the first method (A and B) and the second 
method 

second 

method 

method ( B) method (A) methods 

I1 I2 I1 Selected input 

7. Case study 

In this section, the proposed methods are examined for a 

set of real data extracted from the paper[50].The 

information to compare the efficiency performance of the 

14 bank branches is presented in Table 5. The outputs used 

in their study include 17 bank transactions: loan 

applications, new passbook loans, life insurance sales, new 

accounts, closed accounts, travelers checks sold, bonds 

sold, bonds redeemed, deposits, withdrawals, checks 

cashed, treasury checks issued, B5 checks, loan payments, 

passbook loan payments, life insurance payments, mortgage 

payments. In the following management, reduce the number 

of outputs based on the complexity and resources required 

was regarded to be approximately the same. Management 

proposed reducing the 17 transactions to four transaction 

types (Output 1, Output 2, Output 3, and Output 4).Finally, 

this comparison is based on three inputs and four outputs. 

Input 1(I1): rent (thousands of dollars),Input 2 (I2): full time 

equivalent personnel per branch, Input 3 (I3):  supplies 

(thousands of dollars) and the output 1(O1) includes: loan 

applications, new pass-book loans, life insurance sales, 

Output 2 (O2): new accounts, closed accounts, Output 

3(O3): travelers checks sold, bonds sold, bonds redeemed, 

Output 4(O4): deposits, withdrawals, checks cashed, 

treasury checks issued, B5 checks, loan payments, passbook 

loan payments, life insurance payments, mortgage 

payments. 
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Table5. 14 Bank branches information 

Output 4 Output 3 Output 2 Output 1 Input 3 Input 2 Input 1 DMU 

2,951,430 59,860 4,139,100 484,000 87,500 42,900 140,000 1 

3,336,860 139,780 1,685,500 384,000 37,900 17,400 48,800 2 

3,570,050 65,720 1058,900 209,000 29,800 14,200 36,600 3 

2,081,350 27,340 879,400 157,000 26,800 9,300 47,100 4 

1,069,100 18,920 370,900 46,000 19,600 4,600 32,600 5 

2,660,040 34,750 667,400 272,000 18,900 8,300 50,800 6 

1,800,250 20,240 465,700 53,000 20,400 7,500 40,800 7 

2,296,740 43,280 642,700 250,000 21,400 9,200 31,900 8 

1,981,930 32,360 647,700 407,000 21,000 76,000 36,400 9 

2,284,910 19,930 402,500 72,000 19,000 7,900 25,700 10 

2,245,160 49,320 482,400 105,000 21,700 8,700 44,500 11 

2,303,000 26,950 511,000 94,000 25,800 8,900 42,300 12 

1,141,750 34,940 287,400 84,000 19,400 5,500 40,600 13 

3,338,390 67,160 694,600 199,000 32,800 11,900 76,100 14 

The correlation matrix of the inputs is as Table6[51]: 

Table 6. 14 Bankbranches input variables correlation 

 Input 1 Input 2 Input 3 

Input 1 1 0.31977 0.93579 

Input 2 0.31977 1 0.3679 

Input 3 0.93579 0.3679 1 

Table 6 shows the correlation values between the input 

variables. Since the correlation between the first and third 

inputs (rent and supplies) is greater than 0.9,Therefore, 

there is a correlation between the rent and supplies 

variables. Thus, one of these two inputs must be selected for 

use in the DEA model. Since model (5) is to choice between 

the two inputs correlated variables, so we use that model. 

Of course, as mentioned, conventional DEA models must 

be run separately for each DMU.As a result, since there are 

14 bank branches (DMUs) in our case study, the model runs 

14 times. The results of selecting the input variable for each 

DMU are shown in Table (7). 

  Then the manager or decision maker has to decide on 

the appropriate variable to choose from among the rent and 

supplies variables. For this purpose, he/she can use methods 

A or B. The choice of each of these two methods depends 

on the approach of the manager or decision maker. In 

method A, the variable frequency is selected. But in method 

B,The criterion is the sum of the efficiency resulting from 

the variable selection. According to the results of Table (7), 

if we use method A,rent variable 9 times (For Unit14, 

Unit13, Unit11, Unit9, Unit3, Unit4, Unit6, Unit1, Unit2) 

and supplies variable 5 times (for Unit8, Unit5, Unit7, 

Unit10, Unit12) have been selected as input. Therefore, 

because the frequency of choice of rent variable is higher 

than the supplies variable, this variable is selected. If the 

manager or decision maker wants to use method B to select 

the variable, the
*

k of each variable must be calculated. 

This amount according to the results of Table (7) for the rent 

variable is 9 and for the supplies variable is 5.672. In output-

oriented model if
*

k =1, the unit under evaluation is 

efficient, and if
*

k >1 the unit is inefficient, thus less

*

k is the variable selection criterion. Therefore, the 

supplies variable is selected. 

In the following, if wanted by the second method (using 

the proposed method based on the CDEA model),select one 

of the above-correlated input variables using the model 

(8).After solving this mode for case study data since in the 

optimal solution 1  , as a result,I1(rent variable) is 

selected. The results of using the first method (A and B), 

and the second method are presented in Table 8. 
Table 7. Model solution results 

DMUs Selected input *

k values 

DMU 1 I1 1 

DMU 2 I1 1 

DMU 3 I1 1 

DMU 4 I1 1 

DMU 5 I3 1 

DMU 6 I1 1 

DMU 7 I3 1.287 

DMU 8 I3 1.092 

DMU 9 I1 1 

DMU 10 I3 1.089 

DMU 11 I1 1 

DMU 12 I3 1.204 

DMU 13 I1 1 

DMU 14 I1 1 

 

 
Table 8. Results of the first method (A and B) and the second 

method

 second 

method 

method ( B) method (A) methods 

I1 I3 I1 Selected 

input 
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8. Results and Discussion 

In this article two general methods for determining an 

essential variable among the correlated variables have been 

used. The first method used basic DEA models.For more 

simplicity and understanding of the proposed method, we 

first examined the special case where there are two 

correlated inputs/outputs (section 3.1.1 and section 

3.1.2).Then we expanded to more complete case in section 

3.1.3.In the first method, the criteria for selecting the 

essential variable from the correlated variables are two 

general criteria: 1- A variable that makes more DMUs 

efficient (Method A). 2- A variable that has the greatest 

impact on the efficiency of each DMUs (Method B). 

The second method used CDEA models. Also in this, for 

more simplicity and understanding of the second method, 

we first examined two correlated inputs/outputs selection 

(section 4.1 and section 4.2). Then we expanded the model 

to more than two correlated variables in section 4.3. In the 

second method, the criteria for selecting the essential 

variable from the correlated variables are the use of total 

efficiency value of DMUs. That is, a variable is selected that 

increases the total efficiency of DMUs. The manager or 

decision maker can also use centralized method based on 

the case study case. Using this method compared to the 

previous model has the following advantages: 

1. In this method, instead of solving n DEA model, one 

DEA model is solved. Therefore, the amount of calculations 

is significantly reduced. 

2. In the centralized method, a variable is selected that 

increases the total efficiency.   

It is necessary to mention thatin all two general methods, 

the criterion for selecting the correlated variable is 

efficiency. 

In the following, the application of the proposed 

methods has been verified for two examples. Finally, a 

method was proposed to refine the variables using the 

proposed models. First, the basic DEA model was the basis 

for presenting the method and then the CDEA model was 

used (section 5). 

9. Conclusions 

Understanding the problems of using standard models 

and providing solutions to solve these problems is essential 

for useful research.DEA is a technique that is spreading 

rapidly. One of the major advantages of DEA is its ability 

to change information on different inputs and outputs into a 

single measure of efficiency[52].So, the utility of the DEA 

model (as a standard and applicable model) depends on its 

ability to compute the DMUs' relative efficiency using 

different inputs and outputs. It is a reasonable approach to 

remove variables that, by their correlations, have the least 

additional information for the DEA, particularly when we 

hope that fewer variables lead to better categorization of 

DMUs[26]. Therefore, determining an essential variable 

among the correlated variables is very important. Hence in 

this paper, a method using basic DEA models is presented 

to solve this problem. In this way, the basic DEA models 

were integrated with the 0-1 programming model to achieve 

the above objective. For this purpose, first an algorithm for 

selecting between two correlated input variables and then 

for selecting from between two correlated output variables 

using basic DEA models were presented. Also,the described 

process was generalized to cases where more than two 

correlated input/output variables. Then this method was 

developed to select between two correlated input/output 

variables and then to select from more than two correlated 

variables using the CDEA model. Thus, in the optimal 

solution of the developed CDEA model, from the two 

correlated inputs variable, a variable is selected as the input 

that increases the total efficiency value (efficiency derived 

from the CDEA model).Finally, using the proposed method 

in this study, a method based on the efficiency of DEA was 

presented to refine performance evaluation variables. For 

this purpose, first the basic DEA Model was the basis for 

presenting the method, and then, the CDEA model was 

used. The results showed that the proposed method has 

several advantages. It is easy to use, and implementation, 

and there is no computational complexity. Computational 

complexity means the existence of big data and the use of 

supercomputers to solve models, while the proposed 

method does not require advanced software equipment to 

solve the models.Also, the presented method does not have 

the complexity of statistical topics. It also does not need 

experts' judgment, so it is a cost-effective way. Another 

advantage of the proposed method is that it can be easily 

used for other types of input-oriented or output-oriented 

DEA models with variable returns to scale or constant 

returns to scale.  

Researchers can use the proposed method in various 

aspects of future research. Considering different 

datasets, such as ambiguous, negative, or fuzzy data, 

can be interesting research topics. Other DEA models 

with correlated variables can also be studied. The 

presented method can be used in other DEA 

application areas such as manufacturing, universities, 

agriculture, and other organizations. For future 

research, we suggest a framework considering in the 

modeling and selection variables one step with the 

experts. In this case, is possible to conduct a 

comparison with the method (free of judgment) and 

was suggested by the experts. Instead of the criteria 

for selecting the correlated variable in the first method 

(Method A and Method B), other criteria can be 

considered as future research and the results can be 

compared with this research. 
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