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Abstract 

In this paper, an observer based back-stepping control (BS) is developed to regulate the position of the rotor shaft in an Active Magnetic 

Bearing (AMB). A large deviation of the rotor from its equilibrium position can cause serious failure of operation. The objective is to 

control the deviation of the magnetic bearing from its nominal position in the presence of disturbances. The backstepping control 

formulation results in a state equation with Skew-Symmetric Hurwitz linear system matrix. This form of equation is of great importance 

and can be utilized for many analysis and control purposes. For this equation, aLuenberger-like observer is designed to estimate the states 

of the system, and then the estimated states are used in the controller, adding more stability and robustness. Simulation results proved 

excellent performance of the observer-based BS controller and its robustness to disturbances. 
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1. Introduction 

There are two kinds of magnetic bearing: passive and active. A 

passive magnetic bearing is made of permanent magnets, so the output 

flux cannot be adjusted while an active magnetic bearing (AMB) is 

made of electromagnets and the output flux can be adjusted by 

changing the current on the coil. The magnetic force in the AMB can 

be controlled to achieve rotor stable operation with vibration control 

so that there is no friction between the rotor and the bearing. The 

dynamic adjustable characteristics of the AMB which can achieve 

active control of rotor shaft position and vibration reduction made it 

much more popular than passive magnetic bearing.  The use of AMB 

in high-speed rotation machines has recently increased, even though it 

is mostly popular in stationary applications, it was proved recently 

that the system is capable in motion-based applications such as 

submarine propulsion systems, jet engines and hybrid electric vehicles 

[1]. AMB has been widely used in compressors in industrial 

applications because of their high performance and reliability for more 

than 2 decades. The capability of the AMB to keep the rotor near the 

clearance center during operation enables compressors to operate 

efficiently at high rotational speeds [2]. 

The AMB suspends a rotor in a magnetic field, the rotor spins at a 

high speed, because of its high-speed rotation and a small air gap 

between the rotor and stator, a large deviation of rotor from its 

equilibrium position may cause failure of the operation. Therefore, we 

need to control the position of the rotor to maintain stable operations.  

Many published papers investigate different control approaches. 

The well-known and popular Proportional-Integral-Derivative Control 

(PID) is investigated [3] and[4] and [5]. In [3] a cascaded PI/PD 

approach is proposed with current and position feedback signals. 

Although PID is easy to implement, it is not robust to disturbances 

and uncertainties caused by inaccuracies in system parameters and 

unmodeled dynamics if not combined with other methods. An 

improved PID design can be found in [6]. In [7] and [8], PID, PI/PD 

genetic algorithm (GA) and LQR are compared. In [9], an optimal PD 

controller is implemented. In [10]a Liner Quadratic Regulator (LQR) 

was designed and implemented. Other sensorless control methods are 

proposed in [11] and [1] where the sensors are eliminated, and the 

position is determined by other methods such as coil currents. An 

estimator was developed in [12]to estimate the length of the bearing 

airgap while rejecting the influence of amplifier voltage and duty-

cycle variation. In [13], a dynamic modeling method for AMB system 

considering both translational and rotational base motions was 

investigated. In [14], a sliding mode controller was implemented to a 

reduced order model of the AMB. Fuzzy controllers were investigated 

in [15].An efficient self-tuning fuzzy controller was developed in 

[16].An iterative learning control to deal with periodic vibration 

problem caused by unbalanced force existing in AMB was developed 

in [17]. Convolutional neural networks were investigated in [18]. A 

state-constraints adaptive backstepping control strategy is developed 

in [19]to accomplish precise rotor displacement control for a nonlinear 

AMB system. [20]presents a disturbance suppression by using a 

nonlinear disturbance observer and an extended state observer for a 

nonlinear active magnetic bearing system and then a fuzzy sliding 

mode controller is applied for rotor displacement control. In [21],an 

extended state observer based field dynamic balancing strategy 

for rotating machinery equipped with AMB is proposed. The observer 

is designed according to open loop dynamics of the system which 

makes it irrelevant with the closed loop control algorithm design. In 

[2], a fractional-order proportional-derivative control that results in 

the required specifications of surge control with a simple controller 

structure was implemented on a centrifugal compressor equipped with 

AMBs. Adaptive MIMO pole placement was investigated in [22]. In 

[23], a disturbance rejection with controllers based on Lur'e system 

approach is implemented. The nonlinear magnetization was modeled 
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as a Lur'e system and LMIs for stability in the performance of the 

closed-loop system. 

Observers are used to estimate the system’s unmeasurable states or 

states that are expensive to measure. It also removes noise from sensor 

measurements to add more stability to the control system. Knowledge 

of the system state is significantly important to solve many control 

problems such as state feedback. In this paper, observer-based 

backstepping control is developed to regulate the position of the rotor 

shaft in the AMB system. Backstepping control is a recursive 

Lyapunov-based design technique known for its tracking and 

regulation capabilities and robustness to disturbances [24] and [25].It 

can be considered as a special case of the known feedback 

linearization, where we stabilize the system using the state variables. 

Unlike the feedback linearization which cancels all the nonlinear 

terms in the state equation, the backstepping does not necessarily 

cancel all the nonlinearities, which gives us the freedom to keep some 

useful nonlinearities that can be used to add damping to further 

stabilize the dynamical system. The design procedure of the 

backstepping consists of designing a series of control laws recursively 

by using the state variables in the system as virtual controls and 

replacing them with stabilizing functions. Since there will always be 

an error between the state variables and their stabilizing functions, a 

new state equation or a new coordinate system is introduced, called 

the error domain or the z-domain. The new state equation results in a 

skew symmetric system matrix. This form of matrix is very important 

in control theory because it is always Hurwitz (stable) and linear. 

Linear control and observer methods can be designed for this state 

equation such as, pole placement, linear quadratic regulator (LQR), 

and Luenberger observer since linear control and observer methods 

are considerably easier to understand and analyze than nonlinear 

methods, and then after applying these linear control methods to the 

system in the new coordinate system (z-domain), it can be converted 

back to the original form, which we call the x-domain. 

This paper has two contributions. The first one is the design of a 

Luenberger-like observer in the error domain or the z-domain and then 

converting it to the x-domain. With this method, the stability and 

convergence of the estimated states to the true states is proved. The 

observer is applied to the Skew-Symmetric Hurwitz matrix that results 

from the backstepping control formulation. Because this matrix is 

Skew-Symmetric and Skew-Symmetric matrices are always stable, the 

stability and convergence of the of the designed observer is also 

guaranteed. The previous methods done in designing a state observer 

for an AMB were based on the original system which is originally 

unstable with no transformation. The second contribution is the 

derivation of the observer based backstepping controller to regulate 

the position of the rotor shaft. 

The paper is organized as follows; the system model is discussed 

in section 2. The backstepping controller is derived in section 3 in the 

new coordinate system (z-domain) and converted back to the original 

coordinate system (x-domain) in section 4. The Luenberger-like 

observer is designed in section 5 based on the Skew-Symmetric 

Hurwitz matrix derived in section 3. The observer is converted from 

the z-domain to the x-domain in section 6. Simulation results are 

discussed in section 7 and the method’s limitations are discussed in 

section 8, and finallythe conclusion and future work are discussed in 

section 9. 

2. System Model 

The figure (1) shows the system model for an AMB system [26]. 

The parameters configuration in Table 1 are also taken from [26]. 

 

 

Figure 1. AMB circuit diagram 

Where𝑖1and𝑖2are coil 1 and coil 2 currents 

respectively,𝐹1and 𝐹2 are the opposite electromagnetic forces 

generated by currents 1 and 2 respectively,𝑢1 and 𝑢2are the 

input voltage, 𝑥is the displacement of the rotor from nominal 

position 𝑥0. 𝑥1 and 𝑥2 are the air gaps between the left and 

right stators respectively, 𝐹𝑑 is the disturbance. The rotor in the 

middle of the two cores rotates in a plain perpendicularly to the 

figure. The input voltage 𝑢1 and 𝑢2 can be adjusted to control 

the two currents 𝑖1 and 𝑖2in order to determine the resultant 

force.  

The nonlinear system model of the AMB is given by [26] 

and [27]as shown below, 

�̇� = 𝑣

�̇� =
𝑘

4𝑚
(

𝑖1

𝑥0−𝑥
)
2

−
𝑘

4𝑚
(

𝑖2

𝑥0+𝑥
)
2

+
𝐹𝑑

𝑚

𝑖1 =
2(𝑥0−𝑥)

2𝐿𝑠(𝑥0−𝑥)+𝑘
[−𝑅𝑖1 −

𝑘

2(𝑥0−𝑥)
2 𝑣𝑖1 + 𝑢1]

𝑖2 =
2(𝑥0+𝑥)

2𝐿𝑠(𝑥0+𝑥)+𝑘
[−𝑅𝑖2 +

𝑘

2(𝑥0+𝑥)
2 𝑣𝑖2 + 𝑢2]}

 
 

 
 

,             (1) 

Which can be rewritten as, 

�̇�1 = 𝑥2

�̇�2 =
𝑘

4𝑚
(

𝑥3

𝑥0−𝑥1
)
2

−
𝑘

4𝑚
(

𝑥4

𝑥0+𝑥1
)
2

+
𝐹𝑑

𝑚

�̇�3 =
2(𝑥0−𝑥1)

2𝐿𝑠(𝑥0−𝑥1)+𝑘
[−𝑅𝑥3 −

𝑘

2(𝑥0−𝑥1)
2 𝑥2𝑥3 + 𝑢1]

�̇�4 =
2(𝑥0+𝑥1)

2𝐿𝑠(𝑥0+𝑥1)+𝑘
[−𝑅𝑥4 +

𝑘

2(𝑥0+𝑥1)
2 𝑥2𝑥4 + 𝑢2]}

  
 

  
 

.      (2)                

Table 1. Parameter Configuration 

3. Backstepping Controller Design 

Jacobian linearization technique is used to linearize the system 

before the backstepping control design to simplify the control 

development. Details of linearization can be found in [27]. A 

Symbol Quantity Value (unit) 

Ks Force-Displacement 

Constant 

142860 N/m 

Ki Force-Current 

constant 

100 N/A 

Ls Coil Self Inductance 120 mH 

L0 Air Gap Inductance 70 mH 

m Weight of Rotor 4.6 kg 

R Coil Resistance 8 Ω 

x0 Nominal Air Gap 1 mm 

i0 Bias current 1 A  

Fd Disturbance Force 4.6 N 
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comparative study of Jacobian linearization method with optimal 

linear model can be found in [28]. 

The resulting linear system 

[

𝑥1̇
𝑥2̇
𝑥3̇
𝑥4̇

] =

[
 
 
 
 
 
 
0 1 0 0
2𝑘𝑠
𝑚

0
𝑘𝑖
𝑚

−
𝑘𝑖
𝑚

0 −
𝑘𝑖
𝐿

−𝑅

𝐿
0

0
𝑘𝑖
𝐿

0
−𝑅

𝐿 ]
 
 
 
 
 
 

[

𝑥1
𝑥2
𝑥3
𝑥4

] +

[
 
 
 
 
 
0 0
0 0
1

𝐿
0

0
1

𝐿]
 
 
 
 
 

[
𝑢1
𝑢2
]

+

[
 
 
 
 
0
1

𝑚
0
0 ]
 
 
 
 

𝐹𝑑  

where as in [27], 

 

𝑘𝑠 =
𝑘𝑖0
2

2𝑥0
3, 𝑘𝑖 =

𝑘𝑖0
2

2𝑥0
2,  𝐿 =

𝑘+2𝑥0𝐿𝑠

2𝑥0
. 

The above fourth-order MIMO system was transformed into a 

third-order SISO subsystem and a first-order SISO subsystem by 

change of variables and the details can be found in [27]. 

For the resulting third-order SISO subsystem, we are going to 

design a backstepping control and a backstepping-based observer. The 

third-order SISO subsystem is given by, 

[

�̇�1
�̇�2
�̇�3

] = [

0 1 0
2𝑘𝑠

𝑚
0

2𝑘𝑖

𝑚

0 −
𝑘𝑖

𝐿

−𝑅

𝐿

] [

𝑥1
𝑥2
𝑥3
] + [

0
0
1

𝐿

] 𝑢 + [

0
1

𝑚

0

] 𝐹𝑑 , 𝑦 = 𝑥1.  

Or can be written as 

[
𝑥̇
𝑣̇
𝑖 ̇
] = [

0 1 0
𝑎 0 𝑏
0 𝑐 𝑑

]
⏟      

𝐴

[
𝑥
𝑣
𝑖
] + [

0
0
𝑒
]

⏟
𝐵

𝑢 + [
0
𝑓
0
]

⏟
𝐵𝑑

𝐹𝑠 ,                                   (3)                             

𝑦 = 𝑥1 .  
   

Where x is the displacement of rotor from nominal position, v is 

velocity, andi is the current. 

𝑎 =
2𝑘𝑠

𝑚
, 𝑏 =

2𝑘𝑖

𝑚
, 𝑐 =

𝑘𝑖

𝐿0+𝐿𝑠
, 𝑑 =

−𝑅

𝐿0+𝐿𝑠
, 𝑒 =

1

𝐿0+𝐿𝑠
, 𝑓 =

1

𝑚
. 

From the above linear system, the eigenvalues of the system 

matrix A were computed using MATLAB, one of them was positive 

which implies that the system is unstable, but the pair [A,B] is 

controllable, so we can design a controller to stabilize the system. The 

design procedure of the system was developed with some reference to 

[29] and [30], which applies the backstepping method to electric 

power steering control and trajectory tracking control. 

The state equations of the AMB can be transformed to the “strict 

feedback form” for the design of the backstepping controller. 

The strict feedback form of the system is given by, 

�̇� = 𝐟(𝐱) + 𝐠(𝐱)𝑢 

[

�̇�1
�̇�2
�̇�3

] = [

𝑥2
𝑎

𝑏
𝑥1 + 𝑥3 + 𝜃

𝑐𝑏𝑥2 + 𝑑𝑥3

]

⏟        
𝑓(𝑥)

+ [
0
0
𝑒
]

⏟
𝑔(𝑥)

𝑢.                       (4)     

where 

𝑥1 =
1

𝑏
𝑥, 𝑥2 =

1

𝑏
𝑣, 𝑥3 = 𝑖,   𝜃 =

𝐹𝑠

𝑏𝑚
,   �́� =

1

𝑒
𝑢. 

The control objective is to stabilize the AMB and to drive the 

position of the rotor shaft to its equilibrium point so that it remains 

mid-way between the two coils in the presence of an external 

disturbance force. 

Note: in [26] adaptive backstepping is applied to estimate the 

disturbance, but in this paper, we are going to assume that the 

disturbance is known, so backstepping is applied without adaptive 

laws. Also in this paper, the parameters of the system are assumed 

known, so there are no adaptive laws to estimate the system’s 

parameters. A complete systematic way of designing adaptive laws for 

parameter estimation is discussed in [31]. 

Step 1: stabilizing subsystem �̇�1 = 𝑥2using the stabilizing 

functionα1. 

Treating𝑥2as the virtual control of the subsystem �̇�1 = 𝑥2, the first step 

is to find its stabilizing function 𝛼1. We define the error variables as, 

𝑧1 = 𝑥1 ,                                                                                 (5) 

𝑧2 = 𝑥2 − 𝛼1 ,                         (6) 

Taking the derivative of𝑧1yields 

𝑧1̇ = �̇�1 = 𝑥2 = 𝑧2 + 𝛼1 .                                          (7) 

The Lyapunov function to stabilize the first error𝑧1is. 

𝑉1 =
1

2
𝑧1
2,                                                             (8) 

�̇�1 = 𝑧1𝑧1̇ = 𝑧1(𝑧2 + 𝛼1) = 𝑧1𝑧2 + 𝑧1𝛼1 .                                            (9) 

  Choosing 𝛼1 = −𝑐1𝑧1and assuming 𝑧2 = 0, as will be seen later, 

guaranteesEq. (9) is negative definite. 

Substituting𝛼1 in Eqs. (7) and (9) yields, 

𝑧1̇ = 𝑧2 + 𝛼1 = 𝑧2 − 𝑐1𝑧1 ,                                                          (10) 

�̇�1 = 𝑧1𝑧2 − 𝑐1𝑧1
2 ,    𝑐1 ≻ 0.                                        (11) 

Step 2: stabilizing subsystem(�̇�2 =
𝑎

𝑏
𝑥1 + 𝑥3 + 𝜃) using the 

stabilizing function 𝛼2. 

Treating 𝑥3as the virtual control, we need to determine its 

stabilizing function𝛼2. 

The third error variable is defined as, 

𝑧3 = 𝑥3 − 𝛼2 ,                                                                             (12) 

To proceed, we need to find the derivative of the second error 

variable(𝑧2 = 𝑥2 − 𝛼1), 

𝑧2̇ = �̇�2 − �̇�1 =
𝑎

𝑏
𝑥1 + 𝑥3 + 𝜃 − �̇�1 

      =
𝑎

𝑏
𝑥1 + 𝜃 + 𝑧3 + 𝛼2 − �̇�1 .                                        (13) 

In this step we are going to stabilize the (𝑧1 , 𝑧2)error system given 

by Eqs. (10) and (13). The Lyapunov function is chosen as, 

 

𝑉2 = 𝑉1 +
1

2
𝑧2
2,                       (14) 

 

�̇�2 = �̇�1 + 𝑧2𝑧2̇   

= −𝑐1𝑧1
2 + 𝑧2𝑧3 + 𝑧2 (𝑧1 + 𝛼2 +

𝑎

𝑏
𝑥1 + 𝜃 − �̇�1) ,   

𝑐1 ≻ 0,   𝑐2 ≻                                                                                           (15) 

 

Assuming 𝑧3 = 0, as will be shown in the next step, and 

choosing𝛼2 to make the term 𝑧1 + 𝛼2 +
𝑎

𝑏
𝑥1 + 𝜃 − �̇�1 = −𝑐2𝑧2in 

Eq. (15) yields, 

 

𝛼2 = −𝑧1 − 𝑐2𝑧2 + �̇�1 −
𝑎

𝑏
𝑥1 − 𝜃,                     (16) 

 

Substituting Eq. (16) in Eq. (13) yields, 

 

𝑧2̇ = −𝑧1 − 𝑐2𝑧2 + 𝑧3 ,                      (17) 

 

Substituting Eq. (16) in Eq. (15) yields, 

 

�̇�2 = 𝑧2𝑧3 − 𝑐1𝑧1
2 − 𝑐2𝑧2

2.                                                                 (18) 

 

Step 3: Stabilizing the complete system using the backstepping 

control law 𝑢. 

Taking the derivative of 𝑧3 yields, 

 

𝑧3̇ = �̇�3 − �̇�2 = 𝑐𝑏𝑥2 + 𝑑𝑥3 + �́� − �̇�2,                                      (19) 

 

The Lyapunov function 𝑉3is chosen as, 
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𝑉3 = 𝑉2 +
1

2
𝑧3
2,                                                           (20) 

 

�̇�3 = −𝑐1𝑧1
2 − 𝑐2𝑧2

2 + 𝑧3(𝑧2 + 𝑐𝑏𝑥2 + 𝑑𝑥3 + �́� − �̇�2),               (21) 

 

We choose 𝑢 as,  

                                        

�́� = −𝑧2 − 𝑐3𝑧3 − 𝑐𝑏𝑥2 − 𝑑𝑥3 + �̇�2,                                                 (22) 

 

Substituting Eq. (22) in Eq. (19) yields, 

 

𝑧3̇ = −𝑧2 − 𝑐3𝑧3 ,                       (23) 

 

Substituting Eq. (22) in Eq. (21) yields, 

 

�̇�3 = −𝑐1𝑧1
2 − 𝑐2𝑧2

2 − 𝑐3𝑧3
2,   𝑐1 ≻ 0, 𝑐2 ≻ 0, 𝑐3 ≻ 0. 

 

�̇�3 is negative definite guarantying 𝑧1 , 𝑧2  and 𝑧3  goes to zero as 

time goes to infinityand the system is globally uniformly 

asymptotically stable by Lasalle-Yoshizawa Theorem taken from [24]. 

3.1. Lasalle-Yoshizawa Theorem [24] 

Let 𝑥 = 0 be an equilibrium point of �̇� = 𝑓(𝑥, 𝑡)  and suppose 𝑓 

is locally Lipschitz in 𝑥 uniformly in 𝑡. Let  𝑉: 𝑅𝑛 → 𝑅+ be a 

continuously differentiable function suchthat. 

�̇� =
𝜕𝑉

𝜕𝑥
(𝑥)𝑓(𝑥, 𝑡) ≤ −𝑊(𝑥) ≤ 0, ∀𝑡 ≥ 0, ∀𝑥 ∈ 𝑅𝑛  

Where𝑊 is a continuous function. Then all solutions of �̇� =
𝑓(𝑥, 𝑡)are globally uniformly bounded and satisfy lim

𝑡→∞
𝑊 (|𝑥(𝑡)|) =

0. In addition, if𝑊(𝑥)is positive definite then the equilibrium𝑥 = 0is 

globally uniformly asymptotically stable GUAS.  

The complete error system given by Eqs. (10), (17) and (23) can 

be expressed as, 

 

[

𝑧1̇
𝑧2̇
𝑧3̇

] = [

−𝑐1 1 0
−1 −𝑐2 1
0 −1 −𝑐3

] [

𝑧1
𝑧1
𝑧1
].                                                          (24)                           

 

Since the above skew symmetric Hurwitz matrix is linear, we can 

design a Luenberger-like observer for the system in the z-domain and 

then convert it to the x-domain which is done later in this paper. 

4. Converting the System from the z-Domain to the x-Domain 

We obtain from Eq. (24) with Eqs. (7), (13) and (19) 

 

[

�̇�1
�̇�2
�̇�3

] = [

𝑥2
𝑎

𝑏
𝑥1 + 𝑥3 + 𝜃

𝑐𝑏𝑥2 + 𝑑𝑥3

] + [
0
0
1
] �́�,                                                          (25) 

 

�́� = −𝑧2 − 𝑐3𝑧3 − 𝑐𝑏𝑥2 − 𝑑𝑥3 + �̇�2, 
𝛼1 = −𝑐1𝑧1 = −𝑐1𝑥1 ,    �̇�1 = −𝑐1𝑧1̇ = −𝑐1𝑥2 , 

𝛼2 = − (1 + 𝑐1𝑐2 +
𝑎

𝑏
) 𝑥1 − (𝑐1 + 𝑐2)𝑥2 − 𝜃,                                 (26) 

 

�̇�2 = − (1 + 𝑐1𝑐2 +
𝑎

𝑏
) 𝑥2 − (𝑐1 + 𝑐2)𝑥3  

       −
𝑎

𝑏
(𝑐1 + 𝑐2)𝑥1 − (𝑐1 + 𝑐2)𝜃 − 𝜃̇.                                      (27) 

𝑧2 = 𝑥2 − 𝛼1 . 
𝑧3 = 𝑥3 − 𝛼2 . 

Substituting Eqs. (6), (12) and (27) in Eq. (22) yield, 

�́� = −(𝑐1 + 𝑐3 + 𝑐1𝑐2𝑐3 +
𝑎

𝑏
(𝑐1 + 𝑐2 + 𝑐3)) 𝑥1  

      − (𝑐1𝑐2 + 𝑐1𝑐3 + 𝑐2𝑐3 + 2 + 𝑐𝑏 +
𝑎

𝑏
) 

      −(𝑐1 + 𝑐2 + 𝑐3 + 𝑑)𝑥3 − (𝑐1 + 𝑐2 + 𝑐3)𝜃 − 𝜃,̇                    (28) 

 

Substituting Eq. (28) in Eq. (25) the term (−𝑐𝑏𝑥2 − 𝑑𝑥3)in Eq. 

(28) cancels the term(𝑐𝑏𝑥2 + 𝑑𝑥3)in Eq. (25) which yields the closed 

loop system, 

[

�̇�1
�̇�2
�̇�3

] = [

0 1 0
𝑎

𝑏
0 1

𝑎31 𝑎32 𝑎33

] [

𝑥1
𝑥2
𝑥3
] [

�̇�1
�̇�2
�̇�3

] = [

0 1 0
𝑎

𝑏
0 1

𝑎31 𝑎32 𝑎33

] [

𝑥1
𝑥2
𝑥3
] +

   [
0
𝜃

−(𝑐1 + 𝑐2 + 𝑐3)𝜃 − 𝜃̇
].                                                          (29) 

where 

𝑎31 = (𝑐1 + 𝑐3 + 𝑐1𝑐2𝑐3 +
𝑎

𝑏
(𝑐1 + 𝑐2 + 𝑐3)) 

𝑎32 = 𝑐1𝑐2 + 𝑐1𝑐3 + 𝑐2𝑐3 + 2 +
𝑎

𝑏
 

𝑎33 = 𝑐1 + 𝑐2 + 𝑐3 

5. Luenberger-Like Observer Design 

In this section a Luenberger-like observer is designed based on the 

skew-symmetric form obtained in Eq. (24). The observer can be 

constructed as follows, 

 

𝑧̂̇ = 𝐴𝑠𝑠𝑧̂ + 𝐿𝑏𝑠(�̃� − 𝐶𝑧)̂

= (𝐴𝑠𝑠 − 𝐿𝑏𝑠𝐶)⏟      
𝐴𝑏𝑠

𝑧̂ + 𝐿𝑏𝑠 �̃�

�̃� = 𝐶𝑧 }
 

 
,                                                                  (30) 

where 𝐴𝑠𝑠 = [

−𝑐1 1 0
−1 −𝑐2 1
0 −1 −𝑐3

]. 

 

𝐶 = [1 0 0], [𝐴𝑠𝑠 , 𝐶]is an observable pair, 

𝑦 = 𝑥1 , �̃� = 𝑦 − 𝑦𝑟 = 𝑥1 − 𝑦𝑟 = 𝑧1 , �̃� − 𝐶𝑧̂ = 𝑦 − �̂�1. 

𝐿𝑏𝑠 ∈ 𝑅
3×1is the observer gain matrix to be obtained by pole 

placement such that 𝐴𝑏𝑠 = 𝐴𝑠𝑠 − 𝐿𝑏𝑠𝐶 is Hurwitz and the real parts 

of 𝐴𝑏𝑠  are more negative than those of𝐴𝑠𝑠 . 
The estimation error 𝑧̃ = 𝑧 − 𝑧 ̂satisfies, 

𝑍̇ = 𝑧̇ − 𝑧̂̇ = 𝐴𝑠𝑠𝑧 − (𝐴𝑠𝑠 − 𝐿𝑏𝑠𝐶)𝑧̂ − 𝐿𝑏𝑠�̃� 
        = (𝐴𝑠𝑠 − 𝐿𝑏𝑠𝐶)(𝑧 − 𝑧)̂ = 𝐴𝑏𝑠𝑧̃.                                                  (31) 

Since𝐴𝑠𝑠 is Hurwitz, it follows that, 

𝑙𝑖𝑚
𝑡→∞

[𝑧̃(𝑡)] = 𝑙𝑖𝑚
𝑡→∞

[𝑧(𝑡) − 𝑧(̂𝑡)] = 0 ,  𝑧(̂0) ≠ 0.                   (32) 

6. Converting the Observer-Based Control to the x-Domain 

We have the following proposition for implementing the complete 

observer-based control system in the x-domain. 

Proposition: The backstepping-based observer can be expressed 

in the x-domain as, 

 

�̇̂� = 𝑓(�̂�) + 𝑔(�̂�)�̂� + 𝑂−1𝑏𝑠𝐿𝑏𝑠(𝑦 − �̂�1).                                    (33) 

    

Where �̂�is the controller obtained in the backstepping design 

and𝑂𝑏𝑠
−1 is the inverse of the observability matrix𝑂𝑏𝑠 . 

 

�̂�𝑏𝑠 = −𝐾𝑥 − 𝛽 = −𝑘1𝑥1 − 𝑘2𝑥2 − 𝑘3𝑥3 − 𝛽,                         (34) 

where 

𝑘1 = 𝑐1 + 𝑐3 + 𝑐1𝑐2𝑐3 +
𝑎

𝑏
(𝑐1 + 𝑐2 + 𝑐3). 

𝑘2 = (𝑐1𝑐2 + 𝑐1𝑐3 + 𝑐2𝑐3 +
𝑎

𝑏
+ 2 + 𝑐𝑏) . 

𝑘3 = (𝑐1 + 𝑐2 + 𝑐3 + 𝑑).  

𝛽 = (𝑐1 + 𝑐2 + 𝑐3)𝜃 + 𝜃̇. 
Proof 

Utilizing the change of variables or error variables equations 

obtained in the backstepping design, the coordinate transformation 

𝑇𝑏𝑠associated with the error vector zis given by, 
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𝑧 = [

𝑧1
𝑧2
𝑧3
] = [

𝑥1
𝑥2 − 𝛼1
𝑥3 − 𝛼2

] = [

𝑥1
𝑐1𝑥1 + 𝑥2

𝑎1
] = 𝑇𝑏𝑠(𝑥, 𝜃).                   (35) 

 

where 

𝑎1 = 𝑥3 + (𝑐1𝑐2 +
𝑎

𝑏
+ 1) 𝑥1 + (𝑐1 + 𝑐2)𝑥2 + 𝜃.  

�̂�1 = −𝑐1𝑧1̂ = −𝑐1�̂�1 . 
 

Utilizing 

�̂�2 = − (1 + 𝑐1𝑐2 +
𝑎

𝑏
) �̂�1 − (𝑐1 + 𝑐2)�̂�2 − 𝜃 

yield, 

 

𝑧̂ = [

𝑧1̂
𝑧2̂
𝑧3̂

] = [

�̂�1
�̂�2 − �̂�1
�̂�3 − �̂�2

] = [

�̂�1
𝑐1�̂�1 + �̂�2

�̂�1

] = 𝑇𝑏𝑠(�̂�, 𝜃),                   (36) 

 

where  

�̂�1 = �̂�3 + (𝑐1𝑐2 +
𝑎

𝑏
+ 1) �̂�1 + (𝑐1 + 𝑐2)�̂�2 + 𝜃 

 

Taking the derivative of the above equation yield, 

 

𝑍̇ = (
𝜕𝑇𝑏𝑠

𝜕𝑥̂
) �̇̂� +

𝜕𝑇𝑏𝑠

𝜕𝜃
𝜃�̇�.(37)  

𝑂𝑏𝑠 =
𝜕𝑇𝑏𝑠

𝜕𝑥̂
= [

1 0 0
𝑐1 1 0

(𝑐1𝑐2 +
𝑎

𝑏
+ 1) (𝑐1 + 𝑐2) 1

],                      (38)

  

 

𝑂𝑏𝑠
−1 = [

1 0 0
−𝑐1 1 0

(𝑐1
2 −

𝑎

𝑏
− 1) −(𝑐1 + 𝑐2) 1

],                              (39) 

 

𝜕𝑇𝑏𝑠

𝜕𝜃
= [

0
0
1
].                                        (40)

  

where 𝑂𝑏𝑠 is called the observability matrix associated with the 

coordinate transformation z =𝑻𝒃𝒔 (x, 𝜃). 

We obtain from Eqs. (30) and (37), 

 

�̇̂� = 𝑂𝑏𝑠
−1 [𝑧̂̇ −

𝜕𝑇𝑏𝑠
𝜕𝜃

𝜃̇] 

    = 𝑂𝑏𝑠
−1 [𝐴𝑠𝑠𝑧̂ + 𝐿𝑏𝑠(�̃� − 𝐶𝑧)̂ −

𝜕𝑇𝑏𝑠
𝜕𝜃

𝜃̇] 

    = 𝑂𝑏𝑠
−1 [𝐴𝑠𝑠𝑧̂ −

𝜕𝑇𝑏𝑠

𝜕𝜃
𝜃̇] + 𝑂𝑏𝑠

−1𝐿𝑏𝑠(�̃� − 𝐶𝑧)̂  

    = 𝑂𝑏𝑠
−1 ([

−𝑐1 1 0
−1 −𝑐2 1
0 −1 −𝑐3

] [

𝑧1̂
𝑧2̂
𝑧3̂

] − [
0
0
1
] 𝜃̇) 

   +𝑂𝑏𝑠
−1𝐿𝑏𝑠(�̃� − 𝐶𝑧)̂    

    = 𝑂𝑏𝑠
−1 [

−𝑐1𝑧1̂ + 𝑧2̂
−𝑧1̂ − 𝑐2𝑧2̂ + 𝑧3̂
−𝑧2̂ − 𝑐3𝑧3̂ − 𝜃̇

] + 𝑂𝑏𝑠
−1𝐿𝑏𝑠(�̃� − 𝐶𝑧)̂ 

    = 𝑂𝑏𝑠
−1

[
 
 
 
 
 
 

−𝑐1𝑧1̂ + 𝑧2̂⏟      
𝑧̂1̇=𝑥̂2

−𝑧1̂ − 𝑐2𝑧2̂ + 𝑧3̂⏟        

𝑧̂2̇=𝑥̂3+
𝑎
𝑏
𝑥̂1+𝜃−�̇̂�1

−𝑧2̂ − 𝑐3𝑧3̂⏟      
𝑧̂3̇=𝑐𝑏𝑥̂2+𝑑𝑥̂3+�̂�−�̇̂�2

− 𝜃̇

]
 
 
 
 
 
 

+ 𝑂𝑏𝑠
−1𝐿𝑏𝑠(�̃� − 𝐶𝑧)̂ 

   

    = [

�̂�2

�̂�3 +
𝑎

𝑏
�̂�1 + 𝜃

�̂� + 𝑐𝑏�̂�2 + 𝑑�̂�3

] + 𝑂𝑏𝑠
−1𝐿𝑏𝑠(�̃� − 𝐶𝑧)̂,                               (41) 

Substituting Eq. (34) in Eq. (41), the term (−𝑐𝑏�̂�2 − 𝑑�̂�3)in 

�̂�𝑏𝑠cancels the term(𝑐𝑏�̂�2 + 𝑑�̂�3) in Eq. (41) and it reduces to, 

 

 

�̇̂� = [

0 1 0
𝑎

𝑏
0 1

𝑎𝑜𝑏𝑠31 𝑎𝑜𝑏𝑠32 𝑎𝑜𝑏𝑠33

] [

�̂�1
�̂�2
�̂�3

] 

∗ [

0
𝜃

−(𝑐1 + 𝑐2 + 𝑐3)𝜃 − 𝜃̇
]

− [

𝐿𝑏𝑠1
−𝑐1𝐿𝑏𝑠1 + 𝐿𝑏𝑠2

(𝑐1
2 −

𝑎

𝑏
− 1) 𝐿𝑏𝑠1 − (𝑐1 + 𝑐2)𝐿𝑏𝑠2 + 𝐿𝑏𝑠3

] 𝑥1̂  

             +𝑂𝑏𝑠
−1𝐿𝑏𝑠𝑦 

           = [

−𝐿𝑏𝑠1 1 0
𝑎

𝑏
+ 𝑐1𝐿𝑏𝑠1 − 𝐿𝑏𝑠2 0 1

𝑎𝑜𝑏𝑠31 𝑎𝑜𝑏𝑠32 𝑎𝑜𝑏𝑠33

] +

                [

0
𝜃

−(𝑐1 + 𝑐2 + 𝑐3)𝜃 − 𝜃̇
] + 𝑂𝑏𝑠

−1𝐿𝑏𝑠𝑦,(42) 

 

where 

𝑎𝑜𝑏𝑠31 = −(
𝑐1 + 𝑐3 + 𝑐1𝑐2𝑐3 +

𝑎

𝑏
(𝑐1 + 𝑐2 + 𝑐3)

− (𝑐1
2 −

𝑎

𝑏
− 1)

) 𝐿𝑏𝑠1 

                   +(𝑐1 + 𝑐2)𝐿𝑏𝑠2 − 𝐿𝑏𝑠3 , 
 

𝑎𝑜𝑏𝑠32 = − (𝑐1𝑐2 + 𝑐1𝑐3 + 𝑐2𝑐3 +
𝑎

𝑏
+ 2), 

 
𝑎𝑜𝑏𝑠33 = −(𝑐1 + 𝑐2 + 𝑐3). 

 

The observer-based backstepping control system is given 

by. 

𝑥̇ = 𝑓(𝑥) + 𝑔(𝑥)�̂�,                                                      (43a) 

 

𝑥̂̇ = 𝑓(𝑥̂) + 𝑔(𝑥̂)�̂� + 𝑂𝑏𝑠
−1𝐿𝑏𝑠(𝑦 − 𝑥1̂).                (43b) 

 

For any arbitrary initial condition𝑥(0) = 𝑥0, 𝑥̂(0) = 𝑥0̂ 

substituting Eq. (34) in Eq. (43a) yields the closed loop 

form as 

𝑥̇ = [
0
0

𝑐𝑏(𝑥2 − 𝑥2̂) + 𝑑(𝑥3 − 𝑥3̂)
] +

         [

𝑥2
𝑎

𝑏
𝑥1 + 𝑥3 + 𝜃

𝑘𝑐𝑙1𝑥1̂ + 𝑘𝑐𝑙2𝑥2̂ + 𝑘𝑐𝑙3𝑥̂3 + 𝑘𝑐𝑙3𝜃 − 𝜃̇
].                         (44) 

 

𝑘𝑐𝑙1 = 𝑐1 + 𝑐3 + 𝑐1𝑐2𝑐3 +
𝑎

𝑏
(𝑐1 + 𝑐2 + 𝑐3), 

𝑘𝑐𝑙2 = 𝑐1𝑐2 + 𝑐1𝑐3 + 𝑐2𝑐3 +
𝑎

𝑏
+ 2, 

𝑘𝑐𝑙3 = 𝑐1 + 𝑐2 + 𝑐3 . 
 

Whereas𝑥2 → 𝑥2̂and𝑥3 → 𝑥̂3, the terms 𝑐𝑏(𝑥2 − 𝑥2̂) → 0 

and𝑑(𝑥3 − 𝑥̂3) → 0, whereby the above equation reduces to, 

 

�̇� = [

𝑥2
𝑎

𝑏
𝑥1 + 𝑥3 + 𝜃

𝑘𝑐𝑙1𝑥1̂ + 𝑘𝑐𝑙2𝑥2̂ + 𝑘𝑐𝑙3𝑥̂3 + 𝑘𝑐𝑙3𝜃 − 𝜃̇
].                (45) 
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7. Simulation Results 

7.1. Results for the BS control System 

 

Figure 2. Shows the system response to a disturbance in the rotor position 𝑐1 =
200, 𝑐2 = 150, 𝑐3 = 200, 𝑥1(𝑡) → 0,  𝑢(𝑡) → 0. 

 

Figure 3. Shows the convergence of the virtual controls to the actual states. 𝛼1 →

𝑥2(𝑡), 𝛼2 → 𝑥3(𝑡). 

 

Figure 4. Regulator response 𝑧1(𝑡) → 0, 𝑧2(𝑡) → 0, 𝑧3(𝑡) → 0 

7.2. Results for the observer-based BS control System 

 

Figure 5. OB-Backstepping regulator with𝑐1 = 100, 𝑐2 = 100, 𝑐3 = 100,  

𝑥1ℎ(𝑡) → 𝑥1(𝑡) → 0 

 

Figure 6.: OB-Backstepping regulator with𝑐1 = 100, 𝑐2 = 100, 𝑐3 =

100, 𝛼1ℎ(𝑡) → 𝑥2ℎ(𝑡) → 𝑥2(𝑡) 
 

 

Figure 7. OB-Backstepping regulator with𝑐1 = 100, 𝑐2 = 100, 𝑐3 =

100, 𝛼2ℎ(𝑡) → 𝑥3ℎ(𝑡) → 𝑥3(𝑡) 
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Figure 8. OB-Backstepping regulator with𝑐1 = 100, 𝑐2 = 100, 𝑐3 = 100. 

 
Figure 9. OB-Backstepping regulator with 𝑐1 = 100, 𝑐2 = 100, 𝑐3 = 100,

𝑧1ℎ( 𝑡) → 𝑧1(𝑡) → 0. 

 
Figure 10. OB-Backstepping regulator with𝑐1 = 100, 𝑐2 = 100, 𝑐3 = 100,

𝑧2ℎ( 𝑡) → 𝑧2(𝑡) → 0 

 
Figure 11. OB-Backstepping regulator with𝑐1 = 100, 𝑐2 = 100, 𝑐3 =

100,Showing𝑧3ℎ( 𝑡) → 𝑧3(𝑡) → 0. 

The parameters c1, c2, and c3 are the backstepping controller 

tuning parameters, the choice of those values affects the 

controller performance, they can be tuned to control steady 

state error, rise time, settling time, overshoot …etc. They are 

tuned by guessing and trial and error. The values that gave the 

best performance for the non-observer-based controller were 

c1=200, c2=150, c3=100 and the values that gave the best 

performance for the observer-based controller were 

c1=c2=c3=100. 

The Active Magnetic Bearing (AMB) was simulated with a 

pulse disturbance of 4.6 N applied at time 0.1 second. The goal 

of the control is to ensure the level of clearance between the 

rotor and the stator of approximately 1mm is not exceeded, 

meaning that the control should not allow the movement of the 

rotor to exceed the 1mm and always try to regulate it to the 

center.  

  Figures (2) through (4) show the simulation results for the 

(AMB) system using backstepping control. After applying the 

disturbance, the control was able to maintain the rotor 

movement to a maximum of 0.061 mm and converged to its 

original position in less than 0.2s. Figure 3 shows the 

convergence of the virtual controls alpha1 and alpha2 to the 

corresponding states x2 and x3 respectively. The results show 

the system is asymptotically stable. The errors converge to zero 

and the rotor position is regulated. 

Figures (5) through (11) show the simulation results for the 

(AMB) system using observer based backstepping control. 

After applying the disturbance, the control was able to 

maintain an adequate clearance between the rotor and the 

stator, a maximum distance of 0.083 mm was measured, and it 

took the system no more than 0.2s to settle down to its initial 

position. The system is regulated to its initial position without 

steady state error.  Figure (5) shows the convergence of the 

estimate of the position x1h to the true position x, and the 

convergence of the Figure (6) shows the convergence of the 

estimate x2h of the velocity to the true velocity x2 and the 

convergence of the virtual control α1 to x2. Figure (6) shows 

the convergence of the estimate x2h of the velocity to the true 

velocity x2 and the convergence of the virtual control alpha1 to 

x2. Figure (7) shows the convergence of the estimate x3h of the 

current to the true current x3 and the convergence of the virtual 

control α2 to x3. 

8. Hypothesis and Limitations 

The presented method estimates the system states but does 

not estimate the disturbance. We added a known value of the 

disturbance taken from [22]to test the robustness of the 

controller to disturbances. We are currently investigating the 

disturbance estimation and considering modifying the observer 

design to estimate the disturbance as well as the system 

states.Optimization methods for parameters estimation can be 

found in [32]and[33]. 

9. Conclusion and Future Work 

In this paper, Luenberger-like observer based back stepping 

control is developed to regulate the rotor position in an AMB 

system. The asymptotic stability and regulation of the rotor 

position in the AMB was successfully achieved using the 

developed method as shown in the simulation results. The 

Luenberger like observer proved excellent convergence to the 

true states of the system. The system model was transformed 

from fourth-order MIMO system into a third order SISO 

subsystem and a first order SISO subsystem by change of 

variables before applying the control. Applying the same 
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method for the fourth order MIMO system is our future 

investigation. Disturbance estimation was not discussed in this 

paper. The controller robustness to disturbances was tested by 

applying a pulse disturbance which is assumed to be known 

(its value was taken from another paper). Disturbance study 

and estimation is the subject of our future investigation. 
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