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Abstract 

Aiming at the elliptical cylinder gear pair in the reversing device of the new drum pumping unit, the dynamic meshing 

process of tooth was simulated by LS-PREPOST software. The distribution law of effective plastic strain, effective stress, tooth 

surface pressure, tooth surface displacement and meshing force in the direction of tooth lines and tooth profiles under different 

rotational speeds were obtained. The results show that the effective plastic strain, the effective stress and the surface pressure 

in the tooth lines direction will decrease as the center position of the elliptical contact area of the tooth surface expands to both 

sides. The effective plastic strain, the effective stress and the surface pressure in the tooth profiles direction will increase with 

the increase of the rotational speed, and the rotational speed will affect the changing period of the tooth surface displacement 

and the meshing force. The research results can provide theoretical basis and certain guiding significance for the dynamic 

design, meshing analysis, modification and engineering application of non-cylindrical gears. 

 

© 2020  Jordan Journal of Mechanical and Industrial Engineering. All rights reserved 
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1. Introduction 

As one of the simplest Non-Cylindrical gears, the 

elliptical cylindrical gear is distinguished from the ordinary 

cylindrical gear by its elliptic pitch curve， which is widely 

used in automatic machinery, printers, hydraulic pumps, 

hydraulic motors and flow meters for its compact structure 

and variable-ratio transmission. In recent years, tooth 

contact analysis (TCA) technology has developed rapidly in 

the field of gear, but the traditional TCA technology only 

considers the normal engagement of gear pair under the 

theoretical contact condition, and does not consider the 

influence of load on gear engagement. In view of this 

situation, the loaded tooth contact analysis technology 

(LTCA) has attracted extensive attention, which is a bridge 

connecting geometric design and mechanical analysis in the 

field of gear research, which is more in line with the actual 

working conditions of gears [1-2]. 

The teeth of elliptical cylindrical gears are different, but 

each tooth can be regarded as a tooth on the equivalent 

cylindrical gears. The contact analysis method of cylindrical 

gears can be used to analyze elliptical cylindrical gears. As 

far as spur gears are concerned, there are already many 

complete analysis techniques [3-5], and a lot of research 

results have been accumulated in the research of tooth 

surface contact. References [6-7] use ANSYS LS-DYNA 

analysis software to study gear meshing and contact 

characteristics of tooth. SANCHEZ-MARIN [8] proposed 

discretization and geometric adaptive refinement of the 

contact surface of teeth to solve the contact problem and 

calculate the instantaneous contact area of gear in meshing 

process. Wang Chen [9] proposed a method of tooth profiles 

modification based on tooth contact analysis technology. 

The modification parameters of rack cutter obtained by 

TCA technology can be transformed into the modification 

parameters of gear profile. Chen Ruibo [10], considering the 

contact relationship between the tooth surface, established 

the dynamic model of gear transmission. On this basis, the 

effects of meshing stage and operating conditions on the 

contact characteristics and dynamic characteristics of tooth 

are studied. Vasie Marius [1] proposed the method of 

generating pitch curve and tooth profiles of elliptical 

cylindrical gear and simulated the meshing of tooth in 2D 

and 3D environments respectively, and elaborated the 

meshing path, contact area and its change of tooth in detail. 

Zhang Huang [11] carried out numerical simulation of 

elliptical cylindrical gear transmission based on gear 

meshing principle and constructed a complete contact 

analysis method of elliptical cylindrical gear tooth profiles. 

Zhang Guohua [12] aimed at the high-order modified 

elliptical gears, and the contact stress of the tooth was 

obtained by simulating the meshing state of the tooth. The 

above research is of great significance to analyze the 

meshing characteristics of non-cylindrical gears, but there 

are few studies on the tooth surface contact in the dynamic 

meshing process of non-cylindrical gears. In this paper, a 

pair of elliptical cylindrical gears in the reversing device of 

* Corresponding author e-mail: lutdcb@126.com 
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a new type of drum pumping unit is taken as the research 

object, and an accurate finite element model is established. 

Based on LS-PREPOST software, the dynamic meshing 

process of elliptical cylindrical gears is simulated to study 

the distribution of stress and strain in the meshing process 

of gears at different rotational speeds. Figure 1 is a model 

of elliptical cylindrical gear reversing device. 

 

Figure 1. Reversing device of planetary gear train with elliptical 

cylindrical gears 

2. Meshing theory of elliptical cylindrical gears 

The curvature radius of elliptical cylindrical gears varies 

everywhere on the pitch curve, and the coincidence degree 

varies with it in the actual meshing process and is always 

greater than 1, which is mainly manifested by the meshing 

of one or two pairs of gears. According to the engagement 

of involute tooth profiles, the contact characteristics can be 

analyzed according to the Hertz theory of two cylinders 

contact models [13], so the contact stress of the tooth 

surface is as follows: 
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Where pca is the calculated load on the unit length; B is 

the tooth width; nF  is the normal force on the tooth surface; 

1 2
,E E elastic modulus of the two gears;

 1 2
,   are 

Poisson's ratio of the two gears in contact with each other; 

  is the comprehensive curvature radius at the two 

contact surfaces. The center distance of is a, and the extreme 

diameters of the pitch curve of the driving and driven 

wheels are r1 and r2=a-r1. The input torque of the driving 

wheel is T1(t), and the output torque of the driven wheel is 

T2(t). The force diagram of the driving wheel in a pair of 

meshed non cylindrical gear pairs is shown in Figure 2. 

 

Figure 2. Stress diagram of involute profile of non-cylindrical 

gear 

Where  is the angle between the tangential force Ft and 

the normal force Fn; Fa is the circumferential force; θ is the 

angle between the tangential force and the radius of the 

pitch curve; θ1 is the angle between the radius of the pitch 

curve and the x-axis, and λ is the angle between the 

tangential force and the x-axis. 

  The tangential force Ft and the normal force Fn of the 

tooth surface of non-circular involute spur gears are 

respectively: 
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When a pair of tooth profiles engages at the pitch curve 

of non-circular involute spur gears, the meshing force is 

larger. When the gear material is the same, the nominal 

value of contact stress and the calculated value of surface 

contact stress are respectively 
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Where 1 , 2 is the curvature radius at the two contact 

tooth surfaces; KS is the meshing stiffness coefficient; KA is 

the use coefficient; KV is the dynamic load coefficient; HK   

is the load distribution coefficient of the contact stiffness 

calculation, and HK   is the load distribution coefficient of 

the teeth calculated by the contact stiffness. 

The force acting on elliptical cylindrical gears in 

meshing process is complex and time-varying. The above 

expression can calculate the static force acting on the teeth, 

but some coefficients need to be selected according to 

experience, and it is difficult to calculate the instantaneous 

stress, strain and meshing force in meshing process. The LS-

PREPOST software avoids the complex finite element 

programming and calculation and can simulate the actual 

meshing process completely. It can realize the load contact 

analysis of gears, which is more in line with the actual 

working conditions in the process of gear meshing, so it can 

be used to analyze the meshing characteristics of elliptical 

cylindrical gears. The parameters of elliptical cylindrical 

gears are shown in Table 1. 



 © 2020 Jordan Journal of Mechanical and Industrial Engineering. All rights reserved - Volume 14, Number 3  (ISSN 1995-6665) 273 

Table 1. Elliptical cylinder gear design parameters 

Modulus m 3 

Tooth number Z 47 

Center distance a 150 

Tooth top height coefficient ha
* 1 

Top clearance coefficient 

C* 
0.25 

Tooth width B 30 

Eccentricity e 0.3287 

Pitch curve equation r 
64.667

1 0.3287 cos



r  

3. Analysis of dynamic meshing characteristics of 

elliptical cylindrical gears 

In the process of gear meshing, load and power are 

transmitted in the form of tooth surface contact. The tooth 

profiles and tooth lines are two important characteristics of 

the tooth surface, and they are also the main factors 

affecting the tooth surface shape, meshing characteristics 

and contact characteristics [14]. Rotation speed will affect 

the impact time in the process of gear meshing, and then 

affect its meshing characteristics. In order to simplify the 

analysis process, the dynamic meshing characteristics of 

elliptical cylindrical tooth are analyzed from two aspects: 

the direction of tooth lines and the direction of tooth 

profiles, respectively, without considering the 

manufacturing and installation errors and displacement 

factors. 

3.1. Load step analysis of gear tooth engagement 

In order to simulate the actual contact of tooth in 

meshing process, the following boundary conditions should 

be set: the inner ring of rigid shaft hole drives the flexible 

body of gear to rotate, the gear material is Solid164 flexible 

body, the inner ring material of shaft hole is Shell163 rigid 

body. The driving and driven wheels limit the degrees of 

freedom of movement in three directions of X, Y and Z and 

the degrees of freedom of rotation in X and Y. The 

rotational speed of the driving wheel is 600 r/min. In the 

process of solving gear meshing model, excessive time 

steps and the proportion factor of calculation time step will 

lead to negative volume and interrupt simulation. The 

generation of negative volume is mostly caused by mesh 

distortion, which is related to mesh quality, material and 

load conditions. Therefore, appropriate time step should be 

taken to avoid negative volume. After debugging, the time 

step ratio factor TSSFAC is 0.5, and the time step DT2MS 

is
72   , which can completely simulate gear meshing.  

According to the set boundary conditions, the finite 

element model of elliptical cylindrical gear is solved, and 

the dynamic meshing simulation of 0.1s is obtained. The 

elliptical contact area of the tooth at 0.0079s is shown in 

Figure 3. In the meshing simulation time of 0.1s, six time 

points are selected randomly, and the maximum contact 

stress in the meshing process of tooth are shown in Table 2. 

 

Figure 3. Elliptic contact area of elliptical cylindrical gear 

meshing 

Table 2 Maximum contact stress of gear  

Time(s) Stress(×10^3  

Mpa) 

Time(s) Stress(×10^3 

Mpa) 

0.0079 1.104 0.029 0.9724 

0.038 0.9005 0.049 0.7403 

0.078 0.6217 0.083 0.6233 

The data in Table 2 show that the maximum contact 

stress of tooth decrease with the change of meshing time. 

This is due to the fact that in the initial meshing stage, point 

contact is dominant, and the impact is large. When the 

contact form is changed from point contact to line contact, 

the meshing is stable, and the stress of tooth tends to be 

stable. In Figure3, the contact area of the tooth is elliptical. 

During meshing, the elliptical contact area will expand 

symmetrically from the middle section to both sides, and the 

maximum stress occurs at the middle section. The stress 

decreases gradually as the transition from the middle section 

to the two ends of the teeth. When the thickness of the two 

meshing teeth is the same, the distance between the 

boundary of the elliptical contact area and the end face of 

the gear is about 5%~10% of the thickness of the tooth. If 

the width of the two meshing teeth is different, the elliptical 

contact area of the gear with smaller width will be larger. 

3.2. Analysis of stress and strain in the direction of tooth 

lines at different speeds 

Literature [15] points out that the tooth profiles of a gear 

are generally composed of three parts: the top part, the root 

part and the working area. The working area of a non-

cylindrical gear, represented by an elliptical cylindrical 

gear, is generally near the pitch curve. Therefore, in order 

to study the stress and strain distribution in the direction of 

the tooth lines, it is necessary to collect isometric data from 

the working area near the pitch curve of the tooth lines. The 

location of the data acquisition point is shown in Figure 4. 

 

Figure 4. Data acquisition point of tooth surface 
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The increase of rotational speed will aggravate the wear 

and collision between teeth. In order to study the influence 

of rotational speed on the stress and strain distribution 

during meshing, the changing trends along the tooth lines 

under three conditions of rotational speed of 300r/min, 

600r/min and 900r/min were obtained, as shown in Figure 

5. The longitudinal coordinate p represents the effective 

plastic strain, e represents the effective stress, F represents 

the pressure on the tooth surface, and the abscissa represents 

the time. 

It can be concluded from the analysis that the effective 

plastic strain at point C is the largest, followed by points B 

and D, and points A and E are the smallest under three 

rotating speeds. With the increase of rotational speed, the 

effective plastic strain and surface pressure at the center of 

the elliptical contact area of tooth surface are the largest, 

and both decrease in varying degrees during the transition 

from the center position to both sides. With the increase of 

rotational speed, the increasing trend of C point is more 

obvious. At low speed, the two sides of the elliptical contact 

area in the direction of tooth lines are the largest, and the 

value of the elliptical contact area tends to decrease when it 

transits to the center area. When the rotational speed 

increases, the distribution law of the elliptical contact area 

in the center area is the largest and the transition area in the 

two sides decreases. The reason is that the meshing slip 

speed between the teeth is small at low speed, the stress and 

strain distribution in the micro contact area of the tooth 

surface is relatively concentrated and the numerical 

difference is small. At high speed, the slip velocity and wear 

between the teeth increase, and the stress-strain values 

differ greatly.

   

 (a) 300r/min  

   

 (b) 600r/min  

   

 (c) 900r/min  

Figure 5. Comparison of stress and strain in the direction of gear line at different speeds 
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3.3. Variation of Tooth lines Directional Displacement at 

Different Speed 

    The above analysis shows that the effective plastic 

strain, effective stress and surface pressure will be different 

between data acquisition points under different rotational 

speeds on the same tooth surface. In order to study the 

displacement distribution of data acquisition points during 

gear meshing process, the variation trend of tooth lines 

direction displacement under three rotational speeds is 

obtained, as shown in Figure 6. 

 

Figure 6. Variation trend of tooth lines displacement at different 

rotating speeds 

      In Figure 6, the displacements of five data points on 

the same tooth surface show the same distribution law under 

different rotational speeds. The maximum displacements 

are basically the same, but with the increase of rotational 

speeds, their periods change. In the meshing time of 0.2s, 

the driven wheels rotate 1 cycle, 2 cycle and 3 cycle 

respectively under three rotating speeds, so the 

displacement curves in the figure 6 shows one cycle, two 

cycle and three cycle respectively, which indicates that the 

increase of rotating speed will affect the change period of 

tooth surface displacement, but the displacement of each 

point on the tooth surface will not change with the increase 

of rotating speed. 

3.4. Stress and strain Analysis of Tooth profiles Direction 

at Different Rotational Speed 

    The variation trend of effective plastic strain, effective 

stress and surface pressure at the top of the tooth profiles, 

near the pitch curve and at the root of the tooth under 

different rotational speeds is shown in Figure 7. At 0.06s, 

the curves corresponding to the 900r/min rotation speed all 

appear sudden jump, and the effective stress and the 

pressure on the tooth surface near the pitch curve and the 

root of the tooth are impacted, which indicates that the 

meshing state of the tooth is not stable, and there will be 

noise and impact vibration. The reason is that the meshing 

period changes with the increase of rotational speed, and the 

effective plastic strain, effective stress and surface pressure 

of tooth increase sharply with the existence of meshing 

impact. But in this process, the curves are continuous and 

there is no interruption, which indicates that there is still a 

good contact characteristic between the teeth. With the 

increase of rotational speed, the effective plastic strain, 

effective stress and contact pressure at the top of the teeth, 

the vicinity of the pitch curve and the root of the teeth all 

tend to increase, which indicates that the contact condition 

of the gear is changing with the increase of the rotational 

speed. The increase of pressure and contact stress on the 

surface of tooth at high speed will aggravate the wear of the 

surface of tooth, so the plastic deformation will increase. 

When increases to a certain extent, the failure modes of 

tooth such as tooth surface gluing will occur, this is similar 

to that of standard cylindrical gears. 

  



 © 2020 Jordan Journal of Mechanical and Industrial Engineering. All rights reserved - Volume 14, Number 3  (ISSN 1995-6665) 276 

   

 (a) The top of the tooth profiles  

   

 (b) The part near the pitch curve  

   

 (c) The root of the tooth profiles  

Figure 7. Stress and strain comparison of tooth profiles at different rotational speeds 

3.5. Variation of meshing force of tooth at different 

rotational speeds 

 

Figure 8.  Trend of meshing force of tooth at different rotational 

speeds 

Figure 8 shows that the maximum meshing force of 

tooth at three rotating speeds is 225.608 KN, 223.515 KN 

and 226.300 KN, respectively, with little difference 

between them. Under three rotational speeds, the meshing 

force increases instantaneously due to the meshing impact 

between the teeth in the initial meshing stage, and then 

changes periodically when the meshing is stable. The 

meshing force curve is smooth at 300r/min. When the speed 

increases to 900r/min, the meshing force curve will have 

some impact, and the gear system will have vibration and 

noise. For the driven wheels rotate 1r, 2r and 3r when the 

speed is 300r/min, 600r/min and 900r/min, respectively. In 

the meshing process of 0.2s, the meshing speed of tooth is 

slower at low speed, the impact vibration is smaller, and the 

curve is smoother. In high speed, the meshing time of tooth 

decreases, and the instantaneous impact and the vibration 

increase. The meshing force curves will produce non-

smooth phenomena, but the meshing force curve is always 

continuous and there is no interruption, which indicates that 

there is no separation of tooth and have a good contact 

characteristic.  
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4. Conclusions 

Aiming at the elliptical cylindrical gear pair, the LS-

PREPOST software is used to simulate the dynamic 

meshing process of the tooth. The effective plastic strain, 

effective stress, surface pressure, displacement of the tooth 

lines and meshing force distribution of the tooth in the 

direction of tooth lines and tooth profiles at different 

rotational speeds are obtained. 

1. The distribution of stress, strain and pressure in the 

direction of tooth lines will be affected by the speed of 

tooth. Along the direction of tooth lines, the effective 

plastic strain, effective stress and surface contact 

pressure in the center position of elliptical contact area 

are the largest and will decrease in varying degrees when 

the center position transits to both sides. The central part 

of elliptical contact area has the greatest wear. 

Therefore, the modification amount should be 

considered according to the meshing position, wear 

amount and load of the gear in the direction of tooth 

lines. 

2. Along the tooth profiles direction of elliptical cylindrical 

gear, with the increase of rotational speed, the effective 

plastic strain, effective stress and surface contact 

pressure all tend to increase. The increase of rotational 

speed makes the meshing period of the tooth change, and 

the vibration and noise of the tooth will appear because 

of the meshing impact when the speed is large. 

3. The rotation speed has a certain influence on the 

displacement of each data acquisition point in the tooth 

surface and the change period of the engagement force. 

The value of the engagement force will not change 

significantly with the increase in rotation speed. The 

engagement speed is slow at low speed, and the impact 

vibration is small. The engagement times decreases in 

high speed, and the wear impacts vibration between the 

gear surfaces increases, which will reduce the service 

life of gear. However, the meshing force curves of the 

three rotating speeds are continuous, which shows that 

the elliptical cylindrical gears have good contact 

performance under the three rotating speeds. 

4. The analysis method and analysis process proposed in 

the article can be applied to the same type of non-

cylindrical gears, which provides a new method for the 

subsequent study of the dynamic meshing characteristics 

of non-circular gears and the influence of working 

condition parameters on the meshing characteristics. 
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Abstract 

Policymakers have become eager to move towards sustainability recently due to the growing costs of electricity and 

concerns about the environment. Environment friendly and economical energy sources, such as solar power, are being 

introduced at increasing rates. Photovoltaic (PV) panels are considered an important method of harnessing solar power. 

Although solar energy is one of the most efficient renewable and sustainable sources of energy, the accumulation of dust and 

debris on even one panel in a PV array reduces the efficiency of energy generation, thus highlighting the need to keep the 

surfaces of PV panels clean. Several methods can be used to clean PV panels, such as Heliotex technology, electrostatic 

cleaning, the use of self-cleaning glass, automatic cleaning and manual cleaning. The Preference Selection Index (PSI) multi-

criteria decision-making approach is used in this study to compare these cleaning methods. Data were collected via a survey of 

solar energy experts in Jordan to enable a comparison of these cleaning methods, and several attributes were considered. After 

the initial PSI analysis, a follow-up sensitivity analysis was conducted that involved removing the cost attributes. The results 

showed that the best method was manual cleaning. The results of the sensitivity analysis confirmed that manual cleaning is the 

method most often preferred by experts. 
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1. Introduction 

Global demand for resources has been growing rapidly, 

which has created pressure on the manufacturing sector to 

generate new products and develop technologies. These 

requirements are reflected in the amount of the energy 

required. The world relies heavily on oil, which is 

expensive, and causes environmental problems, and is non-

renewable. This combination of disadvantages has forced 

countries across the world to shift to new, alternative energy 

sources. Renewable sources of energy are those that are not 

depleted by continuous usage, do not contribute to 

environmental pollution in terms of greenhouse gases, and 

do not pose health hazards [1]. Renewable energy systems 

are an essential alternative energy choice and are considered 

the first step in the industrialized building system 

construction industry [2]. These energy sources, and 

especially solar, biomass and wind, are now playing an 

important role in the economics of energy production and 

are improving the quality of the environment [3]. Projects 

involving renewable energy, and especially photovoltaic 

(PV) systems, can result in crucial savings in terms of the 

energy consumed in a building [4]. Countries around the 

word have implemented plans to increase the share of 

renewable energy sources and reduce greenhouse gas 

emissions [5]. 

Decision making and judgments are essential aspects of 

the average person’s daily life. Human judgment has 

received considerable attention, both within and outside of 

the psychological sciences [6], [7], [8]. For some decisions, 

a single criterion may be the major focus of the decision 

makers, while other decisions are made based on multiple 

criteria simultaneously. Multi-criteria decision-making 

(MCDM) tools are used to evaluate candidate alternatives 

for the purpose of ranking, choosing or sorting based on a 

number of qualitative and/or quantitative criteria, and are 

associated with different measuring units [9]. Multi-criteria 

decision analysis can be applied to numerous types of 

complex decision. The Preference Selection Index (PSI) is 

one of the primary MCDM approaches that can help a 

decision maker to reach the optimal decision. Other MCDM 

approaches include the Analytic Network Process (ANP), 

Elimination and Choice Expressing Reality (ELECTRE), 

Technique for Order of Preference by Similarity to Ideal 

Solution (TOPSIS), grey theory and the Analytic Hierarchy 

Process (AHP). 

This paper provides a systematic procedure for selecting 

the best cleaning method for PV panels, using an approach 

based on PSI. Experts in the field of solar energy were asked 

to voluntarily answer a survey that described the most 

* Corresponding author e-mail: msobeidat1@just.edu.jo 
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frequently used cleaning methods and included several 

attributes related to the cleaning of PV panels.  

2. Literature Review 

2.1 Solar Energy and the Cleaning of PV Panels  

One of the largest challenges of the modern world 

involves how to meet the required demand for energy in a 

sustainable way [10]. This rise in energy demand is a result 

of the growing population and increases in prosperity levels 

[11]. Solar energy is considered one of the best alternatives 

of the various types of renewable energy sources which 

entails the conversion of the sun’s rays into electrical 

energy. A solar or PV cell is a device that converts sunlight 

into electricity [12]. As the sun is the source of solar power, 

this form of electrical power is cleaner and less expensive 

than fossil fuels [13]. Solar cells are made from 

semiconducting materials, and to be able to absorb sunlight, 

these materials must have specific characteristics.  

PV panels are currently the most widely used renewable 

energy source. There are several factors that can 

significantly affect the maximum efficiency of a PV 

installation, including the geographic location (latitude and 

solar insolation) and the design of the installation (tilt angle, 

altitude and orientation). Other factors can also significantly 

affect the performance (efficiency), such as the 

accumulation of dust and debris [14]. Mani and Pilli (2010) 

studied the impact of dust on PV systems; they identified 

various factors responsible for the settling of dust on PV 

panels, and suggested some solutions to reduce this 

accumulation [14]. 

There are two key cost drivers related to the use of PV 

cells that affect all stakeholders: the efficiency and the 

degradation rate [15]. The efficiency of a PV cell refers to 

the conversion of sunlight into electrical power, and 

concerns how this relationship evolves over time, while the 

degradation rate is a quantification of how the electrical 

power declines over time [15]. The latter is extremely 

important, as a higher degradation rate means that a lower 

level of power is produced, thus reducing future cash flows 

[16]. 

The conversion efficiency of a solar cell is defined as the 

percentage of the solar energy falling onto a PV device that 

is converted into electricity [17]. This efficiency is one of 

the main factors that can affect the selection process of a 

type of solar cell. Most of the sunlight that reaches a PV cell 

is lost rather than converted into electricity [17]. Several 

factors can affect the conversion efficiency, including the 

wavelength, recombination, temperature and reflection. 

These factors must be considered when designing a PV 

system to achieve higher efficiencies. 

In any PV installation, the engineers focus on the design 

(tilt angle, altitude and structure) in order to harvest the 

maximum solar radiation. However, they may overlook the 

practicalities of a site, such as the deposition of dust, water, 

salt, or bird droppings [14]. These phenomena, when 

combined with losses in wires and inverters, can reduce the 

efficiency of a module by 10–25% [14].  

Dust is defined as a solid particle with a diameter less 

than 500 µm. It is generated in the atmosphere from 

different sources, such as wind, vehicular movement, 

pollution and volcanic eruption. The accumulation of dust 

on PV panels is characterized by two important factors that 

influence each other: the properties of the dust (such as its 

size, weight, shape, chemical and biological properties and 

electrostatic properties), and the local environment (such as 

human activities, environmental characteristics including 

the orientation and height of the installation, and weather 

conditions) [14].  

Mani and Pillai (2010) performed a study that had two 

phases. In phase one, they primarily studied the impacts of 

the characteristics of solar systems, such as the tilt angle and 

glazing, on dust accumulation. In phase two, they studied 

the effects of dust deposition via an experimental 

investigation. They suggested several solutions to the 

problem of dust on solar panels in relation to the geography 

of the installation; for example, dry tropical regions with 

temperature ranges of 20–49°C, annual precipitation greater 

than 150 cm and in latitude ranges of 15–25° north and 

south are prone to dusty desert environments and dust 

storms, and PV systems in these areas should be cleaned at 

a minimum of weekly. 

Appels et al. (2013) studied the effects of dust settlement 

on PV modules that are installed at an optimal tilt angle with 

regular rainfall in Belgium. Their methodology was as 

follows: (i) a spectrometer was used to examine the 

relationship between the decrease in transmittance and the 

decrease in the output power of a PV module; (ii) a scanning 

electron microscope was used to examine dust samples; (iii) 

several prototype coatings were introduced to determine 

whether they reduced the power loss of the output; and (iv) 

the effects of dry residue on PV modules were studied [18]. 

The results showed that the accumulation of dust on PV 

modules in Belgium was responsible for consistent power 

losses in the range 3–4% after dust saturation over three or 

four weeks. Rainfall had a limited effect on power losses for 

small dust particles (2–10 µm), but had a better effect in 

terms of washing away large dust particles. A special 

coating was shown to be a solution for this issue, although 

it was not cost-effective [18]. Appels et al. (2013) also 

suggested regular cleaning with soft tap or demineralized 

water.  

The use of hydrophobic coatings on photovoltaic 

modules is another method of cleaning them [19]. High 

temperatures and dust storms are the most frequent factors 

that reduce the maximum performance of PV modules in 

Middle East and North Africa [19]. These can reduce the 

maximum output power by 16.2% and the short-circuit 

current (Isc) by 6.6% [19]. In addition, dust settlement on 

PV modules induces a hotspot phenomenon, which 

increases the temperature of the PV module, thus reducing 

its efficiency. Fathi et al. (2017) applied a self-cleaning 

hydrophobic nano-coating to a PV module and measured its 

output performance. They found that the hydrophobic 

coating, which was a cost-effective method, increased light 

transmittance and reduced the temperature of the PV 

module, meaning that the output power losses were reduced 

[19]. 

Moharram et al. (2013) studied the effect of cleaning PV 

modules using a non-pressurized water system and a 

surfactant. Their objective was to remove dust from PV 

modules using these two methods, as they are the least 

costly and the most energy-efficient approaches. The 

experiment used a 14 kW PV system and consisted of three 

stages: no cleaning; cleaning with non-pressurized water; 
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and cleaning with anionic and cationic surfactants. They 

found that the accumulation of dust on PV modules (i.e. no 

cleaning) significantly reduced the efficiency, the non-

pressurized water system was insufficiently strong to 

improve the efficiency of the PV modules compared to 

regular water, and a mixture of anion and cation surfactants 

was the best method of removing dust sticking to the 

modules [20]. 

A superhydrophobic and water-repellent coating offers a 

further method of self-cleaning for PV panels. Park et al. 

(2011) studied a micro-shell array that was fabricated on 

transparent and flexible polydimethylsiloxane (PDMS) 

layers. This method was compared to a non-

superhydrophobic coating on PV modules. The results 

showed that this was an excellent water repellent, and lower 

dust accumulation was seen for a superhydrophobic PDMS 

at a contact angle that was higher than 150°, with a 

hysteresis level of less than 20° [21].   

Chaichan et al. (2015) studied the effects of pollution 

and cleaning on PV modules in Baghdad, Iraq. Their 

experiment was conducted in outdoor conditions in order to 

investigate the impact of air traffic pollution on highways 

on the performance of PV panels. Three polycrystalline 

panels were installed at a tilt angle of 30° towards the south. 

Natural cleaning conditions, such as rain and wind were the 

main cleaning methods for the first panel, while the second 

panel was designed to collect pollutants such as dust, bird 

droppings and to preserve them by being covered during 

cloudy and rainy weather. The third panel was cleaned by 

alcohol with 99% purity before each measurement was 

taken. The experiment was conducted for a period of two 

months during the winter. The results showed that the 

cleaned panel had an average efficiency of 4.82%, the 

naturally cleaned panel 3.233%, and the polluted panel 

1.749% [22]. The second phase of the study by Chaichan et 

al. (2015) involved evaluating the best cleaning method for 

PV panels. The same polycrystalline panels were tested for 

two further months. The first panel was cleaned with 

deionized distilled water, the second was cleaned with 

alcohol and the third with sodium surfactant. The results 

showed a reduction in the efficiency of the PV panels of 

about 0.1% for alcohol, less than 1% for sodium surfactant 

and about 14% for deionized distilled water. Distilled water 

failed to clean the PV panels due to the small particles, and 

especially nano-scale carbon, that were stuck to them [22]. 

Sayyah et al. (2015) introduced a new cleaning method 

to reduce soiling of a PV module using an electrodynamic 

screen (EDS) in an environmentally-controlled test 

chamber. The EDS system was composed of two stacked 

layers of transparent dielectric coating, which covered the 

PV glass. The results showed that 90% of Isc was restored 

from its original value after several cycles, which enhanced 

the efficiency of the module. However, coagulations of dust 

were observed on some PV surfaces after using the EDS 

method. The authors stated that this dust coagulation was 

acceptable because its availability, the PV module can use 

the light scattered from dust particles [23].   

Biris et al. (2004) studied the effect of removing dust 

particles from a PV module using an EDS. Their experiment 

involved applying an AC signal to a shield consisting of 

parallel wires.  The electrodes were embedded into a 

polymer film to prevent any spark between them. A wide 

range of amplitudes and frequencies was applied, and it was 

found that the EDS was able to remove dust particles and 

prevent them from re-accumulating; however, this 

depended on the amplitude and frequency of the voltage. 

The researchers concluded that increasing the amplitude of 

the voltage led to greater removal of dust particles, and that 

the 5–15 Hz frequency range was optimal [24]. 

2.2 Multi-criteria Decision Making 

MCDM aims to assist decision makers in selecting the 

best option from many feasible alternatives [25]. MCDM 

approaches are designed to identify the most preferred 

alternative by grouping the available alternatives into a 

limited number of categories and ranking these alternatives 

in order of preference. MCDM approaches have been used 

in a wide range of areas according to the nature of the 

decisions to be made. Examples of MCDM approaches 

include PSI, AHP, ANP, ELECTRE, TOPSIS and grey 

theory. The aim of these widely used decision-making 

approaches is to break complex decisions down into smaller 

parts, which can be analyzed separately and then 

recombined into a weighted score [26]. The following is a 

brief description of the most commonly used MSDM 

approaches. 

The ANP method is used in models with clear 

dependencies. It is a general class of decision-making 

approaches that deals with complex interdependencies 

among different attributes or elements [27], [28]. It provides 

a framework for dealing with decisions without the need for 

assumptions about the interdependence between elements at 

higher and lower levels, or between elements at the same 

level [29], [30]. The ANP method uses a network rather than 

a hierarchy of different levels [29], [30]. It has been applied 

to decisions in fields, such as product design, equipment 

replacement, and energy policy planning [31]. ANP has also 

been applied in the evaluation and selection of projects [32], 

supply chain management [33], performance management 

[34], environmental issues [35], strategy selection [36] and 

manufacturing systems [37]. If there are dependencies 

between the criteria, a fuzzy ANP might be a good choice 

[38]. 

ELECTRE methods (I, II, III, IV, IS, and TRI) have been 

chosen as the best methods by pairwise comparison of 

alternatives within the decision problem [9]. Examples of 

studies that have used ELECTRE methods include 

evaluating an action plan for the diffusion of renewable 

energy technologies at a regional scale [39], supporting 

decision makers with different value systems [40], solid 

waste management [41], choosing materials under 

weighting uncertainty [42] and the planning of water 

resources [43]. 

Grey theory is one of the MCDM approaches used to 

study the uncertainty of systems, and is a superior approach 

that can provide a mathematical analysis of systems with 

uncertain information [44], [45], [46]. In this theory, a 

system is referred to as ‘white’ if its information is known 

completely, ‘black’ if its information is unknown, and 

‘grey’ if it is partially known [46]. Researchers have used 

grey theory in several fields, for example in medicine [47], 

economics [48], supplier selection [46], the environment 

[49] and airline networks [50]. 

AHP is an appropriate approach for decisions under 

conditions of certainty, where a judgment is quantified 
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using a systematic procedure and used as a base for making 

an optimal decision [51]. It is a structured technique that 

applies both psychology and mathematics to make complex 

decisions [52]. The priority levels of the decision criteria are 

evaluated and determined [53], and complex decisions are 

made by quantifying non-numeric factors related to the 

decision, such as the ideas, emotions, feelings, expectations, 

etc. of people involved in the decision [51]. A pairwise 

comparison matrix is constructed for all the factors 

considered in the decision process [54]. There are four main 

components of an AHP model that enable a decision to be 

made in a structured manner and to enhance the process of 

generating priorities [55]. These components are: (i) the 

definition of the decision problem; (ii) the construction of a 

decision hierarchy; (iii) the construction of pairwise 

comparison matrices; and (iv) the use of the priorities 

computed from the comparison matrices to weight the 

priorities of the elements [55]. Over 150 applications of the 

AHP approach are available, and these can be categorized 

into 10 areas: allocation, selection, benefit-cost, evaluation, 

development and planning, ranking and priority, 

forecasting, decision making, medicine and quality function 

deployment [56]. One example of the application of AHP in 

the solar energy sector is the research reported in [57], 

which investigated the connection between regional factors 

and the attractiveness of investing in the production of solar 

energy.  

The TOPSIS approach is a straightforward one that 

generates two alternative solutions: a positive ideal solution 

and a negative one. In TOPSIS, the selected alternative must 

simultaneously have the minimum geometric distance from 

the positive ideal solution and the maximum geometric 

distance from the negative ideal solution [58], [59], [60]. A 

decision matrix and a normalized decision matrix are 

constructed using accurate scores that each alternative 

receives from all criteria [60]. The negative and positive 

ideal solutions are found by considering all attribute rates. 

The order of preference of the alternatives is determined by 

comparing the distance coefficient of each alternative. 

Applications of TOPSIS include financial investment 

decisions such as highway buses outranking [61], [62], 

identifying new active investment opportunities [63], 

operations management, for example in decision problems 

related to supplier selection in the manufacturing industry 

[64], the selection of production processes for 

semiconductors [65] or the selection of material for metallic 

bipolar plates for a polymer electrolyte fuel cell [66], water 

management [67] and evaluating the service quality of 

public transportation [68]. 

The PSI method is a direct decision-making method that 

requires fewer and simpler calculations than the other 

MCDM approaches [69]. This approach relies on statistical 

concepts without the need to weight the considered 

attributes [27]. The methodology consists of defining the 

problem goal, formulating a decision matrix of alternatives 

and criteria, normalizing the decision matrix, computing the 

preference variation value, determining the overall 

preference value, obtaining the preference selection index 

and ranking alternatives in ascending or descending order to 

facilitate the interpretation of results [70].  

2.1.1. PSI Details 

PSI is a new approach that was proposed in [70]. Unlike 

other MCDM methods, this technique does not require the 

user to give an importance between attributes. A PSI value 

is calculated for each alternative, where the best alternative 

is the one with the highest value. This method can be 

illustrated using the following steps [70]: 

 Step I: Identification of the objective and determination 

of all possible criteria and the measures and alternatives 

to be studied. 

 Step II: Formulation of the decision matrix. Let A be a 

set of alternatives, where A= {Ai for i= 1, 2, 3, . . ., n},  

C a set of decision criteria where  C={Cj for j = 1, 2, 3, 

. . . , m} and Xij the performance of alternative Ai when 

it is studied with criterion Cj. As a result, a decision 

matrix can be created as shown in Table 1. 

Table 1. Decision matrix Xij 

Alternatives (Ai) Criteria (Cj) 

C1 C2 C3 … Cm 

A1 X11 X12 X13 … X1m 

A2 X21 X22 X23 … X2m 

A3 X31 X32 X33 … X3m 

… … … … … … 

An Xn1 Xn2 Xn3 … Xnm 

 Step III: Normalization of data, i.e. transforming the 

values in the decision matrix to the range 0–1. In the case 

of a positive expectancy (i.e. profit), the normalization 

formula will be as follows: 

𝑅𝑖𝑗 = 

𝑋𝑖𝑗

𝑋𝑗
𝑚𝑎𝑥 ,                                                                         (1) 

while for a negative expectancy (i.e. cost) the normalization 

formula is: 

𝑅𝑖𝑗 = 

𝑋𝑗
𝑚𝑖𝑛

𝑋𝑖𝑗
 ,                                                                   (2) 

where Xij are the attribute measures (i = 1, 2, 3, ..., N and j = 1, 2, 

3, . . . , M) in the decision matrix. 

 Step IV: Calculation of the preference variation value 

(PVj), which is determined for each attribute using the 

following equation: 

𝑃𝑉𝑗 = ∑ [𝑅ij −𝑁
𝑖=1 𝑅𝑗̅]2

,                                                 (3) 

where 𝑅𝑗̅ is the mean of the normalized value of attribute j and is 

calculated as follows: 

𝑅𝑗̅ =
1

𝑁
∑ 𝑅ij

𝑁
𝑖=1  .                                                                   (4) 

 Step V: Computation of the deviation (Φ) in the 

preference value (PVj) for each attribute, using the 

following equation: 

Φ = 1 − PVj .                                                                   (5) 

 Step VI: Computation of the overall preference value 

(Ψ) for each attribute as follows: 

𝛹𝑗 = 

𝛷𝑗

∑ 𝛷𝑗
𝑀
𝑗=1

 .                                                                   (6) 

The overall summation of the preference value of all 

attributes must give a value of one. 

 Step VII: Computation of the preference selection index 

(Ii) using the following equation: 

𝐼𝑖  =   ∑ (𝑅𝑖𝑗
𝑀
𝑗=1 × 𝛹j ) .                                                 (7) 

 Step VIII:  Finally, alternatives are ranked based on the 

Ii value, where alternatives with the highest value are 

selected first. 

https://en.wikipedia.org/wiki/MCDA
https://en.wikipedia.org/wiki/MCDA
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3. Methodology 

The main objective of this paper was to compare the 

most widely used methods of cleaning PV panels. The PSI 

MCDM approach was used to find the optimum cleaning 

method based on certain attributes. Five cleaning methods 

were compared: Heliotex technology (automatic cleaning 

and washing without using brushes), electrostatic cleaning, 

self-cleaning glass (nano-coating), automatic cleaning (by 

robot, dry or wet wipers and water spray) and manual 

cleaning (by water spray, dry or wet wipers and rotary 

brushes). Several relevant criteria were considered in the 

PSI, including the cleaning time, initial cost, running cost, 

efficiency, time between cleanings and safety. Data were 

collected via a survey that was distributed in interview 

format to PV experts in Jordan. The PSI method was applied 

twice, in two phases. In the first phase, all the 

abovementioned criteria were considered in a comparison 

of the five different cleaning methods, while in the second 

phase, the cost attributes were removed, and a sensitivity 

analysis was carried out. 

4. Data 

Data on the cleaning methods were collected using a 

survey of Jordanian experts in the field of solar energy. The 

average of the responses was considered for the PSI 

analysis, as shown in Table 2, which contains the decision 

matrix of the PSI. 

5. Results and Discussion  

In this section, the eight steps of the PSI method 

described in Section 2.2.1 are applied. Table 2 shows the 

decision matrix for selecting the most preferred cleaning 

method based on the PSI approach. The data in the decision 

matrix were normalized as shown in Table 3, following Step 

III in Section 2.2.1. In this step, the cells representing the 

initial cost and the running cost were normalized using 

Equation 2, by dividing the minimum value in each column 

of the decision matrix by the value in each cell of the 

decision matrix in the corresponding column. This was not 

the case for the data normalization in the remaining columns 

of the decision matrix; each cell in these columns was 

divided by the maximum value in the corresponding column 

using Equation 1. The mean of each attribute (𝑅𝑗̅) was 

calculated as shown in Table 3, by taking the average of all 

the normalized values in each column using Equation 4. 

Table 4 summarizes the following quantities for each 

attribute: (i) the preference variation value (PVj), calculated 

based on Equation 3; (ii) the deviation (Φ) in the preference 

value (PVj), calculated based on Equation 5; and (iii) the 

overall preference value (Ψ), calculated based on Equation 

6. 

Table 2. Responses collected from PV experts (decision matrix) 

Alternatives 

(cleaning methods) 

Attributes 

C
lean

in
g
 tim

e 

In
itial co

st 

R
u
n
n

in
g
 co

st 

E
fficien

cy
 

T
im

e b
etw

een
 

clean
in

g
s 

S
afety

 

Heliotex technology  6.33 6 5.33 5.67 5 5 

Electrostatic cleaning 5.5 9 6.67 5.33 5.5 6.33 

Self-cleaning glass 

(nano-coating) 

4.5 9 4 6.67 4.5 8 

Automatic cleaning 

(robot, dry or wet 

wipers and water 

spray) 

7.33 7.67 6.67 7 5.33 6.67 

Manual cleaning 8.33 4 7 7.33 5.67 5.33 

Table 3. Normalized data 

Alternatives (cleaning methods) 

 

Attributes 

Cleaning time Initial cost Running cost Efficiency Time between cleanings Safety 

Heliotex technology 0.7599 0.6667 0.7505 0.7735 0.8818 0.6250 

Electrostatic cleaning 0.6603 0.4444 0.5997 0.7272 0.9700 0.7913 

Self-cleaning glass (nano-

coating ) 

0.5402 0.4444 1.0000 0.9099 0.7937 1.0000 

Automatic cleaning (robot, dry 

or wet wipers and water spray) 

0.8799 0.5215 0.59970015 0.9549 0.9400 0.8338 

Manual cleaning 1.0000 1.0000 0.5714 1.0000 1.0000 0.6663 

𝑅𝑗̅ 0.7681 0.6154 0.7043 0.8731 0.9171 0.7833 

 

Table 4. Values of PVj, Φ and Ψ for each attribute  

Measures Attributes 

Cleaning time Initial cost Running cost Efficiency Time between cleanings Safety 

PVj 0.12992 0.21781 0.12911 0.05538 0.02668 0.08833 

Φ 0.87009 0.78219 0.87089 0.94462 0.97332 0.91167 

𝛹𝑗  0.16255 0.14613 0.16270 0.17647 0.18183 0.17032 
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Table 5 shows the last step in the PSI calculations in 

which the index (𝐼𝑖 ) was calculated for each alternative 

using Equation 7. Table 5 shows that the maximum 𝐼𝑖 value 

was achieved for manual cleaning (0.40807), followed by 

Heliotex technology (0.34928), self-cleaning glass (nano-

coating) (0.32647), automatic cleaning (0.31853) and then 

electrostatic cleaning (0.27412). The maximum value 

indicates the most preferred alternative, i.e. manual cleaning 

in this case. 

6. Sensitivity Analysis   

In this section, the PSI method was applied again to 

compare the five cleaning techniques with same attributes 

as used in the first PSI calculations; however, in this case, 

the attributes related to the cost of the cleaning method (the 

initial cost and the running cost) were removed to ensure 

that the decision was not biased. This experiment was 

conducted in order to compare only the techniques 

themselves. Table 6 shows the last step of the PSI 

calculation for the purposes of sensitivity analysis, in which 

the index (Ii) is calculated for each alternative after 

removing the cost-related attributes. The maximum value of 

Ii is still found for manual cleaning, followed by automatic 

cleaning, Heliotex technology, electrostatic cleaning and 

then by self-cleaning glass (nano-coating).  

7. Conclusions  

In this paper, five methods of cleaning PV panels were 

compared, based on six attributes of these cleaning 

techniques. The cleaning methods were Heliotex 

technology, electrostatic cleaning, self-cleaning glass 

(nano-coating technique), automatic cleaning (robot, dry or 

wet wipers and water spray) and manual cleaning. The 

attributes considered here were the cleaning time, initial 

cost, running cost, efficiency, time between cleanings and 

safety. The PSI MCDM technique was used as a novel tool 

to evaluate the cleaning methods. Solar energy experts in 

Jordan were asked to fill in a survey, and their judgments 

were used as input to the PSI approach. 

The results of the PSI method indicated that the most 

suitable cleaning technique was manual cleaning, followed 

by Heliotex technology, self-cleaning glass (nano-coating), 

automatic cleaning and then electrostatic cleaning. A 

sensitivity analysis was conducted to measure the efficiency 

of the PSI approach when some attributes were removed. 

The two attributes related to the cost of the cleaning method 

(the initial and running costs) were removed, and the new 

results showed that manual cleaning remained the best 

cleaning method, followed by automatic cleaning, Heliotex 

technology, electrostatic cleaning and then by self-cleaning 

glass (nano-coating).  

 

8. Limitations 

The data used in this paper were collected from solar 

energy experts in Jordan. This means that the results may be 

influenced by conditions in Jordan, such as the weather, 

temperature, humidity, customs, man hour rate, technology 

level, etc. Hence, the criteria considered here, and the 

respective opinions of these experts may vary with 

differences in conditions related to the country, the cost of 

technology, and other factors. The results from this paper 

can therefore be applied in other countries, taking into 

consideration their local conditions.

Table 5. Computation of the preference selection index (𝐼𝑖 ) 

Alternatives (cleaning 

methods) 

 

Attributes 𝑰𝒊  

Cleaning 

time 

Initial cost Running 

cost 

Efficiency Time between 

cleanings 

Safety 
 

Heliotex technology 0.1235 0.0974 0.1221 0.00175 0.00023 0.00427 0.34928 

Electrostatic cleaning 0.1073 0.0650 0.0976 0.00376 0.00051 0.00001 0.27412 

Self-cleaning glass 

(nano-coating) 

0.0878 0.0650 0.1627 0.00024 0.00277 0.00800 0.32647 

Automatic cleaning 
(robot, dry or wet 

wipers, water spray) 

0.1430 0.0762 0.0976 0.00118 0.00010 

 

0.00043 0.31853 

Manual cleaning 0.1625 0.1461 0.0930 0.00284 0.00125 0.00233 0.40807 

 

Table 6. PSI (Ii) for sensitivity issues 

  Alternatives (cleaning methods) 

 

Attributes  

 

Ii 
Cleaning time Efficiency Time between cleanings Safety 

Heliotex technology  0.1787 0.0025 0.00033 0.006171 0.1877 

Electrostatic cleaning 0.1553 0.0054 0.00074 0.000016 0.1615 

Self-cleaning glass (nano-coating ) 0.1271 0.0005 0.00401 0.011577 0.1430 

Automatic cleaning by (robot, dry or wet 

wipers and water spray) 

0.2070 0.0017 0.00014 0.000628 0.2094 

Manual cleaning  0.2352 0.0041 0.00181 0.003373 0.2445 
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Abstract 

This work presents a pilot study on the photoelectric effect of anatase titanium dioxide (TiO2) deposited on grade 4 titanium 

discs on their antimicrobial properties. The focus will be especially directed towards dental implants applications. This study 

details specimen preparation and microstructural characterization by scanning electron microscopy, X-ray diffraction and 

Raman spectroscopy to ensure a homogenous coverage of the TiO2 material on the discs. The samples were further tested to 

highlight the photoelectric response of titanium dioxide to ultraviolet radiation in the form of electrical current within the discs. 

Six discs (three bare Ti, and three coated with TiO2) were seeded with a 5 µl of Escherichia coli culture. One disc of each group 

was subjected to the same UV light source used for the opto-electrical analysis for 0, 1 or 5 minutes. Bacteria on the discs were 

then harvested and incubated to examine number of viable cells. The obtained electrical properties confirmed that the surface-

coating provides simultaneous oxidation-reduction driven reactions under the photoinduced catalytic activity. This activity 

proves the benefits of incorporating a TiO2 layer in mitigating the number of active E-Coli bacteria in a microbial setup by as 

much as 21% after 5 minutes of UV exposure. This photoelectrical effect has a profound impact on the development of an in-

situ oral disinfectant material deposited on titanium-based dental implants. It is expected that the approach will promote facile 

antimicrobial treatment for patients that is non-invasive and at the same time very effective. 
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1. Introduction 

When teeth are lost, dental implants (titanium inserts) 

are placed into the jawbone in order to retain dental 

prostheses. In other words, “false teeth” are replacing 

missing teeth (Tagliareni and Clarkson 2015). Despite high 

costs associated with dental implants, the emergence and 

success of these implants have created a revolution in the 

dental profession and has greatly improved the quality of 

life for patients. It is estimated that ca. 300,000 dental 

implants were placed each year in the United States (Puleo 

and Thomas 2006). A trend of a significant and continuous 

increase in number of dental implant placement has been 

observed and is predicted. The dental industry continues to 

see a huge interest in the lucrative business of making 

titanium implants (Elani et al. 2018). Just like their natural 

predecessors, the integrity and survival of dental implants 

in the mouth is often compromised by bacteria adhering to 

the implant surface, secreting toxic by-products of their 

metabolic processes and causing inflammation and tissue 

loss around the implant. This eventually leads to the loss of 

implant retention in the bone, and ultimately its 

dislodgement and detachment. This phenomenon is known 

as peri-implantitis, and is reported to affect up to 20% of 

patients during 5–10 years after implant placement (Salvi et 

al. 2017). 

Numerous procedures have been devised to mitigate 

bacterial colonization upon the implant surface. These 

include (i) coating the implant surface with antibiotic-

releasing agents such as Ag and Zn, which are known to 

possess anti-microbial properties and (ii) coating with 

materials with known photocatalytic effects that become 

bactericidal under ultraviolet radiation (Norowski and 

Bumgardner 2009). To date, no surface treatment strategy 

has been completely successful in providing satisfactory 

antibacterial effect, and thus the quest for the ideal surface 

modification continues.  

Despite its established antimicrobial effect, UV-

activated TiO2 has not been utilized in clinical dentistry 

* Corresponding author e-mail: aalalami@sharjah.ac.ae 



 © 2020 Jordan Journal of Mechanical and Industrial Engineering. All rights reserved - Volume 14, Number 3  (ISSN 1995-6665) 290 

(Alami et al. 2020). This is due to two practical challenges 

for its use in the mouth: first, the difficulty to deliver UV to 

all aspects/surfaces of the implant/prosthesis (Norowski and 

Bumgardner 2009). These areas lie between teeth 

(interdental) or between the tooth and overlaying gum and 

already inaccessible for cleaning by the patient, and 

therefore may not benefit from the UV beam. Second, the 

very long UV exposure time required exposure duration to 

UV radiation to gain bactericidal effect is too long for most 

modern dental procedures (Norowski and Bumgardner 

2009), and can cause a significant damage to DNA of the 

human cells.  

This being said, various researchers were able to report 

on benefits of using TiO2 material for their anti-microbial 

effects in the invitro or invivo animal settings. For example, 

Suketa et al. (2005) reported a substantial suppression in 

viability of two microbial species “Actinobacillus 

actimmycetcmcomilans” and “Fusobacterium nucleatum” 

to less than 1% under UV-A illumination for 120 minutes. 

More recently, Pantaroto et al. (2018) examined the 

antimicrobial effect of titanium discs coated with different 

types of TiO2 (anatese and rutile) and concluded  that when 

these were subjected to UV-A for one hour. The authors 

found that A-TiO2 (anatase) and M-TiO2 (mixture of 

anatase and rutile) exhibited an antibacterial action by 

99.9% and 99% respectively, whereas R-TiO2 (rutile) did 

not exhibit significant bacterial reduction. The tested 

microorganism was a biofilm of Streptococcus sanguinis, 

Actinomyces naeslundii and Fusobacterium nucleatum). 

There is a consensus amongst the researchers that a 

minimum of one-hour exposure to UV light is required to 

bring significant antimicrobial effect (Norowski and 

Bumgardner 2009; Suketa et al. 2005; Pantaroto et al. 2018; 

Choi et al. 2009 and Grischke et al. 2016). This renders the 

application of this technique impractical in clinical dentistry 

as it will be too difficult to keep the patient mouth open for 

one hour while shining the UV on the target. In addition, 

there is a concern over subjecting the live tissues to UV 

radiation to a focussed UV beam for this period of time.  

The above studies contradict with other experiments that 

reported significant eradication of bacterial cells in much 

shorter time (Pleskova et al. 2016; Joost et al. 2015; 

Shiraishi et al. 2009; Zaborowska et al. 2015). In fact, one 

of these studies argued that the 60-minute exposure to UV 

light was sufficient to kill the bacteria regardless of the 

substrate they were cultured upon by employing the effect 

of the UV radiation on its own (Zaborowska et al. 2015). 

These studies have also used UV-illuminated TiO2-coated 

titanium substrates and tested different stings of bacteria. 

Shiraishi et al. (2009) reported on the viability of 

suppressing of Staphylococcus aureus by 93% after 30 

minutes of exposure to UV-A illumination. Zaborowska et 

al. (2015) reported elimination of 42% of Staphylococcus 

aureus after 15 minutes, while Joost el al. (2015) found a 

75% reduction of the Escherichia coli’s viability after 5 

minutes only of exposure to UV-A rays.  

The varying results may be explained by the varying 

experimental methodology and procedures, as well as 

different bacterium species under investigation, not to 

mention the physiochemical characteristics of the anatase 

TiO2. For example, Singh et al. (2011) examined the effect 

of various TiO2 microstructural characteristics (pore size, 

surface area, aspect ratio, …etc.) on the bacterial cell 

adhesion, and concluded that the these characteristics 

significantly influence bacterial adhesion, with surface 

roughness being  the major factor in enhancing this 

adhesion. 

This study investigates the photoelectric generation of 

TiO2-coated titanium discs under the influence of UV-A 

radiation, and the associated microbicidal effect against E 

coli microbes seeded over coated discs. The implants 

surface will be thoroughly cleaned and TiO2 will be 

deposited upon it, and then subjected to UV radiation to 

amplify the possible photoelectric response that would be 

detrimental for microbial cells, thus acting as an 

antimicrobial agent. Titanium dioxide (TiO2), with its high 

chemical stability, is a widely used photocatalyst in many 

environmental applications. With a bandgap of 3.2 eV, the 

photo-induced activity of anatase TiO2 under UV radiation 

provide it with antibacterial properties that drive a chemical 

reaction (photocatalysis) and allow for the production of 

Reactive Oxygen Species (ROS). This in turn propagates 

the photodegradation of organic compounds, namely 

bacterial (Maness et al. 1999; Carp et al. 2004). In addition 

to this effect, the generated current could also be beneficial 

for the hard-to-reach areas of teeth and thus enhance the 

level of dental protection achieved. 

2. Materials and Methods 

2.1 Specimens (disc substrate and coating):  

The prepared sample consists of three sets of three grade 

4 titanium discs (nine in total), 10 mm in diameter and 2.5 

mm in thickness (Shaanxi Yunzhong Industry Development 

Co., Ltd, China, sourced through Alibaba.com). The 

composition of the discs was examined using X-ray 

fluorescence (XRF) technique and confirmed 99.7% purity 

of the received discs (traces of aluminium (0.26%) and iron 

(0.04%) are found). The TiO2 coating material was obtained 

from a suspension of 0.5g of TiO2 crystalline nano-powder 

particles (size 20-25 nm purchased from Sigmaaldrich.com) 

in a solution of 0.25g ethyl cellulose and 1.75g of terpinol 

dispersed in 5 ml of ethanol. The mixture was sonicated to 

form a homogenous slurry and then deposited on the Ti 

discs via spin coating (WS-650Mz-23NPPB Spin 

Processor) at 5000 rpm for 30 sec. The discs were annealed 

at 450 ºC on the hotplate for 30 min.  

2.2 Microstructural characterization:  

Topographical inspection of the materials deposited on 

the titanium discs was done using a VEGA3 TESCAN 

SEM, operating at 30 kV acceleration voltage. The 

associated energy-dispersive X-ray spectrometer (EDS) 

was used for elemental analysis in two-dimensional 

mapping mode. Raman spectroscopy was carried out at 

room temperature in the back-scattering geometry using an 

inVia Raman microscope from Renishaw with its 514 nm 

laser running from 30 to 800 cm-1 with an exposure time of 

30s and a laser intensity of 10%. X-Ray diffraction (XRD) 

measurements are taken with a Bruker D8 Advance 

DaVinci X-ray diffractometer with Cu Kα radiation 

operating at λ = 1.5406 Å 
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2.3 Opto-electrical characterization:  

The specimens were subjected to UV-electronic 

characterization, the source of which was a Mineralight 

Multiband handheld long-wave UV lamp operating at 6 

watts (115 VAC/60 Hz) and at 365 nm wavelength. The 1 

cm discs with an exposed area of 0.4 cm2 were kept at a 

constant distance of 5 cm from the UV light source 

subjecting the disc to a potential input of 4.57 W/cm2 for the 

whole duration (~10 minutes) of the experiment. This 

optical characterization of the TiO2 on titanium discs 

provides evidence that the electrical effect stems from the 

electromagnetic excitation. 

 
Figure 1. Optical characterization setup 

The current was recorded with and without incident light 

using a Bio-Logic SP200 potentiostat in a 2-electrode setup 

on which two measurements have been conducted. One 

allowing for the control of the supplied voltage (0V) that is 

left constant for the duration of the experiment while the 

other applies a linear voltage sweep at 1mV/s from -0.1 V 

to 0.1 V. In the former, a 1-minute resting period is applied 

prior to current measurement. The experiment lasted for 10 

minutes with a potential window of 50µV resolution. The 

latter engaged in no resting period and lasted for 200 

seconds. The tests were also conducted on bare titanium 

discs as a reference. 

2.4 Microbial testing:  

The Gram-negative bacterium Escherichia coli (ATCC 

25922) was selected for the current pilot study to evaluate 

antibacterial activity of TiO2 disc in response to UV 

exposure.  Escherichia coli culture was grown at 37ºC to log 

phase in Mueller Hinton broth with shaking at 150 rpm. The 

culture was then washed three times with sterile phosphate-

buffered saline (PBS) and adjusted to a density of 0.5 

McFarland in PBS. Finally, 5 µl of 0.5 McFarland E. coli 

suspension was spotted onto 6 discs; three of which were 

bare Ti discs (group 1), while the other were TiO2-coated 

(group 2). One disc of each group was either subjected to 

UV ray for 5 minutes, or for 1 minute, or not subjected to 

UV light at all (negative control) to try to single out the  best 

exposure time in this pilot study. The UV light (long 

wavelength) was the same UV light source used for the 

opto-electrical analysis, and wad placed at a distance of 1.2 

cm. Each of the 6 discs was moved into a falcon tube 

containing 5 ml of sterile PBS, vortexed for 30 seconds and 

serially diluted. 5 µl of each dilution was spotted onto 

Mueller Hinton Agar, allowed to dry and plates were 

incubated at 37ºC for 24 hours. Following incubation 

colonies were counted to number of viable cells.  

3. Results and discussion 

3.1 Microstructural characterization:  

The microstructural morphology of the deposited 

titanium dioxide film is shown in Figure 2 (a), with the 

energy dispersive X-ray spectroscopy (EDS) patterns 

shown in Figure 2(b) and (c) showing the homogenous 

distribution of the oxygen and the titanium. The surface of 

the discs shows the roughness inherent from the cutting 

process that was conducted to bring the discs to size. These 

patterns are coincidentally similar to those expected on the 

surface of maulers in teeth. This makes the results more 

relevant to the intended application. 

 

 
 

Figure 2. (a) SEM micrograph of the deposited titanium dioxide layer on the Ti disc with the EDS map of (b) titanium and (c) oxygen 
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The X-ray diffraction (XRD) patterns of the untreated 

discs with small traces of anatase titanium dioxide at 38.5º 

and 74.4º. The patterns are shown in Figure 3(a). 
 

 
(a) 

 

 
(b) 

Figure 3. (a) X-ray diffraction patterns of bare Ti discs and (b) 

Raman spectra of anatase TiO2 coating 

The Raman spectra shown in Fgure 3(b) (Alami et al. 

2020) shows six vibration modes that are characteristic of 

TiO2 in the anatase phase. They correspond to: Eg (144 cm-

1), Eg (197 cm-1), B1g (399cm-1), A1g  (513 cm-1), B1g (519 

cm-1), and Eg (639 cm-1) (Ohsaka et al. 1978). The Raman 

test was also done for the bare discs, and no anatase TiO2 

peaks were detected. 

3.2 Opto-electrical characterization:  

The specimens were exposed to UV radiation while 

measuring the voltage and current generated due to this 

electromagnetic stimulation. The addition of TiO2 is 

expected to generate enough charge via the interaction with 

UV radiation to produce the antimicrobial effects. The 

results show consistently low values of current readings 

with no externally applied excitation (either by UV 

radiation or voltage) shown as a black line in Figure 5 (a). 

Once the discs are illuminated via the UV source, the 

generated current, shown as a blue line in Figure 5(a), is 

seen to significantly increase compared with the discs in the 

dark up to the fifth minute (the ~320 s mark), where the 

measured current response for the illuminated condition is 

seen to take a sharp dip, most  likely due to the natural 

threshold limit of the TiO2 absorption of UV light. A cubical 

function curve fit was added to the data, shown as dotted 

blue and black lines in Figure 5(a), to assist in understanding 

the general trend of the photoelectric reaction to be 

essentially different, and it appears to be in favour of the UV 

illuminated discs (the more negative the current the higher 

the photogeneration). The aperiodic peaks of current that 

appear in Figure 5(a) are due to the expected recombination 

that occurs once the electrons are generated and are not 

transported through a hole-transport material (HTM) into a 

counter electrode that is absent in the current setup. Similar 

observation can be seen in the work of (Wang et al. 2014). 

 
(a) 

 
(b) 

Figure 5. Current density vs. time over a) 0V supplied voltage 

and (b) a sweep voltage of -0.1 to 0.1V 

On the other hand, with a linear change in voltage, a 

more prominent variation is seen with respect to dark and 

light conditions for discs with and without TiO2 deposition. 

The highest obtained response is recorded for the discs with 

TiO2 deposition are shown in Figure 5(b), where the area 

under the curve depicts the enhancement of the 

generated/stored charge within the active TiO2 material. In 

general, the titanium dioxide layer exhibits a significant 

increase in excitation with longer UV exposure (see Figure 

5a), apparently due to the prolonged residence time of the 

radiation that allows more photocurrent to be generated. 

3.3 The antimicrobial effect:  

The results for the bacterial culture for the tested discs 

are shown in Figure 6 for both coated and bare samples 

under longwave UV illumination. It is interesting to note 

that the surface with titanium dioxide has shown a decrease 

in the number of cells by around 38% under no UV 

illumination. Also, the UV illumination of the discs for 1 

minute is seen to provide a photo-excitation that is mild 

enough for bacteria to flourish, as their numbers are seen to 

increase. On the other hand, the opposite effect of UV 

radiation and TiO2 deposition is seen quite clearly for 
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samples that received UV soaking time of five minutes. The 

titanium discs that has TiO2 deposits exhibit the least count 

of E-coli cells compared with any other disc set, and also 

around 20% less colonies than the bare disc set that was also 

exposed to UV for five minutes. 

 

Figure 6. Bacterial cell count under various surface and 

illumination conditions 

The results can be correlated with the photo-electric 

activity seen in Figure 5 where the reaction time of the discs 

covered in TiO2 appear to benefit from an “activation time” 

that is around 5 minutes before appreciable changes to the 

bacterium cell count can take place. The bulge that the cubic 

fit exhibits (the blue dotted line of Figure 5(a)) indicates that 

the average current generation is increased with longer UV 

soak time. 

4. Conclusions 

This paper reports on the utilization of a thin titanium 

dioxide coating for antibacterial effect on dental implants. 

These implants are usually manufactured from a special 

alloy of titanium metal, and thus the TiO2 layer would be 

compatible with the implant material and also 

biocompatible with living tissue. The TiO2 layer is known 

to have a photoelectric effect under ultraviolet (UV) 

radiation, which is an added advantage as UV light sources 

are available at dental clinics for various applications such 

as photocuring of dental cement. The results obtained 

highlight the benefits of the added TiO2 layer in reducing 

the numbers of active E-Coli bacteria in a microbial setup 

by as much as 21% after 5 minutes of UV exposure. This 

photoelectrical effect has a profound impact on the 

development of an in-situ oral disinfectant material 

deposited on titanium-based dental implants. Future work 

will include a more comprehensive microbial study protocol 

that includes different UV soak time, alternate microbial 

species as well as structural and compositional 

modifications of the deposited TiO2 layer. 
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Abstract 

Value stream mapping (VSM) is a simple tool used to identify the waste present within the processes by mapping the current 

state. The future state is suggested to eliminate the waste. However, transition from current state to future state has always been 

a challenge in real life applications. One of the biggest challenge is to determine where to establish continuous flow and 

controlled stock levels due to numerous reasons, such as probabilistic characteristics of demand, unexpected behaviors, 

complexity etc. In this context, simulation is used to assess lean improvements, to analyze the system under scenarios based on 

suggested improvements and to optimize an objective, subject to constraints or requirements. In this paper, a simulation-based 

optimization approach is proposed to determine optimum stock levels in lean manufacturing, and a case study was carried out 

for a filter manufacturing department of a tobacco company. The results showed that stock level could be reduced by 50% 

while reducing the number of machines. 
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1. Introduction 

Lean concepts have gained a lot of attention in order to 

identify, eliminate, and optimize non-value added (NVA) 

activities within business processes (Porter, 1985; 

Govindarajan, 2008). In this context, there are various lean 

methodologies, such as Just-in-Time (JIT), total productive 

maintenance (TPM), single-minute exchange of dies 

(SMED), 5S etc. that have been used widely[3, 4].Value 

stream mapping (VSM) has been used as a tool to identify 

current state and to design the future state of the processes 

based on lean methodologies. However, transition from 

current state map to future state map has been a challenge 

due to lack of verification. To overcome this challenge, 

simulation models are used. Besides reducing the risk of 

failure, simulation models enable researchers to design the 

future states in an optimum way even for the complex 

systems. In general, simulation models can be used for the 

purposes of validation, decision making and optimization. 

In this study, simulation modeling is used to optimize 

controlled stock levels with the objective of building 

continuous flow. To the best of our knowledge, there is no 

stepwise guideline where practitioners can design future 

state maps via simulation-based optimization technique to 

determine controlled stock levels. In this context, 

contribution of this study can be listed as follows: 

 A stepwise approach from current state map to future 

state map in VSMs to optimize the controlled stock 

levels via simulation-based optimization method and 

 A case study in filter manufacturing department of a 

tobacco production company. 

The rest of the paper is arranged as follows: In Section2, 

literature where simulation is being used together with VSM 

in different types of industrial areas. In Section3, proposed 

stepwise approach is explained. In Section4, a case study is 

demonstrated to design a future state in filter manufacturing 

department of a tobacco production company. Finally, the 

conclusion from this study is given in Section 5. 

 

2. Literature Review 

Value chain was first described by[1], and it is a set of 

activities that a company performs in order to deliver 

valuable products. (Govindarajan, 2008)define that the 

value chain is the interconnected set of all activities that 

create value, from a basic source of raw materials, through 

component suppliers, until handing over the final product to 

consumers. Value stream mapping (VSM) is a value chain 

tool to illustrate, analyze and improve the activities in 

production in a way to categorize them value added (VA) or 

non-value-added (NVA) from customer perspective. In the 

book titled “Learning to See” [5], transition from current 

state map to future state map has been described in a 

stepwise approach for a factory. The book titled “Creating 

Leveled Pull System "introduced the implementation of pull 

system in an automotive part supplier thanks to VSM. In 

addition, it benefits the steps of book “Creating Material 

* Corresponding author e-mail: birol.elevli@omu.edu.tr 
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Flow” [7]in order to provide transfer system of materials, 

Kanban cards and trays. 

Practices revealed that transition from current state to 

future state needs to be validated before implementation. In 

this context, researchers attempted to use simulation 

techniques to enhance VSM approach. There are case 

studies where simulation models are applied with VSM in 

various industries such as food [9], furniture [10], 

automotive [11], painting[12], glass [13], construction [14] 

etc. Authors of [15] presented about inputs and outputs that 

could be used for the simulation model and future state map. 

Simulation is considered as an assessment tool for different 

future state designs before implementation[16]. Researchers 

of [17] suggested three different configurations of 

independent variables, such as setup time, changeover time, 

routine checks, worker allocations etc. Based on these 

variables, process performance metrics such as process 

scrap rate, motion waste, average lead time, work-in-

progress (WIP) stocks etc. are compared within the 

simulation environment. Authors of [18] used multivariate 

factorial analysis to design future state with to objective of 

minimizing the average lead time and WIP stocks via 

production leveling (heijunka) in microelectronics 

assembly line. ANOVA is applied based on simulation 

outputs for the different configurations of number of pitch 

times and arrangement of orders in pitch times. Similarly, 

[19] have used full factorial analysis to identify the best 

future state design for the minimization of throughput rate 

in an assembly line of a construction and mining equipment 

manufacturer. Researchers of [20] designed future state map 

with lean methodologies, such as total preventive 

maintenance, setup time reduction, switching from push 

system to pull system within steel production factory. They 

have analyzed single and interaction effects of these 

improvements via ANOVA. They have emphasized that 

focusing on only the lean methodologies that have 

significant effect has also increased the management team’s 

commitment. In the study of [21], design of experiments 

have been used for the production unit, pacemaker process, 

production sequence and number of the batches in fishing 

net manufacturing. According to each scenario, simulation-

based optimization tool is used to find the best supermarket 

sizes. Based on selected supermarket sizes, response values 

of service level and WIP inventory level is noted for each 

scenario. Optimum results are obtained via Taguchi 

method. 

3. Methodology 

This study presents a stepwise methodology to design 

future map via using simulation-based optimization. After 

current state map is completed, following steps should be 

applied to design a future state with continuous flow in 

production environment: 

a) Calculate takt time – is calculated by dividing total 

available working time in a day to daily customer 

demand. It represents the frequency of demand arrival. 

b) Estimate cycle time – is estimated for each process 

according to product proportions. Cycle times should be 

compelling with takt time. Understanding of cycle time 

and takt time concepts are very essential to increase the 

efficiency in future state designs[22]. 

c) Identify and schedule pacemaker process– If full 

continuous flow is not possible in the system, a 

supermarket or FIFO line should be established between 

last process of system and customer arrival. Based on the 

type of this flow, pacemaker process that will be 

scheduled according to pitch levels should be defined. 

d) Identify controlled stocks–First aim is to build full 

continuous flow but most of the time, it is very difficult 

to build full continuous flow due to various constraints 

in the system. Therefore, controlled stock areas such as 

FIFO lines or supermarkets can be used. Optimizing the 

level of these stock units is the main objective of this 

paper. 

e) Identify process metrics and assumptions of simulation 

model – Process metrics that have effect on objective 

function or constraints of the optimization problem 

should be identified. To simplify simulation model, 

some assumptions can be considered. 

f) Build simulation model – Input analysis should be 

applied for the demand arrival and machine breakdown 

and maintenance activities of the processes. For input 

analysis, Minitab [23] and Easy Fit [24] are used. 

AnyLogic[25] simulation software is used to build 

simulation model. Any Logic is based on Java 

programming language which capable to model even 

complex systems via using the benefits of object-

oriented programming. After simulation model is built, 

it should be executed to identify the steady-state point. 

There are broadly four methods for dealing with the 

initial transient [26]: (i) The model is run-in for a warm-

up period until it reaches a steady-state and the data from 

the warm-up period are deleted. (ii) The initial 

conditions of the model are set in such that the model is 

in steady-state from the beginning of the run. (iii) The 

model is run for a very long time, making the bias effect 

negligible. (iv) The steady-state parameters are 

estimated from a short transient simulation run[27]. 

g) Build optimization model – This process consists of 

repetitive simulations of a model under different 

configurations of parameters[28]. AnyLogic’s 

optimization model uses with OptQuest [29] 

optimization engine. Using grid search algorithms, the 

OptQuest Engine varies controllable parameters from 

simulation to simulation to find the optimal parameters 

for solving a problem[29]. To optimize a simulation 

model following items should be defined; 

I. Decision variables –Initial levels of controlled stock 

units,𝑥𝑖
0, are decision variables of optimization model. 

II. Objective function – Let 𝑥𝑖
𝑡 denote the total number of 

stock levels in controlled stock unit 𝑖 during the 

simulation time 𝑡 after steady-state point, then the goal 

of the optimization model is to minimize the average 

controlled stock units in the system. 

 min 𝑧 = (∑ ∑ 𝑥𝑖
𝑡

𝑖𝑡 )/𝑇 where t = {0, 1…T}               (1) 

III. Constraints and requirements – Let 𝑑𝑡 denote the service 

level to customer during the simulation time 𝑡, then 

minimum service level requirement 𝑟𝑡 should be 

satisfied: 

𝑑𝑡 ≤ 𝑟𝑡, ∀t = {0, 1…T}                                                   (2) 
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4. Application 

A tobacco manufacturing company’s filter 

manufacturing department is considered to apply proposed 

methodology. The company has a manufacturing facility 

located in Turkey. Due to legal reasons, name of the 

company is mentioned as ABCTobacco in this paper. 

Product and process information is presented with 

converted values. In the company, production planning 

department is responsible for scheduling. 30-60-90 days of 

demand forecasts are received via e-mail. Weekly schedule 

is prepared in an ERP system. Daily orders are sent to the 

departments based on weekly schedule. Facility works 

every weekday. The company works two shifts and each 

shift is 8 hours. There are breaks in the shifts but during 

breaks, production is going on with replaced workers. 

The facility consists of three departments known as 

Primary Manufacturing Department (PMD), Filter 

Manufacturing Department (FMD) and Cigarette 

Manufacturing Department (CMD). PMD and FMD 

provide semi-finished products to the CMD that produces 

finished good.CMD is considered as internal customer of 

FMD and PMD. In FMD, there are two types of machines: 

filter maker machines (FMM) and combiner machines 

(CM).FMM makes base rod filters and CM combines few 

base rod filters based on some proportions. Raw material of 

base rod filter is called a stow. There are other materials 

used in filter production, such as tracetine, charcoal, 

adhesive, plug wrap etc. however, illustrating one raw 

material is enough to express current state for 

simplification. There are two types of filter base rods 

produced in FMD:mono and charcoal. These products are 

known as MN2 and CH1 respectively. The combined filter 

of these two base rods is known as MNCH1.MNCH1has 

446 million stick demand in last 100 days. This amount is 

%80 percent of total demand. 

4.1. Current State Map 

In machine FM35, product MNCH1 is combined from 

two base rods: MN2 and CH1. MN2 is produced in machine 

FM80. CH1 is produced in both machine FM70 and 

machine FM90. Both combined filters use material named 

Tow2. Base rods are carried in the trays that contain 4500 

filter sticks. There are 28 base rod trays in each base rod 

pallet. There are 32 trays in each combined filter pallet. 

Daily demand of MNCH1 is 993 trays. In one tray of 

MNCH1, there are 1/3 trays of CH1 and 1/3 trays of MN2.In 

one tray of CH1 there is 2.7 kg Tow2 and in one tray of 

MN2 there is 3.5 kg of Tow2. According to these 

proportions, it can be calculated that in one MNCH1 tray, 

there is 2.1 kg of Tow2. Stock levels are observed while 

current state map is drawn. These levels are just a snapshot 

of corresponding day. Figure presents current state map of 

MNCH1.All stock levels are converted to time unit. This 

conversion is done based on Little’s law [30], which asserts 

that waiting time in the queue (stock area) is calculated by 

dividing the inventory amount to daily requirement. Daily 

requirements should be calculated based on product 

proportions of MNCH1 as stated in Table 1. 

Table 1: Conversion of Stock Levels to Time Unit 

Material/Pr
oduct 

Stock 
Level 

Daily 
Requirement 

Waiting Time 
(minute) 

MNCH1 3359 tray 993 tray 4871.1 

CH1 1600 tray 331 tray 6960.7 

MN2 530 tray 331 tray 2305.7 

Tow2 95000 kg 2085.3 kg 65602.1 

 

TOW SUPPLIER

Tow2: 95 Ton

FM70

FM80

FM35

CIGARETTE MAKING 

DEPARTMENT

Shipment

MNCH1: 3359 Trays

MRP

SUPPLY CHAIN

4,7 Min

46 Days

0,75 Min

9266,4 Min

VA = 5,45 Min

NVA = 79739,64871,1 Min

CH1: 1600 Trays

C/T = 1,90 Min

C/O = 90 Min

Scrap = 0,95%

Uptime = 80%

2 Shifts

C/T = 1,30 Min

C/O = 30 Min

Scrap = 0,92%

Uptime = 75%

2 Shifts

C/T = 0,75 Min

C/O = 150 Min

Scrap = 1,27%

Uptime = 75%

2 Shifts

WEEKLY PRODUCTION SCHEDULE

45

FM90

C/T = 1,50 Min

C/O = 180 Min

Scrap = 0,86%

Uptime = 80%

2 Shifts

1 Pallet = 32Trays

993 trays per day

MN2: 530 Trays

 
Figure 1: Current State Map of MNCH1 
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Total non-value added activities for MNCH1 is 79739.6 

minutes (apprx. 46 days). Total value added activities take 

only 5.45 minutes for a tray. The efficiency of the process 

is percentage of VA activities in whole activities: 

Efficiency= 
5,45

79739.6+5.45
×100= 0.007%                                 (3) 

4.1. Future State Map 

Future state map is a design that contains suggested 

improvements to eliminate wastes in current state map. To 

draw a future state map, proposed stepwise approach is 

used: 

a) Calculate takt time 

Takt time shows the frequency of demand arrivals from 

customer. Takt time for MNCH1 is: 

 Takt time=
Total available working time(second)

Daily demand(tray)
= 

16x60x60

993
=58 (second/tray)                                                 (4) 

Customer demands one tray of MNCH1 in each 58 

seconds. FMD should work based on this time frame to 

satisfy customer demand. 

b) Estimate cycle time 

Cycle times are estimated based on product proportions 

(Table 2).It demonstrates that cycle times are below the takt 

time. Since both FM70 and FM90 machines work below 

takt time, only one machine (FM90) can be assigned for 

charcoal filter production. 

Table 2: Estimated Cycle Times 

Work 

Center 

C/T 

(second/tray) 

Proportion in 

Combined 

Filter 

Estimated C/T 

(second/tray) 

FM70 114 1/3 37.62 

FM90 90 1/3 29.70 

FM80 78 1/3 25.74 

FM35 45 1 45.00 

c) Identify and schedule pacemaker process 

Pacemaker process that manages the tempo of the 

system, should be closest process to the customer. FM35 is 

pacemaker process of FMD. There should be controlled 

WIP stock area between machine FM35and shipping 

department, and FIFO rule should be applied there. 

Ideally, FM35 should produce each tray at once. This is 

called as every part every interval (EPEI). When customer 

demands one tray, the tray should be produced immediately 

in that interval. This is very difficult due to facts, such as 

expected and unexpected stops, demand variation, rejects, 

changeovers, scraps etc. In this study, unit of product is tray 

and unit of container is pallet. Each pallet should be 

produced in each interval. Pallet size is decreased from 32 

trays to 16 trays in order to work with smaller lot sizes. The 

leveled time intervals that FM35 should produce is called as 

pitch (required time to produce one pallet). Pitch of 

pacemaker process is calculated as: 

Pitch=Takt Time × Pallet Size =58×16= 

928 sec ≅15 mins                                                             (5) 

FM35 should produce 16 trays in every 15 minutes. The 

pitch interval is calculated by using the equation: 

Pitch Interval=Available Time in a Shift÷Pitch =
(8×60)÷15=32 intervals                                               (6) 

In a shift, there should be 32 production orders for FM35 

to produce to FIFO line. In order to visualize the production 

orders, visual management tools such as Heijunka boxes 

can be used. 

d) Identify controlled stocks 

Supermarkets should be established between pacemaker 

process and upstream processes. Supermarkets should be set 

for each type of product or material. There will be one 

supermarket for each CH1 and MN2.In FMD, supermarkets 

are located next to the pacemaker process (FM35). Base rod 

machine operators and supervisors can track the stock levels 

instantly thanks to manufacturing execution system. 

Raw materials should be stored in controlled stock areas. 

Since tow suppliers are located different countries, batch 

orders should be applied. After pull Kanbans are collected 

reach to reorder point, supply chain department will order 

new batches from tow suppliers. 

e) Identify process metrics and assumptions of simulation 

model 

Objective function of optimization is based following 

process metrics: 

 Average stock level – is the average of inventory levels 

of Tow2, MN2, CH1 and MNCH1 in whole system 

during simulation run. 

 Average service level – is calculated by dividing total 

satisfied customer demands into total demand. 

To simplify the simulation model following assumptions 

are stated: 

 Tow supplier is capable to deliver an order once in 10 

days. 

 Arrival time of produced tray from base rod machine to 

supermarket is 1 minute.  

 Kanban signals for production order go to the upstream 

processes immediately with a manufacturing execution 

system. 

 When a material is demanded from supermarket or FIFO 

area, it arrives to work station with no variation. 

f) Build simulation model 

Input analysis is conducted to build the simulation model 

for the period of 100 days. Daily demand of MNCH1 is 

noted based on tray amount. Input analysis of demand 

arrival reveals that demand fits with Poisson distribution (p 

= 0.840, α = 0.05, λ=993). Distributions and parameters of 

machine breaks and repairs are given in Table 3 based on 

historical maintenance logs of machines. 

Table 3: Distribution of Maintenance Data 

Work 

Center 

Breaks Int. Arr. 

(hour) 

Repair Duration 

(min) 

FM70 Triangular(4,5,6) Triangular(50,60,70) 

FM80 Triangular(4,5,6) Triangular(20,30,40) 

FM90 Triangular(4,5,6) Triangular(20,30,40) 

FM35 Triangular(4,5,6) Triangular(10,15,20) 

Any Logic discrete event simulation blocks are used for 

modeling (Figure2). In the model, WIP_MN2, WIP_CH1, 

WIP_MNCH1 and WIP_Tow2 represent the decision 

variables. Warm-up and simulation run length is identified 

to discover steady-state of the model. 
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Figure2: Simulation Model for Future State Design 

 

Figure 3: Result of Simulation Run 

When simulation run is executed, steady-state for 

average WIP level is identified as 50th day(Figure 3). Data 

for input analysis is collected for 100 days, therefore it is 

enough to have 100 days of output result after steady-state. 

Since first 50-day period is warm-up period, simulation run 

length should be 150 days and data should be collected after 

50th day after the simulation model reaches to steady-state. 

g) Build optimization model 

There are 864 iterations that represent different 

configurations of grid vectors for each controlled stock unit 

(Table 4).Objective function is minimization of the average 

stock level in the system. Service level constraint is to 

provide at least 99 percent service level to customer. 

Optimization model is executed for 150 days (including 50 

day warm-up period)with 864 iterations. Data is collected 

after simulation model reaches to steady state point (50th 

day). 

Table 4: Grid Vectors of Optimization Model 

Controlled Stock Unit Min Max Step Grid Vector 

MN2 10 15 1 [10, 11, 12, 

13, 14, 15] 

CH1 10 15 1 [10, 11, 12, 

13, 14, 15] 

MNCH1 300 370 10 [300, 310, 
320, 330, 
340, 350, 

360, 370] 

Tow2 40 50 5 [40, 45, 50] 
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When the model is run with a computer featured with 4 

GB RAM, 64 bit, it took15 minutes in real time to find 

optimum solution. Optimum solution indicates that there 

should be 50 units of Tow2, 10 units of MN2, 15 units of 

CH1 and 360 units of MNCH1 in the controlled stock areas 

where 273.16 unit of average WIP stock level in the system. 

The future state map is drawn based on this solution (Figure 

4). Future state map reveals that VA time increases from 

3.55 min to 5.45 min, NVA time decreased from 79739.6 

min to 17910.8 min. Efficiency in future state map (0.02%) 

is 2.8 times better than current state map (%0.007).Output 

analysis for the performance metrics of the system is shown 

(Table 5). Results depict that there is significant 

improvement in future state not only on inventory levels but 

also on machine utilizations and service level. Additionally, 

future state results less variation than current state. 

Table 5: Output Analysis of Optimal Solution 

Process Metric Current State Future State 

Mean SD Mean SD 

Tow2 Avg. Inventory 

Level 
200.1 20.11 25.77 14.35 

MN2 Avg. Inventory 

Level 

1000.

9 

198.1

5 
8.65 2.14 

CH1 Avg. Inventory 

Level 

1499.

1 

201.6

6 
12.79 3.25 

MNCH1 Avg. Inventory 

Level 

3500.

0 

120.4

3 

236.4

1 

118.4

3 

FM80 Avg. Utilization 54.6 0.13 56.19 0.07 

FM90 Avg. Utilization 55.5 0.80 77.61 0.10 

FM35 Avg. Utilization 92.6 0.20 94.36 0.13 

Avg. Service Level 95.0 13.10 99.11 9.40 

TOW SUPPLIER

10 Days

FM80

FM35

CIGARETTE MAKING 

DEPARTMENT

Shipment

MRP

SUPPLY CHAIN

2,8 Min

12 Days

0,75 Min

108,7 Min

VA Time = 3,55 

Min

NVA Time = 

17910,8 Min522 Min

C/T = 1,30 Min

C/O = 30 Min

Scrap = 0,92%

Uptime = 75%

2 Shifts

C/T = 0,75 Min

C/O = 150 Min

Scrap = 1,27%

Uptime = 75%

2 Shifts

WEEKLY PRODUCTION SCHEDULE

45

FM90

C/T = 1,50 Min

C/O = 180 Min

Scrap = 0,86%

Uptime = 80%

2 Shifts

1 Pallet = 16 Trays

993 trays per day

MN2: 10

Tray

16

Tray

Tray

CH1: 15

Tray

OXOX

Pitch = 15 Min

Shiftly Order

16

Tow2 = 50

Tow
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Figure 4: Future State Map of MNCH1 
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5. Conclusion 

In this paper, transition from current state to future state 

in value stream mapping, has been taken into consideration. 

After current state map is drawn, stepwise approach is 

presented to design future state via using simulation-based 

optimization approach. In this context, filter manufacturing 

department of a tobacco production company is considered 

as case study. In the case study, controlled stock areas 

instead of batch production have been proposed to provide 

continuous flow within the organization. Levels of 

controlled stock areas have been determined with 

simulation-based optimization model. After optimum 

results of future state design is implemented to simulation 

model, outputs show that there is significant improvement 

for inventory levels, machine utilization and service level. 

Additionally, deviation of current state process metrics is 

higher than future state process metrics. This demonstrates 

that future state is working in more stable manner. To sum 

up these improvements, number of machines assigned to 

production has been decreased 25%, lot size in the 

production has been decreased 50%. As a result, efficiency 

of the system has been improved 2.8 times. 
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Abstract 

This paper presents a detailed methodology to optimally synthesize links' lengths of planar Crank-Rocker (C-R) mechanism 

to achieve a targeted design with definite transmission angle deviation. Analytical and graphical proposed methodologies are 

applied to three different case studies; each satisfies a definite case (task). The analytical methodology is based on deducing 

six design equations with equality constraints, which represent relations between the desired case conditions and the 

mechanism's lengths. Meanwhile, deflection and transmission angles; the time ratio limits or output angular stroke can be easily 

obtained. Furthermore, optimal synthesized results can fulfil any definite case requirements which can be represented using the 

corresponding six deduced equations. The optimal charts are presented to quickly obtain the optimal (C-R) mechanism's 

lengths, which are achieving the targeted transmission angles deviations. Consequently, the designers can easily select optimal 

synthesized crank-rocker mechanisms' lengths, instead of time consuming of optimization calculations. Also, this paper 

presented a fast-graphical methodology to directly obtain an optimal synthesized (C-R) mechanism's lengths. This methodology 

requires only identifying the design case related to the chosen mechanism class and the desired transmission angle deviations 

through giving the minimum and maximum transmission angles (γmin and γmax). Moreover, a direct relation between the 

mini-max transmission angle deviations, the (C-R) mechanisms classes and the performance parameters can be presented. 

Hence, this facilitates the specialists' mission in designing (C-R) mechanisms for special uses as driving conveying, screening 

and shaking mechanisms. 
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Nomenclatures 

C-R Crank-Rocker mechanism 

J Jacobian of the system 

l The longest link of the mechanism 

R1 The fixed link of the mechanism 

R2 The crank link of the mechanism 

R3 The coupler link of the mechanism 

R4 The rocker link of the mechanism 

s The shortest link of the mechanism 

TR Time ratio  

p Link is not the shortest or longest links 

q Link is not the shortest or longest links 

xn The design variables 

ε A certain tolerance 

δ Deflection angle 

γ The transmission angle 

γmin The minimum transmission angle 

γmax The maximum transmission angle 

γi Angle γ at initial position of R4 

γf Angle γ at final position of R4 

θ1 The angular position of the fixed link 

θ2 The crank angular position 

 
θ3 The coupler angular position 

θ4  The rocker angular position 

θ3i Angular position of R3 at initial position 

θ3f Angular position of R3 at final position 

θ3n Angular position of R3 at 1st extreme position 

θ3x Angular position of R3 at 2nd extreme position 

θ4i Initial angular position of R4 

θ4f  Finial angular position of R4 

∆1 Deviation of γmin   

∆2 Deviation of γmax 

∆cr Deviation of critical values of γ 

∆l Certain deviation of links 

1. Introduction 

The four-bar mechanism is commonly employed in 

different mechanical engineering applications. The main 

components of these planar mechanisms are links, joints, or 

pairs that satisfy the requirements of many practical 

engineering applications. Four bar Crank-Rocker (C-R) 

mechanism is the most applied type of planar mechanisms 

in mechanical systems and devices. Furthermore, one of the 

* Corresponding author e-mail: khkhm62@hotmail.com 
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main effective design criteria of the planar mechanism is the 

transmission angle. The planar four bar mechanism's 

transmission angle is the one between the output and the 

coupler links. The optimal values of this angle variation are 

around 90o. Generally, synthesis of the crank rocker four bar 

mechanisms has been discussed through the last decades. In 

earlier studies, the problem of optimizing the transmission 

angle of the crank-rocker mechanism is investigated in [1], 

which deals with a least square solution. In addition, a 

theoretical procedure for synthesizing four bar function 

generation with keeping the transmission angle in a 

specified range is proposed by Gupta in [2]. While graphical 

and analytical synthesizes of the crank rocker four bar 

mechanisms are introduced in [3], where the results are 

depending on maximizing the minimum of the transmission 

angle. Moreover, a synthesis procedure which satisfies a 

prescribed time ratio and rocker's angular swinging 

amplitude is presented in [4], which optimizes the required 

definite objective function. Also, synthesis equations are 

developed in [5] dealing with position, path, function 

generation and transmission angle constraints of four bar 

mechanisms to denote an approximation of the design 

region. 

An analytical method for synthesizing the crank rocker 

mechanism with good quality motion and unit time ratio is 

proposed in [6], which introduces the synthesized results as 

a design chart. Furthermore, the transmission quality of 

planar and spherical linkages is discussed considering the 

zero mean linkages definition in [7]. While, a graphical 

method for designing the optimal links lengths of crank 

rocker mechanism is introduced in [8]. This method 

presents the synthesized mechanism's lengths depending on 

initial crank angle, minimum transmission angle, rocker 

link's amplitude and the two crank angles of the dead center 

positions of the rocker link. A synthesis algorithm for the 

planar four-bar mechanism with a single degree of freedom 

is investigated in [9]. This algorithm is dealing with the 

synthesized maximum deviation of transmission angle 

which is less than a certain specified bound. The graphical 

and analytical approaches of synthesizing (C-R) 

mechanisms considering the design parameters, such as 

rocker's swing angle, transmission angle and time ratio are 

developed in [10] associated with design charts via some 

specified parameters. The transmission angle's influence on 

the different parameters of a mechanism (for example; 

friction, mechanical advantage, pressure angle, 

transmission force, velocity, acceleration, input crank angle, 

tolerance and the performance sensitivity) is discussed in 

[11]. Furthermore, various mechanism's defects, such as 

branching, order, circuit and poor transmission angle are 

introduced in [12], in addition to present the rectification 

solution for successful synthesis. Synthesizing 

methodology of the planar four bar mechanism lengths for 

generating a certain motion is explained in [13], which 

depends on minimizing the maximum deviation of 

transmission angle. Furthermore, an analytical optimization 

of (C-R) mechanism through maximizing the minimum 

transmission angle is presented in [14]. Moreover, design 

nomograms for directly synthesizing the crank rocker 

mechanism links' ratios with a definite synthesized 

transmission angle range are given in [15]. Also, an 

approach dealing with the mechanism's lengths and 

transmission angle deviations is presented in [16]. On the 

other hand, a force transmissivity index is proposed for the 

planar mechanisms in [17], this index is based on the 

concepts of static force analysis, transmission angle 

deviation and power flow. Likewise, the influence of joint's 

clearance on path generation considering the transmission 

angle of four bar mechanism is investigated in [18]. Many 

published researches have been devoted to the optimal 

synthesis of (C-R) mechanism using suitable design 

optimization techniques. Some of these techniques are 

dealing with a specified path generation [19-26] and motion 

generation in addition to the design for finitely separated 

positions [27-30] considering the transmission angle as a 

design constraint. 

In this paper, the transmission angle deviation is adopted 

as the desired task. Consequently, this paper presents a 

detailed methodology to optimally synthesize links' lengths 

of planar crank-rocker mechanism to achieve the targeted 

designs with definite transmission angle deviations. This 

suggested that the analytical methodology is based on 

deriving a set of nonlinear equations. The Newton-

Raphson's iterative numerical technique can be employed 

using the MATLAB software in order to simultaneously 

solve these nonlinear equations. Three different case studies 

are discussed in this paper. The first case considers the 

deviations of minimum and maximum transmission angles, 

which are equal around 900 as mentioned in [15, 16]. While 

the second case exists when the total value of the minimum 

transmission angle's deviation from 900 can be increased 

more than the total value of the maximum transmission 

angle's deviation from 900 that is kept at a constant small 

value. Conversely, the reverse of the second case study 

represents the third case condition. This third case exists 

when the total value of the maximum transmission angle's 

deviation from 900 can be increased more than the total 

value of deviation of the minimum transmission angle from 

900. Moreover, six design equality constraints equations can 

be deduced using some mathematical manipulation for each 

mechanism's desired condition. Also, these constraints 

clarify a direct relation between the mini-max transmission 

angle deviations, the (C-R) mechanisms classes and their 

performance. 

Fortunately, if at least one of these deduced equations 

can be verified, the remaining conditions or equations can 

be also verified. This reveals the effectiveness of the 

proposed methodology. This methodology could be used 

directly to construct the required optimal (C-R) 

mechanism's lengths. Likewise, each case's optimal 

numerical solution can be compared with those of the other 

corresponding deduced equations of some approaches in the 

published literature. Finally, an effective simple graphical 

methodology is introduced in order to directly construct 

such optimal mechanisms through fast and simple steps. 

2. Methodology 

The methodology is organized in four steps. The first 

step is the identification of an initial feasible design domain, 

while the second one is selecting the main required 

parameters to synthesize the (C-R) mechanism's lengths 

satisfying a definite condition of transmission angle 

deviations. The third one is deducing six design equations 

as equality constraints for achieving the optimal (C-R) 

mechanism lengths. Finally, in the fourth step either the 
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Newton-Raphson's iterative numerical technique can be 

used for obtaining the optimal mechanism lengths or the 

graphical method to quickly obtain the optimal lengths. 

2.1. Initial feasible design domain (F.D.D) 

Crank-Rocker mechanism is shown in Fig. 1. This (C-R) 

mechanism contains an input link having a full rotation that 

is called a crank (R2) and an output link that is called rocker 

(R4) which oscillates between two dead-center positions as 

shown in Fig. 2. Also, links (R2) and (R4) are connected to 

the fixed link (R1) by kinematics pairs O2 and O4, 

respectively. Coupler link (R3) connects (R2) with (R4). 

Clearly, the Newton-Raphson's iterative numerical 

method needs effective initial values for solving the 

deduced nonlinear equations. These initial values must be 

assumed within the following suitable feasible design 

domain. 

 

Figure 1: The crank-rocker mechanism 

 

 

Figure 2: The two extreme positions of (C-R) mechanism 

2.1.1. Mechanism Links' Lengths Domain 

Planar kinematic chains have three inversions, as shown 

in Fig. 3. These three inversions of such planar kinematic 

chains can construct two different crank-rocker mechanisms 

when the Grashof 's criterion is valid as stated in [12] and 

[30], as; s+l<p+q. 

Where, (s) denotes the shortest link of the mechanism, 

(l) denotes the longest link and (p, q) denote the lengths of 

the other two links. In addition, (s) is the input link of length 

(R2), while the fixed link of length (R1) is any link besides 

the input link (R2). Furthermore, suggested limitations of 

these links (s, p, q and l), are; 

0.2≤smin≤ s ≤smax, s ≤ p ≤pmax, p≤ q ≤qmax and q≤ l 

≤lmax≤1.1m 

Where, the maximum value of any link's length equals 

to its minimum value plus a suggested certain deviation 

which equals to (∆l). The numerical solution is presented for 

the inversions of the three different kinematic chain of links 

(s, p, q and l) arrangements, which realize six possible (C-

R) lengths domain considering ∆l = 0.04m as shown in 

Table 1. Generally, each mechanism can be represented as 

follows:  

M11: R2<R3<R4<R1 ;  M12 :  R2<R1<R4<R3 

M21: R2<R4<R1<R3 ;  M22 :  R2<R4<R3<R1 

M31: R2<R1<R3<R4 ;  M32 :  R2<R3<R1<R4 

In addition, the mechanism lengths must verify the 

following inequality constraints as; 

01))/()((  lsqpG f                                            (1)  

 

Figure 3: Three kinematic planar chains 

Table 1. Six possible crank-rocker mechanisms lengths 

 

Ri 

Kinematic 

chain (1) 

Kinematic chain 

(2) 

Kinematic 

chain (3) 

M11 M12 M21 M22 M31 M32 

R1 l p q l p q 

R2 s s s s s s 

R3 p l l q q p 

R4 q q p p l l 

2.1.2. Prescribed Timing Domain 

The frame (R1) has a fixed angular position (θ1 ≥ 0). In 

order to grantee a full mobility rotation of the input link (R2) 

with avoiding order and branch defects, the following 

inequalities should be achieved as stated in [12] as follows; 

0sinand,3600
1

22
1

22 



iii                    (2) 

Where, (θ2) describes the crank angular position and (i) 

denotes angular position number. Also, (γ) denotes the 

transmission angle, which is shown in Fig. 1. The 

transmission angle is given by the following equation; 

 14040,34   , as presented in [11]   (3) 

Where, θ3 and θ4 are the coupler and rocker angular 

positions. If the obtained values of the mechanism synthesis 

are outside the prescribed domain, the selection of the initial 

values must be repeated using other modified values until 

the obtained results fall within the prescribed feasible 

domain. One or two of the six mechanisms tabulated in 

Table 1 represent the feasible design domain which can be 

considered for constructing the required optimal (C-R) 

mechanism. 

2.2. The Optimal Synthesis of (C-R) Mechanism 

The proposed technique for synthesizing the (C-R) 

mechanism is dealing with finding the optimal mechanism's 

lengths. These mechanism's lengths are synthesized to 

verify the definite minimum and maximum transmission 

angle deviations. Whereas, the optimum value of 

transmission angle (γ) is close to 90◦ as much as possible 

with a recommended maximum tolerance about ± 50◦ as 

mentioned in [11] and [30] for achieving smooth operation 

without jerky movements and maintaining a good quality of 
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force transmission. Transmission angle (γ) can be obtained 

as stated in [1, 2] and [11] as follows; 

43

1221
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2

2
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2

4

2

3
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)(cos2
cos

RR

RRRRRR 

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     (4) 

The minimum and maximum transmission angles (γmin, 

γmax) are shown in Fig. 4. The values of angles (γmin, γmax) 

can be formulated using the first derivative of Eq. (4) with 

respect to θ2 which equals to zero at (θ2 – θ1) = 0 and (θ2 – 

θ1) = 180◦. Hence, γmin and γmax can be obtained as presented 

in [6] using the following equations; 
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The deviations ∆1, ∆2 and ∆cr of the minimum, maximum 

and critical values of the transmission angles from 90◦ are 

respectively presented in [1] as follows; 

],[and90,90 21max2min1  Maxcr
         (7) 

 

 
Figure 4: Minimum and maximum transmission angles of (C-R) 

mechanism 

In addition, (γi) and (γf) are the transmission angles at the 

initial and final angular positions of the rocker link as shown 

in Fig. 2, both (γi) and (γf) can be respectively computed 

using Eq. (8) and Eq. (9) as follows; 
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Where ∆i and ∆f which are shown in Fig. 2 can be 

computed as follows; 

21 )90(and)90(  
ffii       (10) 

Applying sine and cosine law for two triangles (AnBnO4 

and AxBxO4), which are shown in Fig. 4, the following 

equations can be obtained as follows; 
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Where θ3n=θ3–θ1 at (θ2=θ1) and θ3x=θ3 – θ1 at (θ2=180◦+ θ1). 

Thus, the synthesis can be performed by deriving six 

nonlinear equations in six desired mechanism's parameters; 

R1, R2, R3 and R4, in addition to coupler link positions (θ3n, 

θ3x) as unknowns.  

The six nonlinear equations are derived as functions of 

(∆1, ∆2) which can be solved using the Newton-Raphson 

iterative numerical method [30, 31]. 

The Eqs. (5-7) in addition to Eqs. (11-14) can be 

rewritten in the form of [fn(xn)] = [0] using mathematical 

manipulation as follows; 
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The design variables (xn) are; 

   T
xnn RRRRx 334321                       (18)  

Furthermore, Jacobian (J) of the system is defined as; J 

= [∂fn / ∂xn] 6×6 . Also, the iterative formula is expressed as 

[∆xn] = −[J]-1. [f (xn)], thus, the determinate of the Jacobian 

matrix should not equal to zero (det[J]≠0). 

The successive approximations for a solution can be 

obtained using the following form xn
i+1 =xn

i + ∆xn
i, the first 

guess for the solution ( xn
i ), which lies inside the initial 

values of the feasible design domain. Consequently, the 

Newton-Raphson's process takes less number of iterations 

and less computation time for obtaining the results. A 

convergence criterion of such system's solution could be 

achieved when the magnitude of the vector f (xn) is smaller 

than a certain tolerance (ε). Where | f (xn)| < ε and ε = 10-5. 

The obtained mechanism's lengths Ri (R1, R2, R3 and R4) 

using this solving technique are considered as the optimal 

mechanism's lengths. If one of these obtained results falls 

outside the prescribed range (F.D.D), the initial 

mechanism's lengths should be changed in order to repeat 

the solving procedure until the optimal mechanism lengths 

fall within the feasible design domain.  

Consequently, these obtained mechanism's lengths are 

not unique, but these fall within the optimal design domain 

(M11 or M22). 

2.2.1. Rocker Swing Angle of the (C-R) Mechanism 

Figure 2 shows the swing angle (φ4) of the output link 

(R4) as an angle of oscillation between its angular position’s 

limitations, which depends upon the mechanism's 

application. The rocker swing angle (φ4) can be obtained as 

presented in [6] as follows; 

if 444                                                             (19) 

Where θ4i and θ4f are the initial and finial angular 

positions of output rocker link (R4). Values of θ4i and θ4f can 

be computed as follows; 
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2.2.2. Time Ratio of the (C-R) Mechanism 

The time ratio (TR) between the forward and return 

angular strokes of the rocker link depends on the 

mechanism's lengths and the rotation's direction of the crank 

as shown in Fig. 2.  

Time ratio becomes greater than one (TR >1), if the 

direction of the working (forward) stroke is the same as the 

rotation direction of the input link; where the value of 

deflection angle (δ) is positive. Otherwise, (TR <1) and (δ 

<0) if these directions are not the same as mentioned in [1, 

6, 7]. The time ratio can be formulated as follows; 

)180/()180(   TR                                                  (22)  

Where, (δ) is called the deflection angle which can be 

formulated as follows; 

if 33                                                                 (23) 

Where, (θ3i) and (θ3f) are the angular positions of the 

coupler link at initial and final positions as shown in Fig. 2. 

These angular positions (θ3i) and (θ3f) can be formulated as 

follows; 
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2.3. Design Equality Constraints of the Synthesized (C-

R) Mechanism Lengths 

Using the previous analysis and some mathematical 

manipulation, the general constraint equations can be 

deduced as follows; 
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The previous six deduced equality equations may be 

called the mechanism's characteristics, where;  

SS= sin ∆1+ sin ∆2 = 2sin (0.5λs) .cos (0.5λd) 

Sd = sin ∆1– sin ∆2= 2cos (0.5λs) .sin (0.5λd) 

λd= ∆1- ∆2 , λs =∆1+ ∆2 , λif =∆i- ∆f , θ1 =0  

Equations (24) and (25) can be rewritten using some 

mathematical manipulation as follows;  
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Where;
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 So;  fffiii 3434 ,                         (34)  

The previous six deduced Eqs. (26-31) can be used as 

general equations for any case study or task of transmission 

angles deviations as follow; 

2.3.1. The First Case Study: (∆1= ∆2= ∆) 

For the first case, the previous six deduced Eqs. (26-31) 

can be rewritten after substituting the deviations ∆1= ∆2= ∆ 

as follows;  

1TR , as in [1, 3, 5, 6]                                            (35) 

ifi   )90(24
                                                 (36) 

180maxmin   , as in [3, 6, 23]                           (37) 

180 fi                                                               (38) 
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0
2

2
2

1
2

4
2

3  RRRR , as in [1-3] and [7, 23]     (40) 

Hence, these pervious equations imply the following 

necessary and sufficient conditions that must be verified as 

follows;  

)(cos)/(cos 1
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1
33 cRRfi
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Where; (∆i = ∆f) and (λd ,λif , Sd , cf , ci, δ) are zeros values. 

2.3.2. The Second Case Study: (∆1> ∆2) 

For the second case, the six deduced Eqs. (26-31) can be 

rewritten after substituting the deviations ∆1= ∆ and ∆1> ∆2 

as follows;  
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 1TR  are mentioned in [1] and [14]. Hence, these 

pervious equations imply the following necessary and 

sufficient conditions that must be verified as follows; 
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Where; ∆i >∆f , cf <ci , θ3f >θ3i  and (λd , λif , Sd, δ ) are 

positive definite values. 

2.3.3. The Third Case Study: (∆1< ∆2) 

For the third case, the six deduced Eqs. (26-31) can be 

rewritten after substituting the deviations ∆2 = ∆ and ∆1< ∆2   

as follows;  
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The conditions  1TR  and 0)(
2

2
2

1
2

4
2

3  RRRR

are mentioned in [1] and [14]. Hence, these pervious 

equations imply the following necessary and sufficient 

conditions that must be verified Eqs. (46-48).  

Where; ∆i< ∆f , cf >ci , θ3f <θ3i  and (λd , λif , Sd, δ ) are 

negative definite values. 

2.4. Graphical Synthesis Methodology 

The graphical methods have been widely adopted in 

several fields such as mechanisms design and control for 

their simplicity and competency [32-34]. In this paper, the 

suggested graphical methodology can be easily and rapidly 

conducted according to six sequential steps as follows; 

The first step is the identification of the synthesis case 

study (task) either by identifying the class of (C-R) 

mechanism or the desired transmission angle deviations 

through giving the desired values of ∆1 and ∆2. Hence, the 

minimum and maximum transmission angles (γmin and γmax) 

can be directly calculated. 

The second step is assuming the initial angular position 

(θ3i) of the coupler link (R3), where (θ3i) can be 

proportionally assumed within the values (300, 30.80, 340 

and 37.50), which are respectively corresponding to the 

values (850, 750, 600 and 450) of (γmin) for the first case (∆1= 

∆2). Also, (θ3i) can be assumed within the values (300, 32.80, 

35.80 and 37.40), which are corresponding to the same 

previous values of (γmin) for the second case (∆1>∆2). 

Moreover, (θ3i) can be proportionally assumed within the 

values (290, 280, 27.70 and 37.50), which are corresponding 

to the values (1000, 1050, 1200 and 1350) of (γmax) for the 

third case (∆1<∆2). 

Assuming a value of (λin) is the third step. Where, (λin) 

is the difference between initial and minimum transmission 

angles (γi , γmin), hence (γi) can be computed. Value of (λin) 

can be assumed like the previous step using the values (0.70, 

2.20, 5.50 and10.90), (0.60, 1.60, 3.60 and 6.30) and (0.90, 

1.20, 1.90 and 4.70) for the three cases, respectively. 

The fourth step is assuming a value of (λif), where (λif) is 

the difference between final and maximum transmission 

angles (γf , γmax), hence (γf) can be calculated. Value of (λif) 

can be assumed like the second step using the values (0.70, 

2.20, 5.50 and 10.90), (0.60, 1.70, 4.10 and 8.50) and (0.90, 

1.10, 1.70 and 3.40) for the three cases, respectively. 

The fifth step is drawing the Cartesian coordinate XO2Y. 

Thus, the xO2y axis can be drawn by rotating XO2Y with the 

angle (θ1), as shown in Fig. 5. Locate the point (O4) on the 

line (O2x), where (O2O4) is a unit length represents the 

mechanism fixed link. Hence, the first or initial construction 

line "ICL" (ICL=O2AiBi) can be drawn from point (O2) with 

an inclination angle (θ3i) with respect to the direction of the 

line (O2O4). Also, the line (O4Bi) can be drawn from point 

(O4) with an inclination angle (θ3i+γi) with respect to the 

direction of the line (O2x) to intersect the direction of the 

line (ICL) in the point (Bi). Therefore, the length of (O4Bi) 

represents (r4). Also, the length of (O2Bi) represents (r3+ r2). 

Where, the mechanism links proportions (r2, r3 and r4) are 

based on the length of R1 as; r2= R2/R1, r3= R3/R1 and r4= 

R4/R1.  

The last step is the drawing of an arc with a radius (O4Bi) 

from the center (O4). Hence, two lines (O4Bf) and (Bf O2) 

can be drawn using the arc points with keeping the angle 

between these two lines equals to (γf). 

Where, the line (O2Bf) can be considered as the final 

construction line (FCL). Therefore, the length of (O2Bf) 

represents (r3 - r2). 

Finally, (r3) equals to half of (O2Bi+O2Bf). Also, (r2) 

equals to (O2Bi - r3). Hence, the desired given data (∆1 and 

∆2) can be checked via the obtained mechanism's ratios (r2, 

r3 and r4). 

If these mechanism's ratios satisfy both the desired ∆1 

and ∆2, the six design constraint equations of the mechanism 

can be validated. Also, the position of the point (Bf) related 

to the line ICL can denote to the mechanism class number. 

Where, point (Bf) lies on ICL for the first case study of 

mechanism synthesis which can be named by class I, i.e.; 

inline or unit time ratio optimal mechanisms. While, the 

point (Bf) lies over ICL for the second case study of 

mechanism synthesis (class II mechanisms), while (Bf) lies 

down ICL for the third case study (class III mechanisms).  

 

Figure 5: Graphical synthesis methodology 

3. Results and Discussions 

 The presented analytical methodology can be used for 

achieving the targeted transmission angle deviations via the 

corresponding optimal mechanism links' lengths. These 

optimal links' lengths can be presented as lengths' 

proportions (r2, r3 and r4) to facilitate the selection process 

for the proper mechanisms, which depends on a working 

area of various applications.    

The optimal synthesized results concerned with the 

presented three case studies in the following sections. 

3.1. Results of the First Case Study: (∆1= ∆2= ∆)  

The optimal synthesized (C-R) mechanism's proportions 

in addition to the other important parameters of this case 

study are illustrated in Fig. 6 and Fig. 7. These are dealing 

with the equality deviations (∆1= ∆2 = ∆) which increase 

from 5◦ to 60◦.  

The obtained results reveal the following significant 

observations; 

Optimal mechanism's proportions r2, r4 of the type M22: 

r2<r4<r3<1 increase as shown in Fig. 6 and the tabulated 

results in Table 2.  

Obviously, the sum of the values (γmin + γmax) equals to 

(180◦) and (γi + γf) equals to (180◦). Also, ∆i = ∆f where ∆i 

increases from 4.3◦ to 45◦. 

Moreover, the deflection angle (δ) is zero i.e. θ3f =θ3i =θ2i 

where θ3f increases from 30◦ till 35.4◦. These results indicate 

that cf =ci =0 and c=r3 for any mechanism's proportions in 

addition to θ3f =θ3i =θ2i =cos-1(c) that verify the Eq. (41), 

hence, TR = 1.  
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Also, the output angular stroke (φ4 = γf − γi) increases 

from 8.6◦ till 89.9◦ and the difference (λin) increases from 

0.67◦ till 11.75◦ as (∆) increases from 5◦ to 50◦. 

All these obtained results of the first case study concur 

with the six deduced design equality constraints in Eqs. (35-

40), which may fall inside the required feasible design 

domain (F.D.D). Otherwise, other results that may appear 

through increasing (∆) greater than 50◦ lies within the 

unfeasible design domain (U.F.D.D). This is due to the 

jamming and/or locking problems.  

All the optimal synthesized results of (C-R) mechanism 

satisfying the conditions of this case study can be denoted 

by mechanisms of class I. Many of the previous literature as 

[1-3] and [7] are dealing with this kind of mechanisms 

which can be called zero deflection angles, zero mean, 

central, inline and unit time ratio.   

 

Figure 6: Optimal results of (C-R) mechanism's proportions of 

the first case study 

 

Figure 7: Transmission angles of optimal (C-R) mechanism of the 

first case study 

3.2. Results of the Second Case Study: (∆1> ∆2, ∆1= ∆)  

The results of the optimal synthesized mechanism's 

proportions, in addition to the other important parameters of 

this case study are illustrated in Figs. 8 in addition to Fig. 9. 

These are dealing with the first deviation (∆1=∆) which 

increases from 6◦ to 60◦ while the second deviation (∆2) is 

kept at a fixed value of 5◦.  

The obtained results reveal the following important 

notes; 

The optimal mechanism's proportions increase as shown 

in Fig. 8 in addition to the tabulated results in Table 3. 

Clearly, the sum of both values (γmin + γmax) and (γi + γf) are 

less than (180◦). Furthermore, the value of (∆i) is greater 

than the value of (∆f) where ∆i increases from (5.2◦) to 

(49.3◦) and ∆f decreases from (4.2◦) to (−13.5◦).   

Furthermore, the value of the deflection angle (δ) 

increases from 0.05◦ to 31.6◦, i.e. θ3f >θ3i where θ3f increases 

from 30.4◦ till 70.9◦. Also, θ3i increases from 30.35◦ till 

39.32◦. These results indicate that cf <ci and c=r3 in addition 

to θ3f= cos-1(c +cf) as well as θ3i =cos-1(c +ci) which verifies 

the Eq. (48) for any mechanism's proportions. Besides, the 

output angular stroke φ4 = γf − γi+ δ increases from 9.5◦ till 

67.36◦ and the time ratio range is 1< TR ≤1.42. 

The obtained results of this case study concur with the 

six deduced design equality constraints in Eqs. (42-47) of 

M22: r2<r4<r3<1 and may be to lie inside the required 

feasible design domain (F.D.D).  

The optimal synthesized results of (C-R) mechanism 

satisfying this case's conditions can be named by 

mechanisms of class II. Some of the published literature are 

concerned with these kinds of mechanisms, which can be 

called positive off-central, positive off-line, more than unity 

time ratio and positive deflection angle mechanisms. 

Table 2. Calculated results of the first case study 

Mech. No.   
min  


max  2r  3r  4r  fG  

f3  

1 5 85 95 0.0379 0.8654 0.5025 0.318 30.072 

2 15 75 105 0.1167 0.8591 0.5249 0.239 30.783 

3 30 60 120 0.2546 0.8295 0.6138 0.150 33.951 

4 45 45 135 0.4125 0.7937 0.7350 0.082 37.469 

5 60 30 150 0.5773 0.8154 0.8176 0.035 35.377 

Mech. No. 
i3    TR  

4  

i  


f  

i  

f  

1 30.072 0.0 1.0 8.651 85.674 94.326 4.326 4.326 

2 30.783 0.0 1.0 25.695 77.153 102.848 12.847 12.847 

3 33.951 0.0 1.0 49.008 65.496 114.504 24.504 24.504 

4 37.469 0.0 1.0 68.281 55.860 124.140 34.140 34.140 

5 35.377 0.0 1.0 89.840 45.080 134.920 44.920 44.920 

 

 

Figure 8: Optimal results of (C-R) mechanism's proportions of 

the second case study 
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Figure 9: Transmission angles of optimal (C-R) mechanism of the 

second case study 

Table 3. Calculated results of the second case study 

Mech. 

No. 

  

min  


max  2r  3r  4r  fG  

f3  

1 10 80 95 0.0602 0.8743     0.5284     0.323 31.813 

2 15 75 95 0.0851     0.8846     0.5561     0.328 33.721 

3 30 60 95 0.1772     0.9241     0.6532     0.340 40.773 

4 45 45 95 0.3026     0.9786     0.7786     0.349 51.007 

5 60 30 95 0.4781     1.0322 0.9718 0.306 70.898 

Mech. 

No. 


i3  

  TR  

4  


i  

f  

i  

f  

1 31.467 0.346 1.004 13.106 81.114 93.874 8.886 3.874 

2 32.753 0.969 1.011 17.671 76.626 93.328 13.374 3.328 

3 35.808 4.965 1.057 32.268 63.609 90.911 26.392 0.911 

4 37.413 13.593 1.163 48.861 51.288 86.555 38.712 -3.455 

5 39.327 31.571 1.425 67.366 40.703 76.498 49.297 -13.50 

3.3. Results of the Third Case Study: (∆1< ∆2, ∆2= ∆) 

The optimal results of synthesized mechanism's 

proportions in addition to the other essential parameters of 

this case study are illustrated in Fig. 10 in addition to Fig. 

11. These results are dealing with the second deviation (∆2 

= ∆) which increases from 6◦ to 60◦ while the first deviation 

(∆1) is kept at a fixed value of 5◦. 

The obtained results reveal the following significant 

observations; 

The optimal results of mechanism's proportions 

concerning with the mechanism's type M22: r2<r4<r3<1 and 

type M11: r2<r3<r4<1 are shown in Fig. 10 and the tabulated 

results in Table 4. 

Obviously, the sum of both values (γmin + γmax) and (γi + 

γf) are greater than (180◦). Moreover, the value of (∆i) less 

than the value (∆f), where ∆i decreases from (4.27◦) to 

(−2.5◦) and ∆f increases from (5.7◦) till (55.99◦).  

Furthermore, the value of the deflection angle (δ) changes 

from (−0.05◦) to (−20.9◦), i.e. θ3f <θ3i. These results indicate 

that cf >ci and c = r3 in addition to θ3f= cos-1(c +cf) as well 

as θ3i = cos-1(c +ci) which verifies Eq. (55) for any 

mechanism's proportions. Moreover, the output angular 

stroke (φ4 = γf − γi+ δ) increases from (9.5◦) till (32.52◦) and 

the time ratio relation is 1>TR>0.79.  

 

Figure 10: Optimal results of (C-R) mechanism's proportions of 

the third case study 

 

Figure 11: Transmission angles of optimal (C-R) mechanism of 

the third case study 

All of these obtained optimal results of (C-R) 

mechanism concur with the six deduced design equality 

constraints in Eqs. (46-47) in addition to Eqs. (49-52), 

through considering the mechanism's proportions of M22 

and M11, which are recommended to lie inside the required 

feasible design domain (F.D.D) 

Mechanisms satisfying this case's conditions can be 

called mechanisms of class III. Some of previous literature 

are concerned with these kinds of mechanisms, which can 

be called negative off-central, negative off-line, less than 

unity time ratio and negative deflection angle mechanisms. 
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Table 4. Calculated results of the third case study 

Mech. 
No. 

  
min  


max  2r  3r  4r  fG  

f3  

1 10 85 100 0.0540 0.8562 0.4837 0.271 28.531 

2 15 85 105 0.0687 0.8466 0.4689 0.231 27.079 

3 30 85 120 0.1095 0.8008 0.4656 0.142 24.202 

4 45 85 135 0.1551 0.6417 0.6084 0.082 27.076 

5 60 85 150 0.1716 0.5212 0.6909 0.035 22.729 

Mech. 
No. 


i3    TR  

4  

i  


f  

i  

f  

1 28.847 -0.316 0.966 12.834 85.930 99.080 4.070 9.080 

2 27.894 -0.816 0.991 16.907 86.155 103.878 3.845 13.878 

3 27.708 -3.506 0.962 27.867 86.934 118.307 3.066 28.307 

4 37.476 -10.40 0.891 31.472 89.703 131.574 0.297 41.574 

5 43.648 -20.92 0.792 32.525 92.555 145.999 -2.555 55.999 

The obtained results of each case concerning with the 

time ratio (Tr) are shown in Fig. 12. On the other hand, the 

results of each case dealing with the swing angle (φ4) of 

rocker link are illustrated in Fig. 13. Clearly, the swing 

angle (φ4) has the highest increasing rate with the first case 

study which falls inside the required feasible design domain 

(F.D.D) compared with other cases, where φ4 increases till 

76.4◦ for the first case, 55◦ for the second one and till 30.9◦ 

for the third one. 

 

Figure 12: Time ratio of optimal (C-R) mechanism for three cases 

 

Figure 13: Rocker swing angle of optimal (C-R) mechanism of 

the three cases. 

4. Validating the Optimal Results 

Clearly, the obtained results facilitate the designer's 

work through selecting the appropriate mechanism's 

proportions for achieving the design requirements. It is very 

important to validate the calculated optimal synthesized (C-

R) mechanism's proportions which satisfy the six design 

constraint equations. The optimal results are validated 

through comparisons with those of some earlier researches 

as [1, 2, 3, 6] and [14-16] which are tabulated in Table 5.  

Table 5. Results validation through comparisons with earlier 

researches 

Conditions The Three Cases 

Δ1=Δ2 Δ1>Δ2 Δ1<Δ2 

γmin + γmax= -d =, as 
[3], 
[6], 
[15], 
[16] 

< > 

γi + γf = -if = < > 

SS=(2R1R2)/( R3R4) [16]   

dSRRRRRR )( 33

2

2

2

1

2

4

2

3    [1], 
[2], 
[3], 
[15], 
[16] 

 [1], 
[14] 

 [1], 
[14] 

TR=(+)/(-) =1, as 
[1], 
[3], 
[6], 
[15], 
[16] 

>1, 
as 
[1], 
[14] 

<1, 
as 
[1], 
[14] 

4.1 Solved Examples Using Graphical Synthesis 

Methodology 

First example is dealing with given data; (∆1= ∆2= ∆= 

30◦, i.e., γmin=60◦ and γmax=120◦) of the first class I 

mechanism. This graphical synthesis methodology can be 

used to construct (C-R) mechanism's lengths via these given 

data through applying the sequential graphical steps. The 

second step is assuming the initial angular position (θ3i=34o) 

of the link (R3) related to the value of (γmin). Also, the third 

and fourth steps are assuming values of (λin=λif=5.5o) which 

are similar to the second step. The fifth step is drawing xO2y 

axis which coincides with XO2Y axis where (θ1=0o), as 

shown in Fig. 14.  

Locate the point (O4) on the line (O2x), where (O2O4) is 

a unit length. Hence, the first line (O2AiBi) can be drawn 

from point (O2) with inclination angle (θ3i=34o) with respect 

to the direction of the line (O2O4). Also, the line (O4Bi) can 

be drawn from point (O4) with inclination angle 

(θ3i+γi=99.5o) with respect to direction of line (O2x) to 

intersect the direction of (O2Bi) in (Bi). Therefore, the length 

of (O4Bi=0.615) represents (r4). Also, the length of (O2Bi) 

represents (r3+r2=1.082).  

Obtained optimal (C-R) mechanism's links ratios using 

the pervious steps are; r2=0.254, r3= 0.829 and r4= 0.615 

which, satisfy the six deduced design constraint equations. 

The mechanism's characteristics are approximately equal 

to: γmin =60o, γmax =119.9o, γi =65.5o, γf =114.5o, φ4 = 48.9o 

and TR ≈1.0, which satisfy the desired design requirements.  
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Also, a second example dealing with the class II of 

mechanism synthesis can obtain mechanism's links ratios 

via this graphical method using given data; (∆1=∆= 25◦, i.e., 

γmin=65◦ and γmax=95◦) as shown in Fig. 15. Hence, θ3i, λin 

and λif can be proportionally assumed as; (θ3i=34.9o, λin=3o 

and λif=3.4o).  

The mechanism's ratios using these data are; r2=0.144, 

r3=0.907 and r4=0.614. The mechanism's characteristics are 

approximately equal to: γmin=65.2o, γmax=95.7o, γi=68o, γf 

=91.6o, φ4=27.5o and TR ≈1.02, which satisfy the desired 

design requirements.  

Moreover, this method can be used as a third example 

for synthesizing the mechanism of the third class III using 

given data; (∆2=∆=25◦, i.e., γmin=85◦ and γmax=115◦) as 

shown in Fig. 16. Hence, θ3i, λin and λif can be proportionally 

assumed as; (θ3i=27.7o, λin=1.7o and λif=1.5o).  

The mechanism's ratios using these data are; r2=0.1, r3= 

0.818 and r4=0.463. The mechanism's characteristics are 

approximately equal to: γmin=84.4o, γmax=115.6o, γi=86.7o, 

γf =113.5o, φ4=25.3o and TR ≈0.93, which satisfy the desired 

design requirements. 

 

 

Figure 14: Graphical synthesis methodology for first case 

 

Figure 15: Graphical synthesis methodology for second case 

 

 

Figure 16: Graphical synthesis methodology for third case 

5. Conclusion 

This work proposed a detailed analytical methodology 

in addition to a fast-graphical methodology to optimally 

synthesize lengths' proportions of planar crank-rocker 

mechanism in order to accomplish targeted design with a 

definite transmission angle deviation. The analytical 

methodology deals with deducing six design equality 

constraint equations that satisfy three case studies. The 

discussion of the presented results reveals that the optimal 

synthesized (C-R) mechanisms are classified into three 

classes according to the three case studies for achieving 

targeted definite transmission angle deviations. The direct 

relation between the mini-max transmission angle 

deviations and the (C-R) mechanisms classes in addition to 

their six performance parameters are be presented.    

If and only if the (C-R) mechanism's lengths verify the 

desired case conditions, the six deduced design constraint 

equality equations can be verified. The obtained optimal 

results using the presented methodology are concurring 

with those introduced in the previous literature using 

different approaches. 

On the other hand, the suggested graphical synthesis 

methodology can be carried out to directly construct such 

optimal (C-R) mechanism's lengths. This graphical method 

is based on only choosing the design case related to the 

selected class of (C-R) mechanism beside the desired 

transmission angle deviations through giving the minimum 

and the maximum transmission angles in order to achieve 

an optimal synthesized crank-rocker mechanism's lengths.  

The optimal charts are introduced to directly obtain the 

optimal (C-R) mechanism's lengths, which are achieving the 

targeted transmission angles deviations. Therefore, the 

designer can easily select optimal synthesized crank-rocker 

mechanisms' lengths which can be employed in several 

industrial applications. These applications may include 

using (C-R) mechanisms associated with a desired equal 

deviation of mini-max transmission angle for achieving 

vibrating motions in sieve conveyors. Also, these kinds of 

mechanisms with time ratio greater than one can be used for 

generating a required quick-return motion for shaper 

machines and the mechanisms with time ratio less than one 

can be used for generating a positive sliding stage of a 
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conveyed mechanism and increasing the conveying 

capacity.  
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Abstract 

The spot weld failure analysis using experimental and numerical finite element analysis methods has been reviewed. The 

spot weld strength is governed by the welding parameters, sheet metal thicknesses and the loading conditions. Spot weld fails 

either by pull-out failure (PF) mode or interfacial failure (IF) mode. The spot weld failure modes depend on the diameter of 

weld and the loading types. Most reported experimental spot weld failure analyses were based on industrial standard test 

samples under quasi static loading. Limited work on combined loading on dissimilar metal joints with different thicknesses 

was found in the review. The review further observed that weld bonded joints have better fatigue life compared to spot welded 

joints. Extensive work has been proposed in this review on this type of hybrid joints as current research showed limited 

investigation in this area. In the finite element analysis of spot weld failures, current researches mostly investigated single spot 

weld failures using the standard tests under quasi static loading. The review proposed further study of spot weld failure of 

multiple spot welds under fatigue loading for dissimilar joints and hybrid joints. Finally, a hybrid system has been proposed to 

relate the experimental and computational weld failure analyses for spot weld optimization. 
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1. Introduction 

The typical joining method used for joining automotive 

metals together is the welding process. Different types of 

welding processes have been employed in the automotive 

manufacturing, such as resistance spot welding (RSW), 

resistance seam welding (RSEW), friction welding (FW), 

laser beam welding (LBW) and arc welding. However, the 

welding process that is widely used in the Body in White 

(BIW) fabrication and still dominates the automotive 

industry is the resistance spot welding (RSW). Popularly 

known as the spot welding, the welding process gained its 

popularity because of being a cost-effective process, easily 

automated, and has a rapid production rate, low component 

distortion as well as its simplicity and versatility. 

Automotive BIW has about 2000-5000 spot welds used to 

join the different types and shapes of metal sheets together. 

Numerous studies have been carried out in the use of the 

spot-welding process to join similar and dissimilar metals, 

such as Advanced High-Speed Steels (AHSS), aluminium 

and magnesium, a design strategy known as multi-materials 

lightweight (MML) design. [1-7] With a large number of spot 

welds involved in the forming of automotive BIW, the spot 

welding process has close relationship with the structural 

integrity and performance of the BIW. The spot welds 

function as the elements responsible in load bearing and 

load transfer during automotive crash and impact. The 

strength of the individual spot weld plays a role in ensuring 

that it can sustain the impact load without failing and 

maintaining the structural strength of the BIW while 

providing safety of passengers.  

However, as the trend of automotive metals is going 

towards lighter metals yet stronger metals with lesser 

thicknesses, the control of the spot weld strength has 

become a challenge for the automotive manufacturers. The 

strength of a spot weld depends on various factors, such as 

material weldability, sheet thickness, spot weld positions, 

welding parameters, material coating, joint and loading 

types.[8-13] Due to the inherent uncertainty on an individual 

spot weld’s strength, automotive industries tend to add 

significant number of redundant spot welds to ensure the 

structural integrity of the BIW is achieved. [14] These 

redundant spot welds obviously increase the overall spot 

weld manufacturing cost and could be eliminated if the spot 

weld failures under different loading conditions can be 

predicted earlier during design stage. The optimization of 

the number of spot welds and the positions for spot welds 

are crucial in reducing the RSW related manufacturing cost. 

With the advancement in computer technology and the field 

of finite element analysis (FEA), such prediction is now 

possible. 

There are numerous researches in this area and many 

results are reported. However, those are not well organised 

and properly linked. In fact, it is not easy to have a complete 

understanding in this area though it is essential for 
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improving the efficiency and effectiveness of spot-welding 

testing. To address this issue, this paper critically reviews 

and scientifically links the information available in the 

recent works related to spot weld failure on different 

automotive metals, the spot weld failure modes as a result 

of different loading conditions and finally the use of 

experimental and numerical FEA in spot weld failure 

analysis and prediction. The paper also aims to propose 

future work in the area of experimental and computational 

spot weld failure analyses and development of a hybrid 

system for failure analyses. 

2. Spot welding 

The spot-welding process consists of two water cooled 

copper electrodes, connected electrically to a welding 

transformer. The electrodes are usually actuated through an 

upwards and downward motion by means of pneumatic or 

servo motor-based actuation system. The metal sheets to be 

welded are placed in between the copper electrodes and the 

area to be welded is brought into intimate contact by the 

force applied by the clamped electrodes during squeeze 

cycle. In the weld cycle, the welding current is then supplied 

through the upper electrode which flows to the lower 

electrode through the metal sheets and the sheet interface. 

As the resistance to current flow is greater at the sheets 

interface compared to the bulk material of the sheet metals, 

the copper electrodes and the electrode and sheet interface, 

localised heating and melting will occur at the sheets 

interface. The melting area is related to the diameter of both 

the copper electrodes which are compressing the metal 

sheets together. After a pre-set weld time, during hold cycle, 

the current is turned off, but the electrode force is 

maintained while the weld solidifies and joins both metal 

sheets together via a spot weld. Figure 1 gives the schematic 

of the spot-welding process. 

 
Figure 1. Spot welding process 

 

Figure 2. Microstructural zones in (a) Galvannealed DP600/bare 

DP600[42] and (b) DP1000/TRIP 980[43] weld joints 

The heat generated during the spot-welding process can 

be represented by the Equation (1) 

𝑄 =  ∫ 𝐼(𝑡)2𝑅(𝑡)𝑑𝑡
𝑇2

𝑇1
                                                          (1) 

where the Q is the heat generated during the welding 

process, I(t)is the supplied current, R(t) is the dynamic 

resistance of the sheet metals, T1 and T2 are the time limits 

of the process respectively. 

3. Welding parameters and weld strength  

The spot-welding process mainly has three important 

parameters based on the Equation 1, which controls the heat 

generation during welding for spot weld formation and 

directly impacts the weld strength. The process parameters 

are weld current, electrode force and weld time. Increase in 

the spot weld current with weld time and electrode force 

maintained constant or the increase in weld time with both 

welding current and electrode force maintained constant 

during the welding of two metal sheets, has been reported 

to increase the heat generation during spot welding process. 

The increased heat generation in turn increased the size of 

the spot weld diameter as well as the weld strength.[10, 15-

21] Taguchi method has been used by various authors to 

analyse the contribution of both the welding current and 

weld time in the heat generation for spot weld formation. 

Welding current has been shown to have major contribution 

in heat generation and spot weld development during the 

welding process with ANOVA results giving an average of 

60.9% for welding current and 20.6% for weld time. [15, 

18, 22-25] However, the increase in welding current and 

weld time are limited to a certain range, after which further 

increase in either parameter, will cause expulsion during 

welding. Expulsion is referred to as the ejection of molten 

metal from the weld zone due to overheating. Presence of 

expulsion was found to cause excessive electrode 

indentation, shrinkage void and solidification cracks in spot 

weld, leading to deterioration of spot weld strength. 

Expulsion was found to occur at the electrode/sheet metal 

interface and sheet metal/sheet metal interface. [26, 27] 

The third weld parameter, that contributes to the heat 

generation in the welding process and relates closely to the 

dynamic resistance in Equation 1 is the electrode force.[28] 

Unlike welding current and weld time, decreasing electrode 

force while maintaining welding current and weld time, 

increased the heat generation during spot welding process. 

Lower electrode force will increase the resistance to current 

flow at the sheets’ interface due to high number of surface 

asperities and lower sheet-to-sheet surface contact. This 

leads to increase in the current density and in turn increase 

the heat generation at the interface for weld development. 

Higher electrode force will cause these surface asperities to 

collapse creating increased sheet-to-sheet surface contact. 

Current density will therefore decrease leading to reduction 

in heat generation. However, extremely low electrode force 

will cause expulsion mainly due to overheating and very 

high electrode force will lead to development of undersized 

weld due to low heat generation.[29, 30] 

Traditionally, welding current has been the only control 

parameter in spot welding to control the development of 

spot weld and in turn the achieved weld strength. Welding 

current was easy to measure with the use of current probes 

or transducers and the amperage that is supplied to the weld 

joint can be controlled by controlling the individual firing 

angles of the two silicon- controlled rectifiers (SCRs) in a 

single-phase AC resistance spot welding machine. The 
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control strategy which is known as the constant current 

control (CCC) has been discussed by Zhou.[31, 32] As most 

of these welding machines were based on pneumatically 

actuated electrode system, force was not used as a control 

parameter due to the inability to control the electrode force 

at a faster rate with the use of the mechanical system. This 

is due to the inherent mechanical inertia in the pneumatic 

system. However, when the electronically controlled 

electrodes by servo drives were introduced, this created an 

opportunity for electrode force to be included as a control 

parameter apart from welding current. The advantages of 

servo actuated electrodes are that the electrodes’ position, 

speed and applied force (electrode force) can be precisely 

controlled.[33]  As spot welding process is naturally a non-

linear process involving different variables (current, time, 

electrode force, sheet thickness, electrode diameter, 

mechanical and electrical characteristics of machine used 

etc) and interaction between electrical, thermal, mechanical 

and metallurgical changes at the sheets interface, the 

application of more than one control parameter to control 

the weld nugget development and weld strength was widely 

investigated. Also, with the automotive industries 

increasingly use different types of sheet metals with various 

thickness to fabricate the BIW, in-process real time control 

of welding parameters was studied to achieve stringent 

quality control of spot welds. The use of force and current 

profiles i.e step control of welding current and servo system 

driven electrode force to control both parameters in real-

time during welding and the improvements that were 

achieved in terms of the weld strength, expulsion reduction 

and ability to weld joints with different materials and 

thicknesses have been reported by different studies. [34-38] 

Even though weld current, time and electrode force are 

the basic parameters in the spot-welding process to produce 

spot welds, the melting of metal at the sheets interface and 

development of weld nugget is influenced by the dynamic 

contact resistance. The dynamic contact resistance accounts 

for the combined effect of the interfacial resistance and bulk 

material resistance.[39] Shome and Chatterjee[39] 

concluded from their study that dynamic contact resistance 

which determines the energy input and control spot weld 

formation is dependent on the coating type, thickness, 

surface roughness, bulk material resistance and external 

factors, such as temperature and pressure. From the 

previous factors, thickness and bulk material resistance 

relate closely to the problem that is faced by the automotive 

industries, joining dissimilar materials. Automotive 

structure design involves dissimilar metals with different 

thicknesses. Formation of a sound spot weld between two 

different metals requires an efficient heat balance in both 

metals considering the different material properties of the 

metals. This results in the formation of a weld nugget of 

approximately the same thickness on each side of the sheets 

interface.[40] Numerous works have been researched in the 

weldability of materials of dissimilar metals to form spot 

weld joint.  

The weldability and failure of spot weld between two 

dual phase steels; DP600 and DP1000 with 0.8 mm 

thickness  and  galvannealed and bare DP600 with 1.3 mm 

thickness were studied by Aydin[41] and Kishore et al.[42] 

respectively. Weld nugget size and weld strength were 

found to increase by increase in welding current. These 

studies also found that weld formed by both the DP steels 

has three distinct microstructural zones; base metal (BM), 

fusion zone (FZ) and heat affected zone (HAZ). In the heat 

affected zones, there are further transition zones; outer heat 

affected zone (OHAZ), centre heat affected zone (CHAZ) 

and inner heat affected zone (IHAZ)[41] or inter critical 

heat affected zone (ICHAZ), fine grain heat affected zone 

(FGHAZ) and coarse gain in heat affected zone 

(CCHAZ).[42] As for failure mode, pull out failure was 

obtained for the range of current investigated. From the 

lowest current to the intermediate current, failure occurred 

at the CHAZ on the DP1000 side and above the intermediate 

current till the highest current, failure occurred at the CHAZ 

on the DP600 side.[41] Mousavi et.al[16] studied the 

optimization of process parameters to join dissimilar 

metals; DP600 and AISI304 stainless steel with thickness of 

1 mm. The study revealed that the microstructure of the DP 

steel’s HAZ is martensitic and the AISI304 steel’s HAZ is 

austenitic. Also, the microstructure of the FZ is fully 

martensitic with the FZ chemical composition influenced by 

the chemical compositions of both the AISI304 steel and DP 

steel. Weld failure test carried out with tensile lap-shear test 

also showed at optimum parameters, weld pull-out failure is 

obtained with the failure occurring at the AISI304 stainless 

BM. The weldability of similar and dissimilar joints 

between 1.36 mm thick DP1000 steel and 1.56 mm thick 

transformation induced plasticity (TRIP980) steel was 

studied by Wei et al.[43] Similar to  Aydin and Kishore’s 

work[41, 42], the microstructural study between DP/DP, 

TRIP/TRIP and DP/TRIP showed three distinct 

microstructural zones; base metal (BM), fusion zone (FZ) 

and heat affected zone (HAZ). For the DP/TRIP weld joint, 

the heat affected zone is further divided into; upper heat 

affected zone (UHAZ), intermediate heat affected zone 

(IHAZ) and lower heat affected zone (LHAZ). The weld 

nugget diameter and weld strength for similar joints (DP/DP 

and TRIP/TRIP) and dissimilar joints (DP/TRIP) increased 

with increase in current till a certain current limit after 

which due to expulsion both properties of the spot weld 

reduced at higher current. The study also showed the FZ of 

all joints exhibit fully martensite microstructure and the spot 

weld failure in pull out mode increased in the order of 

DP/DP, TRIP/TRIP and DP/TRIP. Figures 2(a) and 2(b) 

show the different microstructural zones in the galvanneled 

and bare DP600 and DP1000/TRIP980 

Liu et.al[44] studied the weldability of similar and 

dissimilar spot welds made from lightweight magnesium 

alloy (Mg) and high strength low alloy (HSLA) steel. The 

thickness of Mg strip is 1.5 mm and the HSLA steel 

thickness is 0.77 mm. Interestingly unlike in Mg/Mg joint,  

in Mg/steel joint, FZ representing weld nugget,  was only 

noticed on the Mg side while Mg and steel was bonded by 

three different regions; weld brazing, solid-state joining and 

soldering as in Figure 3. The hardness test on the Mg/steel 

joint showed that the hardness on the steel side of the joint 

is almost twice the hardness of the Mg side. As for weld 

failure in this study, fatigue test was carried out and the test 

showed initiation of crack at the Mg/steel interface. The 

crack propagates further at higher rate into the Mg base 

metal until failure occurred. However, at the steel side, a 

slower crack propagation rate was noticed along the Mg and 

steel interface into the weld nugget. Manladan et.al[45] 

studied the spot welding of Mg alloy and austenitic stainless 

steel under two joints; dissimilar spot welded joint (RSW) 



 © 2020 Jordan Journal of Mechanical and Industrial Engineering. All rights reserved - Volume 14, Number 3  (ISSN 1995-6665) 318 

and dissimilar spot weld-bonded joint (RSWB) using epoxy 

structural adhesive. Lap-shear test was carried out to 

analyses weld failure on these joints. The results showed 

that for a range of welding currents (6 kA to 18 kA), RSWB 

joints have higher bonding diameters, peak loads and 

energy absorption prior to failure compared to RSW joints. 

The failure analysis observed that in RSW spot weld failure, 

failure occurred through the Mg nugget/stainless steel 

interface and weld zone formed through welding brazing 

mode as reported by Liu[44].   

 
Figure 3. Microstructure of Mg/HSLA weld joint[44] 

The weldability of aluminium alloy with steel was 

investigated by Miyamoto et al.[46] The study investigated 

joining of steel with aluminium alloy; galvannealed steel 

(GA) with 600 series aluminium alloy (Al) plate with 0.55 

mm and 1 mm thicknesses respectively. The GA are coated 

by layer of FeZn8 (δ phase). Two types of samples were 

created; resistance spot welded sample by welding both 

metals together and seal spot welded sample by having a 

sealant in between both metals. For both samples, nugget 

diameter was found to increase with increase in time with 

welding current maintained at 30 kA for resistance spot 

weld sample and 27.5 kA for seal spot weld sample. The 

nugget diameter in the steel side and the formation of Al-Fe 

intermetallic compound (IMC) layer at the joint interface is 

shown in Figure 4[5]. The study also reported that seal spot 

welded joints can inhibit electrolytic corrosion while 

electrolytic corrosion occurred at the joint interface of 

resistance spot welded joint. To analyse the weld strength, 

cross tension test was carried out. Weld pull-out failures 

were observed for both samples with failure occurring at the 

aluminium alloy and the circular spot weld remaining on the 

steel. The decrease in aluminium sheet thickness during 

welding was deduced as the reason for failure on the 

aluminium sheet. Strength comparison between resistance 

spot welded joint and seal spot welded joint also showed 

that for the same welding condition, cross tension strength 

of seal spot weld joints is approximately half that of the 

resistance spot welded joints. The difference in strength 

between samples was related to the difference between the 

degrees of decrease in the sheet thickness of the aluminium 

alloy in the resistance spot weld joints and seal spot weld 

joints. The reduction in sheet thickness in the Al side and its 

influence to weld strength have also been reported by 

Sakiyama et.al[47]. 

The weldability of spot weld joints of AA5052 

aluminium alloy with dissimilar thickness was investigated 

by Mat Din et al.[48] One sheet had a constant thickness of 

2 mm and the other sheet thickness was varied from 1.2 to 

3.2 mm (7 different sheet thicknesses). Peel test was carried 

out to analyse the spot weld failure due to different 

thicknesses. Increasing the sheet thickness increased nugget 

diameter and weld time. Failure strength to achieve pull out 

failure also initially increased till thickness combination of 

2 mm -2.3 mm after which there was a drop in strength till 

the last combination of 2 mm – 3.2 mm. Hence from the 

reviews in this section, it can be concluded that in order to 

obtain spot welds with strengths required to maintain the 

structural integrity of the of the automotive structure. 

Attention must be focused on the welding current and 

electrode force used during spot welding. The correct 

combination of welding current and electrode will generate 

the heat required for spot weld nugget initiation and 

development. Also, another important consideration is due 

to the increase use of dissimilar metal and sheet thicknesses 

in automotive structures, fundamental knowledge in 

metallurgical transformation in dissimilar metals and heat 

balance for both dissimilar metals and dissimilar 

thicknesses are required for welding parameters selection to 

produce spot welds that are well developed on both the 

metal sheets creating a strong joint at the sheets interface. 

 
Figure 4. The microstructure in the Al/steel joint with the IMC 

layer at sheets interface[5] 

4. Experimental weld failure analysis 

As seen in previous section, spot weld strength is 

influenced by the selection of the welding parameters as 

well as the metallurgical transformation and heat balance in 

the sheets to be welded. Weld failure modes are of two 

types; pull-out failure (PF) (failure due to weld pulled out 

from one sheet) and interfacial failure (IF) (failure due to 

crack propagation through the fusion zone) as seen in Figure 

5. [49-51]   Other authors have also further divided the 

failure modes into an intermediate failure mode called the 

partial interfacial failure (PIF) or partial pull-out failure 

(PPF).[49, 52, 53] Automotive industries require spot welds 

to fail by pull-out failure mode rather than interfacial failure 

mode as the former has higher failure load and absorb more 

energy prior to failure compared to the latter.[54] 
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Figure 5. Interfacial failure (IF) and pull out failure (PF) of spot 

weld joints 

The weld diameter and loading conditions influence the 

tendency of the spot weld to fail by either failure modes. 

Spot welds fail by PF mode above the critical weld diameter 

and IF mode below the critical diameter.[55, 56] Critical 

diameter is defined as the minimum weld diameter required 

to achieve pull-out failure. Abadi[57] has also defined 

critical weld diameter as the weld diameter between the 

maximum weld diameter which will produce IF mode and 

the minimum weld diameter which will produce the PF 

mode. Pouranvari[56] developed a relationship to calculate 

the critical diameter (dcr) based on the relationship between 

the ultimate tensile stress of pull-out failure location 

(σUTS)FL and the shear strength at the fusion zone (τFZ) 

as given in Equation (2). 

   dcr = 4𝑡
(𝜎𝑈𝑇𝑆)𝐹𝐿

𝜏𝐹𝑍
                                                       (2) 

Similarly Zhao et.al[58] suggested Equation (3) as the 

critical nugget diameter to achieve PF mode for DP600 

joints. This relationship was also developed considering the 

tensile stress at the HAZ and shear stress at FZ. 

dcr = 3.51t                                                                   (3) 

where t is the sheet thickness in mm for both equations. 

These equations are, however, based on the lap-shear 

test which will be discussed later. The standard used by the 

automotive industries states that to achieve PF mode, the 

average weld diameter is equal to 4√t where, t is the sheet 

thickness[49].  This standard is, however, based on tensile-

shear static loading to produce spot weld failure. Spot welds 

in real conditions for instance in automotive crashes, 

experience mixed loading  such as shear force (fs), normal 

force (fn), bending moment (mb) and in-plane torsion (mt)  

as shown on Figure 6.[59] 

 
Figure 6. Loadings on spot weld 

Failure of spot welds are due to two loading conditions; 

quasi static loading i.e load is applied slowly with low strain 

rate to deform a structure with inertia effects neglected and 

dynamic loading i.e will cause the structure to vibrate and 

the inertia force needs to be considered. Spot weld 

performance is based on its static and dynamic strength.[60] 

Hence it is important for the automotive design engineers to 

understand the mechanical behaviours of joints subjected to 

both static and dynamic loading conditions and incorporate 

the static strength, impact and fatigue strength in the early 

design stage. As a single, standard experiment is not 

available to evaluate the effect of all the forces to spot weld 

failure modes, experimental analyses have used three 

different test samples to separately analyse spot weld failure 

due to shear force, normal force and bending moment. The 

test samples are as shown in Figure 7. Test sample A is used 

to analyse spot weld failure due to bending moment and the 

test is named as the coach peel test. Test samples B and C 

are used in lap-shear and KSII tests, respectively. Sample B 

is used to evaluate the tensile and shear load on spot weld 

and sample C is used to test the normal load (90o) that will 

fracture the spot weld. 

 
Figure 7. Spot weld loading conditions and test samples 

Various works have been reported on the test samples 

used to analyse spot weld failures. Lap-shear test is the 

common test that has been widely used by many researchers 

in their spot weld failure experiments. Pouranvari[56] 

analysed weld failure with lap shear test for weld joints 

made from high strength low alloy (HSLA) 420 steel. The 

study showed the relationship between welding current, 

weld diameter or fusion zone size and the interfacial and 

pull-out failure modes as shown in Figure 8. The study 

reported that the driving force for IF mode in lap shear test 

is the shear stress at the sheet/sheet interface. Meanwhile the 

driving force for PF mode is the tensile stress at the nugget 

circumference. An equation was also suggested as in 

Equation (3) to calculate the PF load in tensile shear test. 

PPF = πdt(σUTS)FL                                                   (3) 

where d- weld diameter, t – sheet thickness and 

(σUTS)FL – ultimate tensile strength at failure location 

which is the weld nugget. 
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Figure 8. Spot weld failure modes at different currents and weld 

diameters.[56] 

The spot weld strength and failure modes of Quenching 

and Partitioning (Q&P) 980 similar steels joints in single 

pulse RSW and double pulse RSW was studied by Liu 

et.al[61]. Lap-shear test (and cross tension test which will 

be discusses later) was used to test the weld samples. This 

investigation showed that applying a higher secondary 

current, for instance 7 kA-7.5 kA compared to a constant 

current of 7 kA, improved the tensile shear strength and 

failure mode. The weld with constant current of 7 kA, failed 

with IF due to a small weld developed during welding and 

crack propagation through the weld and along the sheets 

interface during lap-shear test. However, with the use of a 

secondary current within the range of 4.5 kA to 7.5 kA, weld 

strength increased during the lap shear test and failure mode 

changed from IF to partial thickness-partial pull-out (PT-

PF). Crack propagation during lap-shear test was noticed to 

penetrate around the circumference of the weld as well as 

along the partial melting zone (PMZ) and later progressing 

through the sheet thickness. Zhang et.al[49] used lap-shear 

test to analyse the spot weld failure on the weld joints made 

from 1.2 mm DP780 and 1.5 mm DP600 steel sheets. This 

study reported that during tensile shear test, weld joints first 

experience shear stress which is parallel to the force 

direction. The nugget will later rotate in order to realign 

with the applied force direction. This will lead to a bending 

moment which in turn creates a tensile stress that is 

perpendicular to the weld nugget. Even in this study, shear 

stress was reported to be the driving force for IF and tensile 

stress being the driving force for PF. However unlike in 

Pouranvari’s work[56], since this study used dissimilar 

steels, pull-out failure was observed with failure being 

initiated from the stronger base metal; DP780 in this case. 

The higher stress concentration on the DP780 side due to 

the formation of a sharp notch at the sheets interface during 

lap-shear test initiates crack on the DP780 side which will 

later propagate through the base metal to create BM fracture 

on the D780 side and weld remain intact on the DP600 side. 

Duric and Markovic[62] used lap-shear test for 1 and 2 

mm  thick aluminium and 1 mm thick stainless steel weld 

joints. This study showed that for dissimilar metals with 

same thickness, the spot weld failure is dominantly PF while 

for different thicknesses (aluminium 2mm and steel 1 mm), 

the spot weld failure is dominantly IF. As in this study, the 

upper electrode is 5 mm in diameter and the lower electrode 

is a flat faced back up electrode, which metal is in contact 

with the upper electrode need additional consideration. The 

study showed tensile strength is higher for joints with steel 

in direct contact with the upper electrode compared to joints 

with aluminium in contact with the upper electrode. 

Boriwal[63] studied spot weld failure in 0.8 mm thick 

galvanized steel joints using lap-shear test. This study 

concluded that welding current and nugget diameters are the 

main factor for the transition zone of both the IF and PF 

failure modes similar to the analysis by Pouranvari.[56] The 

spot weld failure mode transition from IF to PF on 1.7 mm 

thickness DP600 steel joints for range of welding current, 

weld time and electrode force as shown in Figure 9 was 

investigated by Wan et al.[3] This study also used lap-shear 

test to analyse spot weld failures. A crucial information 

obtained from this study states that IF of spot weld is usually 

accompanied by low penetration rate and small size nugget. 

When the penetration reaches rate of 75% or more, majority 

failure falls in PF mode. Mousavi et.al[16] used lap shear 

test to determine the optimum welding parameters to join 

dissimilar joint of DP600 steel and AISI304 stainless steel. 

The optimum welding schedule of current 8 kA, 16 cycles 

weld time and 5 kN electrode force produced PF mode with 

crack initiation and necking in the thickness direction on the 

softer base metal i.e. AISI304 stainless steel. To investigate 

the effect of intermetallic compound (IMC) thickness, 

nugget diameter and sheet thickness to spot weld failure for 

joints made from 1.2 mm thick aluminium and 2 mm thick 

low carbon steel, lap shear test was carried out and the 

failure modes for different welding schedules were analysed 

by Chen et al.[64] Three different failure modes were 

observed in this study. The first failure is a PF with Al 

button left on the steel surface. The second failure is known 

as the thickness failure which resembles the IF in similar 

weld joints, with fracture occurring at the faying surface and 

the third is a unique failure for Al/steel welds with failure 

along the IMC layer. The study also concludes when the 

IMC layer thickness is less than 3 μm, the failure mode is 

either PF or thickness failure. When the IMC layer thickness 

is more than 3 μm, the failure will occur with the IMC layer. 

The study further suggested, to produce a strong and ductile 

Al/steel weld joint, it is crucial to maintain the thickness of 

the IMC layer within 3 μm in a lap-shear test. 
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Figure 9. Effect of welding parameters to weld failure modes (IF 

and PF) [3] 

To analyse the effect of boron content and welding 

current to weld joint failure load and mechanism, lap shear 

test was used by Kong et al.[65] The test samples are made 

from 1.2 mm thick cold rolled complex steel (CP) sheets 

containing different amount of boron (B). The lap-shear test 

showed that for a current range from 5 kA to 10 kA, below 

6.4 kA, IF mode was observed regardless of the B content 

and the variation range of the tensile shear load was narrow. 

Above 7.4 kA, PF mode was observed, and the tensile shear 

load increased with increase in current and B content. Also, 

the study indicated, for weld diameters that failed with IF 

mode, the change in tensile shear load due to B content is 

negligible. However, for nugget diameters which failed 

with PF mode, tensile shear load increased with increase in 

weld diameter and for the same diameter, load increased 

with the B content. Kang et.al[66] also contributed in the 

study of the weldability of dissimilar metals and have used 

lap-shear test for strength and weld failure analysis. This 

work investigated the weldability of aluminium alloy, 1.2 

mm AA6022-T4 with 2.0 mm AA6022-T4 and 1.2 mm 

AA6022-T4 with 2.0 mm interstitial-free (IF) steel. In both 

joints, welds failed in IF mode during the lap-shear test. The 

study showed AA6022-T4-IF steel weld joints produced 

greater weld diameters and higher lap-shear strength as 

compared to the AA6022-T4- AA6022-T4 weld joints. 

Tavasolizadeh et.al[67]’s study was different from all the 

other study discussed above. Unlike other work that used 

lap-shear test to analyse weld joints made from two metals 

sheets, this work investigated the use of lap-shear test to 

analyse weld failure in weld joints made from 3 similar 

metal sheets. The metal sheet is 1.25 mm thick uncoated 

load carbon steel and the weld joint is made from 3 sheets 

stacked together and was identified as the top sheet, middle 

sheet, and bottom sheet. This study discussed that in a triple 

sheet stack, weld diameter along the sheet/sheet interface is 

lower than that of along the geometrical centre of the joint. 

This type of joint has a high tendency to fail via IF mode 

during lap-shear test. 

The next weld failure test that is quite common 

especially in the automotive industry is the coach peel test 

and PF mode is the common failure mode for this test.[68] 

The continuous bending of the sheet metals in coach-peel 

test, due to the applied force develops a notch tip closer to 

the weld, initiating a crack near HAZ. The crack will 

propagate along sheet thickness causing sheet tearing 

around weld circumference at a lower load. The stress 

intensity factor in coach peel to produce a pull-out failure 

can be divided into stress factor due to bending moment and 

stress factor due to tensile (axial) force at weld as shown in 

Equation (4).[69] 

KI= Kaxial + Kmoment = 
𝑭

𝒅√𝝅𝒅/𝟐
 + 

𝟔𝑴

𝒅𝟐√𝝅𝒅/𝟐
              (4)  

Pouranvari and Marashi[70] concluded the difference in 

PF mode mechanism for lap-shear and coach-peel tests. In 

lap-shear test, the PF mode is due to thickness necking while 

the coach peel test PF mode is due to initiation and 

propagation of the crack created at the notch tip. This work 

also presented some crucial information regarding weld 

strength between both these tests. Firstly, the failure load of 

spot weld tested with coach peel test was significantly lower 

than the failure load of the spot weld tested with lap-shear 

test, for the same weld diameter as shown in Figure 10(a). 

This attributed to the crack initiation and propagation that 

was observed in coach peel test. Secondly the displacement 

of sample prior to failure in the load-displacement graph for 

coach-peel test is greater than the displacement of sample 

prior to failure in the load-displacement graph for lap-shear 

test as in Figure 10(b). This is due to the large sample 

deformation that was observed in the coach peel test before 

weld failure occurred. Thirdly, the energy absorption 

capability of spot welds in coach peel is lower than the same 

spot welds in lap shear test. 
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(a) 

 
(b) 

Figure 10. (a) Load-displacement curves for lap-shear and coach-

peel tests and (b) weld diameters (FZ) and peak loads for lap-shear 

and coach-peel tests. [70] 

A comparison study between coach peel test and cross 

tension test for aluminium and steel joints was discussed in 

Chen et al.[71] Cross tension test will be discussed in the 

next section. Similar to Pouranvari and Marashi[70], this 

work also reported the crack initiation and propagation 

mechanism prior to spot weld failure during coach peel test. 

The work further divided the mechanism into 3 stages; a) 

initial stage; the crack propagates into the Al FZ adjacent to 

the Al/steel interface and further progressing though the Al 

sheet top surface resulting in button initiation b) tearing 

stage; crack propagates circumferentially on both sides of 

the weld nugget to form button pull out on the steel and 

finally c) breaking stage; high tensile stress fractured partial 

Al/steel faying interface and rapidly propagated within the 

Al sheet until fracture of weld. In a comparison study with 

the lap-shear test that was carried out by the same authors, 

Chen et al.[64], lap shear test for Al/steel weld joint showed 

three fracture modes while for the same Al/steel weld joint, 

in coach-peel test only one fracture mode was observed i.e 

partial button pull-out fracture. This work also supported 

the work of Pouranvari and Marashi [70] indicating that 

welds, tested with coach peel test had lower peak load 

compared to the same welds tested with lap shear test. 

However unlike in Pouranvari and Marashi’s work[70],  this 

work reported the welds tested with coach peel test had 

larger energy absorption capability compared to welds 

tested with lap-shear test. This difference might possibly be 

due to the different metals tested by both authors. Yang 

et.al[72] also investigated the failure modes of spot welds 

under both cross tension and coach peel test for aluminium 

alloy (6061-T6 aluminium and 5754-O aluminium) joints 

with different thicknesses (1mm, 1.5mm and 2 mm). The 

peel test samples were made from three sheets of aluminium 

alloy with two different joint configurations. The IF and PF 

failure modes were observed for joint configurations with 

IF failure occurred at the interior of weld nugget and PF 

mode occurred at the heat affected zone (HAZ) which is 

referred as the partially melted zone (PMZ) in this work. 

This work also confirmed that the driving force for IF mode 

is the tensile stress at the sheets interface and the driving for 

PF mode is the shear stress at the weld nugget 

circumference. Expressions for failure load at IF and PF 

mode for coach peel test with three sheet thickness were 

also given as in Equations (5) and (6) respectively 

  𝐹𝐼𝐹
𝐶𝑃 = 𝑃

𝜋(𝛽𝑑𝐼𝑁)2

4
 𝜎𝐹𝑍                                                      (5) 

where P – porosity constant (0.9 in this case), β – 

coefficient =1, dIN – weld nugget diameter at the interface 

for a 3-stack joint and  σFZ – tensile strength of the fusion 

zone. 

𝐹𝑃𝐹
𝐶𝑃𝑠𝑖𝑛𝜃 =  

𝜋𝑑𝐼𝑁𝑡𝜏𝑃𝐹𝐿

2
                                                            (6) 

where t = sheet thickness and τPFL – shear strength of 

the PF location.  

Another comparison study between spot weld strength 

under coach peel test ,lap shear test and cross tension test 

which is yet to be discussed was carried out by Han 

et.al[73]. Aluminium alloy sheets were used to produce 27 

different joint stack-ups (two to four different sheet 

thicknesses) with differing process parameters. Important 

information was concluded by this study with regards to the 

comparison with lap -shear test and coach peel test for the 

different joint stack-ups with governing metal thickness 

(GMT); which is the thinnest sheet to be joined in the stack 

up. The study showed that in the case of the lap-shear test, 

there is a linear relationship between weld strength and weld 

diameter with the best fit line having a coefficient of 

determination (R2) of 0.9135. However, in the case of 

coach-peel test, increase in weld diameter did not lead to 

significant increase in weld strength with the R2 for a best 

fit line being only between -0.13 to 0.1 as the data fall in 

discreate bands according to the GMT value. Hence this 

study concluded, unlike in lap shear test, where the shear 

load is primarily sustained by the weld, in coach-peel, the 

GMT is a dominant factor governing weld strength. This 

observation was also supported by the work reported by 

Yang et al.[72] The effect of weld process variations such 

as electrode length, current level, sheet metal gap and sheet 

angle (misalignment) on spot welds made from aluminium 

steel combination was studied by Chen at al.[74] Coach-

peel and lap-shear test were also used to analyse spot weld 

strength due to these variations. Coach peel samples were 

found to be insensitive to change in current of about ± 500 

A, however, in lap shear test samples, weld strength 

increased with increase in current. Both test samples 

showed sensitivity towards gaps between metal sheets. 

However, lap shear specimens showed increase in weld 

strength with introduction of gap between sheets and coach 

peel specimens showed reduction in weld strength due to 

introduction of gap between sheets. Misalignment of sheet 

metals during welding (off normal) was found to affect 

drastically spot welds in lap-shear test with increase in angle 

reducing tensile shear strength. However, in coach peel test, 

the reduction in weld strength due to increase in angle was 
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not significant. The study also finally concluded at the 

combination for sheet metal gap and sheet angle was 

significant for lap-shear test while combination of welding 

current and sheet angle was significant for coach-peel test.  

The final test to analyse spot weld failure is the cross-

tension test. Pouranvari[75]  and Aghajani and 

Pouranvari[76] studied the failure modes in similar and 

dissimilar spot weld joints made from DP600 steel and low 

carbon steel and joints made from martensitic stainless 

steels with and without nickel interlayer respectively; using 

both cross tension test and lap-shear test. The minimum 

weld diameter required for PF mode during cross tension 

was observed to be lower than the minimum weld diameter 

for PF during lap shear test. The reason for this was the 

difference in stresses the welds will be subjected to during 

both tests. During cross tension test, the weld circumference 

will be subjected to shear stress while during lap-shear test, 

the weld circumference will be subjected to tensile stress. 

Shear stress and tensile stress in ductile materials can be 

related either by using von Mises failure criterion or Tresca 

failure criterion as in Equations (7) and (8):- [77] 

𝑃𝑓
𝑐𝑟𝑜𝑠𝑠 𝑡𝑒𝑛𝑠𝑖𝑜𝑛 = 0.735 𝑃𝑓

𝑙𝑎𝑝 𝑠ℎ𝑒𝑎𝑟
     von Mises           (7) 

𝑃𝑓
𝑐𝑟𝑜𝑠𝑠 𝑡𝑒𝑛𝑠𝑖𝑜𝑛 = 0.64 𝑃𝑓

𝑙𝑎𝑝 𝑠ℎ𝑒𝑎𝑟
        Tresca                        (8) 

Hence welds that failed during lap shear tests were found 

to have a higher strength than weld produced at the same 

condition but tested under cross tension test. An equation 

was also suggested as in Equation (9) to calculate the 

pullout failure load in cross tension test.[78] 

PPF = πdt(τ)HZ                                                           (9) 

where d- weld diameter , t – sheet thickness and (τ)HAZ 

– shear stress at HAZ. 

In Chen et al’s work[71], the coach peel test for 

aluminium and steel weld joints had been discussed in the 

coach peel section and the cross tension test will be 

reviewed now. For cross tension test, three different fracture 

modes were observed while for coach peel test, only one 

mode was observed as mentioned earlier. The three modes 

are interfacial fracture mode (IF) where fracture occurred 

within the IMC layer; partial thickness fracture mode (PTF) 

where the failure occurred at the Al FZ due to crack 

initiation and propagation at Al FZ and finally partial button 

pull-out fracture (PBF or PF in general) where fracture 

initiated in IMC layer, later propagates towards Al thickness 

resulting in a small Al button on the steel side. This work 

also compared the peak load for failure between all three 

tests discussed, with lap-shear test having the highest peak 

load or weld strength followed by weld strength from cross 

tension test and lastly weld strength from coach peel test. 

This surely supports observation from Pouranvari[75] that 

stated lap shear test gave a higher weld strength compared 

to cross tension test. 

 Yang et.al[72]’s work was earlier discussed in the coach 

peel section as they have investigated the failure modes of 

spot welds under both cross tension and coach peel test for 

aluminium alloy joints with different thicknesses. In the 

case of cross tension, just as the coach peel test, samples 

were made from three sheets of aluminium alloy with two 

joint configurations. As in the case of coach-peel test, in the 

cross-tension test also, IF and PF were observed in both 

joint configurations. The IF mode was observed in the 

interior of the weld nugget mainly due to the formation of 

voids in the weld nugget. During cross tension test, crack 

propagated along the voids and led to IF in spot welds. In 

Pouranvari’s study[75], the IF failure was reported to be 

controlled by the fracture toughness of the weld or FZ. As 

fracture toughness in metallurgy refers to the ability of a 

material containing a crack to resist further fracture, 

existence of voids in the weld nugget will introduce 

formation of cracks and reduction the fracture toughness of 

the weld. In the case of PF of weld, weld fracture was 

initiated by a tensile stress leading to crack formation along 

weld circumference. However, the final weld fracture was 

mainly contributed by the shear stress due to crack 

propagation along the sheet thickness as reported by 

Pouranvari[75] and Chen et al.[71] 

Expressions for failure load at IF and PF mode for cross 

tension test with three sheet thickness were also given as in 

Equations (10) and (11) respectively 

𝐹𝐼𝐹
𝐶𝑇 = 𝑃

𝜋(𝛼𝑑𝐼𝑁)2

4
 𝜎𝐹𝑍                                                      (10) 

where P – porosity constant (0.9 in this case), α– 

coefficient = >1, dIN – weld nugget diameter at the interface 

for a 3-stack joint and  σFZ – tensile strength of the fusion 

zone. 

𝐹𝑃𝐹
𝐶𝑇 = πdINtτPFL                                                               (11) 

where t = sheet thickness and τPFL – shear strength of 

the PF location. Equation (10) is the same as Equation (5).  

Han et.al[73] ,whose work on lap shear test and coach 

peel test for aluminium weld joints of different thicknesses 

with a GMT was discussed earlier. The same work has also 

investigated the effect of weld joints made from different 

joint stack ups to the failure load during cross tension test. 

The study observed that like the coach peel test, GMT is a 

dominant factor governing weld strength in cross tension 

test. However, the load carrying capacity of a spot weld 

tested in cross tension is twice that for the equivalent spot 

weld tested with coach peel test. Also, as in the case of the 

coach peel, the data for relationship between weld diameter 

to weld strength fall in discreate bands according to the 

GMT value. But the R2 for a best fit line was between 0.364 

to 0.471 which is higher than coach peel test that indicates 

a certain degree of linear relationship between weld 

diameter to weld strength in cross tension test. The 

weldability of 1.1 mm thick Quenching and Partitioning 

(Q&P) steel with 1.5 mm thick Transformation Induced 

Plasticity (TRIP) steel was investigated in Spena et al[79]’s 

work. This work used lap-shear test and cross tension test to 

analysis spot weld strength and failure in these dissimilar 

steel joints. Interestingly, this work also reported the same 

results as Han et.al[73] when analysing the relationship 

between weld strength and weld diameter for spot welds 

made from samples of different thickness and tests with lap-

shear test and cross tension test. Considering the samples 

that were tested with the lap shear test, there was a linear 

relationship between weld diameter and tensile shear 

strength of weld with coefficient of determination (R2) of 

0.82. However, in the case of cross tension test samples, the 

linear relationship between weld diameter and shear 

strength fall into three different groups based on the value 

of the ratio normalised to the spot weld size, α (kN/mm2). 

The value of α is calculated considering the minimum 

thickness of the steel. The work also showed that spot welds 

with the same diameter fail with a higher tensile strength 

compared to the shear strength with failure occurring 
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mainly at the HAZ of the Q&P steel due to its lower 

thickness and minimum HAZ hardness compared to TRIP 

steel.  

Subrammanian et.al[80] who investigated the effect of 

constant current and step current/pulse current on weld 

strength, also used lap-shear test and cross tension test in 

their analysis. The study reported improvement in spot weld 

strength in lap shear test and cross tension test by using 

pulse current compared to the achieved weld strengths for 

both tests using constant current. Furthermore, the study 

also showed that for the 5 different welding schedules 

experimented (one welding schedule with constant current 

of 12 kA and the remaining four with different current steps 

with starting current of 12 kA), lap-shear test produced 

higher spot weld strength compared to the strength 

measured during cross tension test for a given welding 

schedule. In addition to that, the failure energy that was 

calculated from the load -displacement curve also showed 

that for a given welding schedule; weld failure energy in lap 

shear test being higher than the weld failure energy in cross 

tension test. 

The weld failure of boron and phosphorous containing 

steels were investigated using coach-peel test and cross 

tension test by Amirthalingan et al.[81] The study used three 

types of steels to form similar spot weld joints; Steel-CP 

(contains carbon 0.07 wt% and phosphorus 0.08 wt%), 

Steel-2CP (contains carbon, C 0.14 wt% and phosphorous, 

P  0.08 wt%) and Steel-CPB (contains carbon, C 0.07 wt%, 

phosphorous, P  0.08 wt% and boron, B 0.0027 wt%) .The 

thickness of the steels is 1.5 mm. The FZ for all steels had 

martensite microstructure and Vickers hardness test on the 

FZ showed that Steel-2CP’s FZ have the highest hardness 

followed by FZs of Steel-CPB and finally Steel-CP. The 

highest hardness was related to the highest carbon content 

of Steel-2CP. The coach peel test showed that due to the 

highest hardness, brittle failure or IF mode was observed in 

joints made from Steel-2CP. Steel-CP joint showed PPF and 

joints made from Steel-CPB gave predominantly PF mode. 

The presence of boron gave better tensile behaviour to the 

spot weld and Steel-CPB joints had the highest weld 

strength followed by joints from Steel-CP and Steel-2CP 

respectively. In the case of cross tension test, Steel-2CP 

joint again failed by IF while both Steel-CP and Steel-CPB 

joints failed by PPF. The weld strengths obtained from the 

cross-tension test also indicated joints of Steel-CPB having 

the highest strength compared to the Steel-CP and Steel-

2CP respectively. A comparison between weld strengths 

between coach-peel test and cross tension test showed that 

as with results obtained by Chen et al.[71] and Yang et 

al.[72], for joints made from either steels, cross tension weld 

strength was higher than coach peel weld strength.  

Cross-tension test was also used by Park et.al[82] to 

analyse weld failure is medium-Mn TRIP (MT) similar steel 

joints and  MT/DP dissimilar steels joints. The MT similar 

steel joints were also welded with and without pre-pulse 

current. The cross-section test showed that for MT similar 

steels joint with and without pre-pulse current, even though 

there was a 59% increase in weld diameter with pre-pulse 

current, the peak loads for failure for both steel joints were 

very close to each other. This indicated that the increase in 

weld diameter with the use of pre-pulse current does not 

give significant effect on the failure load. Also, MT/MT 

similar joint failed by IF and MT/DP dissimilar joint failed 

by PF with failure occurring at MT’s HAZ. The difference 

in fracture path for both joints were observed to be due to 

the dilution in the FZ.  

Based on the above reviews, the driving forces for IF and 

PF modes in all the three tests discussed are given in Table 

1. 
Table 1. IF and PF driving forces in spot weld for different test 

samples 

                   Driving force 

Test sample            IF           PF 

Lap-shear  

   

Shear stress at 

sheet/sheet interface 

(Mode II) 

 Tensile stress at 

weld 

circumference 

Coach peel 
 

Tensile stress at 
sheet/sheet interface 

(Mode III) 

Bending stress 

Cross 
tension 

Opening mode stress 
intensity (Mode I) 

Shear stress at 
weld 

circumference.  

 

5. Static and dynamic loading 

All the tests discussed in the previous section were 

conducted in the quasi-static loading condition. However 

since, in real situations, welds commonly fail by means of 

fatigue fracture, dynamic loading on spot welds required 

additional consideration. The static and dynamic tensile 

tests on seven different types of DP and TRIP steels with 

differences in chemical compositions and thickness were 

investigated by Ujil et al.[83] The tests were carried out 

using lap-shear and peel test samples. The static tests were 

carried out with displacement rate of 10 mm/min. The 

dynamic tests used an impact-tensile test configuration. 

Results from this investigation showed that the standard 

deviation for failure load for static lap-shear test is generally 

smaller than the failure load standard deviation for dynamic 

lap-shear test. The same results were also obtained for static 

and dynamic peel tests. Also, the joints subjected to 

dynamic loading for both tensile-shear and coach-peel 

showed higher strength than the joints subjected to static 

loading. The difference in standard deviation between the 

failure load of static and dynamic tests was reported to be 

partly due to the strain rate dependency of the materials. It 

was also reported in the lap shear tests (static and dynamic), 

welds predominantly failed in IF mode and peel tests (static 

and dynamic) predominantly failed in PF mode. The study 

also showed when the failure load results of static and 

dynamic loading are combined either for the lap-shear 

configuration or the peel test configuration, within the 

grades of steels tested, weld strength of welded joints 

increased with increase in sheet thickness. Increase in sheet 

thicknesses was also reported as in Mat Din’s study [48], to 

increase the weld diameters which in turn increases the 

performance of the welded joints. 

Static and dynamic loading of spot weld joints made 

from DP590 steel was investigated in Song and Huh’s 

study.[59] To create a combined loading condition with an 

applied failure load that can be decomposed into axial load 

and shear load, special testing fixtures were used. The 

fixtures produce different loading angles on the spot welds; 

0o, 15o, 30o, 45o, 60o and 75o. Additionally, a pure shear 

test was also performed by applying the load 90o to the spot 

weld joints. A quasi static test on all the loading angles were 
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carried out on a material tensile testing machine with a 

tensile speed of 1x 10-5 m/s. Dynamic loading on all the 

loading angles were carried out on the same machine with 

three different tensile speeds; 0.01 m/s, 0.1 m/s and 1.2 m/s. 

Results from this study showed that for a given tensile speed 

either in quasi static or dynamic condition, maximum 

failure loads obtained from the load-displacement curves 

decreased as the loading angles increased till angle of 30o. 

Further on, the failure loads increased with increase in angle 

from 45o to 90o. Also, for a particular angle, as the imposed 

strain rate increased, the maximum failure load from a load-

displacement curve increased with increase in tensile speed. 

Hence dynamic loading will produce higher load compared 

to quasi static load. The results are the same as the results 

reported by Ujil et al. [83] when comparing failure loads 

between quasi static and dynamic loading. In term of the 

failure mode, loading angle of 0o create pull-out failure with 

shearing occurring at the circumferential boundary of the 

nugget. For other angles, the combined axial and shear 

loading, failure was initiated with the localised necking at 

the interface between the HAZ and the base metal. The 

study further showed that when the effect of tensile speeds 

on the axial load and shear load components were analysed 

using a logarithmic scale, it was noticed that axial and shear 

failure loads increase with increase in tensile speed.     

The spot weld failure under static loading and cyclic 

loading (fatigue failure) was investigated by Pizzorni 

et.al[84]. Two types of lap-shear test samples were 

prepared; a spot welded (RSW) sample and a hybrid spot 

weld-epoxy-polyurethane adhesion bonded (RSW-EPUR) 

sample. DP1000 steel was used as the sheet metals to be 

joined. The quasi static tensile shear test was conducted 

with speed of 5 mm/min. Meanwhile the fatigue test was 

carried out on the same machine using three base load levels 

(high, medium, low) at a frequency of 10 Hz with sinusoidal 

variation and constant amplitude. Fatigue test failure 

criterion: either complete separation of samples or 1 x106 

cycles limit, was set for test to stop. Quasi static test results 

showed that the failure loads for RSW-EPUR samples to be 

higher than the failure loads for RSW samples. The addition 

of adhesive to a spot-welded joint was found to increase the 

resistance to initial shearing of the weld joint hence making 

the hybrid joint stiffer than the spot welded joint. The 

overall displacement before failure in the load-displacement 

curves, however, was the same for both samples and both 

samples failed by means of PF. In the fatigue tests, RSW-

EPUR joints were found to have better resistance to fatigue 

failure and longer fatigue life compared to RSW joints. Both 

samples also showed increase in fatigue life with decrease 

in amplitude of the load cycles. The increase in fatigue life 

in the hybrid joints compared to welded joints at the same 

loading condition was due the slow propagation of crack in 

the adhesive layer. The investigation by Xiao et.al[85] 

which was similar as the investigation by Pizzorni et.al[84] 

gave a contradicting result in the case of quasi static 

experiment. This work used stainless steel and epoxy resin 

adhesive to form two joint samples; spot welded joint and 

weld-bonded joint. Unlike in Pizzorni’s work[84], the quasi 

static tensile shear test with the speed of 5 mm/min showed 

that spot welded joints have higher shear strength than the 

weld-bonded joints. The adhesive layer in between the 

stainless-steel sheets were found to raise the contact 

resistance causing expulsion during welding, hence leading 

to reduction in weld strength. The failure mode for the spot-

welded joints were base metal tearing/base metal failure 

while the weld-bonded joints failed by PF. The results in the 

fatigue test where the no.of cycles before test stops was 

limited to 2 x 106 cycles, however was the same as in 

Pizzorni’s report [84] with the weld-bonded joints have 

better fatigue performance than the spot welded joints. The 

other work that supports observation by Pizzorni et.al[84] 

and Xiao et.al[85] was reported by Fujii et.al.[86] The 

difference in this work compared to the other two was that 

the joints were made from three stack of sheets of mild steel 

and ultra-high strength steel. This work also reported that is 

the quasi static tensile shear test, the weld-bonded samples 

for both steels to have higher failure loads compared to the 

steels spot welded samples. In the fatigue test, just in the 

case of the previous work, the inclusion of adhesive layer 

was found to delay the fatigue crack initiation and 

propagation in the weld-bonded samples hence weld-

bonded samples of both steels have longer fatigue life 

compared to the spot-welded samples.  

A comparison study on quasi static lap-shear test, quasi 

static coach peel test and fatigue test on spot weld joints 

made from dissimilar metals (1.2 mm thick AA6022-T4 

with 2 mm thick IF steel) and similar metals (1.2 mm thick 

AA6022-T4 with 2 mm thick AA6022-T4) was carried out 

by Rao et al.[87] The quasi static lap-shear test and coach 

peel test were performed with speed of 2 mm/min. The 

fatigue tests were conducted with a constant frequency of 

40 Hz for lap-shear and 20 Hz for coach-peel. In both lap-

shear test and coach peel test, the dissimilar joint 

configuration of AA6022-T4-IF produced high fracture 

load compared to the similar joint configuration of 

AA6022-T4- AA6022-T4. The reason for this was referred 

to the weld diameters with dissimilar joints produced bigger 

welds than similar joints. The results also showed that coach 

peel tests for both joints produced lower failure loads than 

the joints tested with lap-shear tests. Referring to the 

fracture modes, lap-shear tests for the similar and dissimilar 

joints produced IF and coach-peel tests for both joints 

produced PF with the weld button on the 1.2 mm AA6022-

T4 aluminium sheet. The work also reported that the lap-

shear tests were dominated by shear forces and coach-peel 

tests dominated by bending force. In the case of fatigue test, 

overall lap-shear joints showed greater fatigue strength 

compared to coach-peel joints as shown in Figure 11. The 

fatigue failure was dominated by crack initiation at the 

notch root opening close to the HAZ which will later 

propagate through the sheet thickness. The superior fatigue 

performance in the dissimilar weld joints were deduced to a 

combination of factors such as weld diameter, HAZ 

properties and weld nugget hardness.  

 
Figure 11. Fatigue life of similar and dissimilar weld joints tested 

with lap-shear and coach peel [87]  
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Similar results to Rao et al. [87] was also obtained by 

Tanegashima et al.[88] where quasi static lap-shear tests 

produced higher failure strength compared to quasi static 

coach-peel tests. Lap-shear samples were also reported to 

have better fatigue strength compared to coach-peel 

samples. This study also reported fatigue failure occurred 

due to crack initiation mainly at the notch root opening and 

further propagated in the thickness direction. The 

relationship between weld diameters and fatigue life of 

welds was investigated by Heewon.et.al[89]. The study 

used two different electrode tip diameters (8 mm and 10 

mm) to produce two different weld diameters (5.1 mm and 

5.7 mm respectively). Weld joints were made using 1.2 mm 

thick TRIP steels. The bigger weld diameter was noticed to 

have a better fatigue strength as in Figure 12. The reason 

deduced that increase in weld diameter, led to increases 

joint area. Three different failure modes were observed in 

this study which depended on the crack initiation and 

propagation during testing. As reported in Tanegashima et 

al. work[88], crack initiation was observed at the notch root. 

However, the way the crack propagated led to three 

different failure modes. Crack propagation around the 

nugget gave the PF mode. Crack propagation in the HAZ 

region, slightly further from the nugget produced the plug 

failure and finally crack propagation along the sheet 

thickness produce HAZ failure.  

 
Figure 12. Fatigue life of different weld diameters[89] 

6. Simulation of spot-welding failure 

The weld quality and failure analyses reviewed in the 

previous section are referred to as destructive testing. 

Destructive testing to measure the spot weld diameter, to 

determine the weld failure load, process parameter 

optimization or to analyse the weld failure criterion 

involved destroying the samples in the testing process. 

Destructive testing of weld samples usually conducted in a 

laboratory experimental setup is expensive and time 

consuming. Also, each test only represents a single loading 

condition and analyses the effect of combined loading 

conditions as in the case of the automotive crashes which is 

not experimentally possible. Advancement in computer 

technology and knowledge in  Finite Element Analysis 

(FEA) has made many researchers to investigate the use 

Computer Aided Engineering (CAE) to simulate and 

analyse spot weld development and failure as a cheaper 

option to destructive testing and better potential to create 

complex simulations of weld failure in a crash situation. 

Spot welding FEA can be divided into electro-thermal 

analysis and mechanical-thermal analysis. Figure 13 shows 

the RSW FEA procedure. The failure analysis on the spot 

welds requires an accurate and reliable simulation of the 

spot welds based on the welding parameters, sheet types and 

thicknesses as well other process variations such as current 

shunting, electrode deformation and gap between sheets. 

Initially, work that have concentrated in the FEA of spot 

weld development will be reviewed. Two-dimension (2D) 

axisymmetric models and three dimensional (3D) models 

have been developed to simulate spot weld formation in DP 

steels, stainless steels and aluminium steels joints by 

Vigneshkumar et.al, Baskoro et al, Wan et.al, Jagadeesha, 

et.al, Lee et.al and Zhao et.al. [90-95]  All simulation 

investigated the spot weld growth in different welding 

currents and weld time and reported that weld diameter 

increased with increase in current and weld time with an 

average error percentage between experimental and 

simulation of less than 10% indicating good agreement 

between both results. Figure 14 shows an example of 

temperature distribution plots for different welding 

currents, with the distribution of the highest temperature 

represents the spot weld size (diameter and height). 

The simulations of the contact pressure between 

electrode-sheet interface and sheet-sheet interface during 

squeeze cycle were investigated by Zhao et.al and Wan 

et.al.[95, 96] The contact pressure in the 

workpiece/electrode and workpiece/workpiece interfaces 

was analysed during the weld cycle and hold cycle. The 

contact pressure at both interfaces was noticed to increase 

during weld cycle due to thermal expansion and later 

decrease due to plastic deformation at the weld centre and 

eventually changes back to the initial state similar to during 

squeeze cycle. Concentration of contact pressure at the edge 

of the contact interfaces was formed after nugget formation 

which was expected to be beneficial in expulsion 

prevention. Higher contact pressure at the edge of the 

electrode was also observed which will lead to electrode 

plastic deformation. 

 
Figure 13. Flowchart of RSW FEA procedure 
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Figure 14. Temperature distribution plots for different welding 

currents at constant weld time 

Numerous works on modelling spot weld joints made of 

more than two stacks and dissimilar metals have also been 

carried out. The FEA on nugget growth with three different 

steels and thickness was analysed by Zhao et al. [97] The 

study intended to analyse the effect of epoxy adhesive on 

nugget formation during spot welding. Measurement of the 

dynamic resistance during spot welding process and weld 

bonding process showed that existence of adhesive in 

between sheets increased the contact resistance and initiated 

nugget formation earlier compared to the spot-welding 

process which does not have adhesives. The simulations 

also showed for the same welding parameters, weld-

bonding process generated more heat during welding and 

produced a bigger weld compared to the spot-welding 

process. The FEA on the spot welding of LITECOR, a 

hybrid material with a polymer core (0.3 – 1.0 mm thick) 

between two steel face sheets (each 0.2 – 0.3 mm thick) was 

developed by Tanco et.al[98]. The modelling of dissimilar 

joints with aluminium and steel had been studied by Wang 

et.al, Wan et.al and Du et.al. [99-101] These models 

concentrated in modelling the IMC thickness at the Al-steel 

interface and the partial melting zone (PMZ) that is 

observed in aluminium spot welding which involved 

unequal thickness. Formation of the PMZ, due to its low 

thermal conductivity, was observed to function as a heat 

barrier for molten nugget development. Important 

information such as the mechanical analysis on sheet 

deformation and stress/strain rate showed that after welding, 

the lower electrode which was in contact with the steel 

showed significant plastic strain compared to the upper 

electrode that was in contact with aluminium. This indicates 

the steel side electrode wears out faster than the aluminium 

side electrode. Further, the analysis on thermal analysis, 

showed that during welding, steel generated almost 75% of 

heat while aluminium only generated 4.4% of the total heat 

used for nugget development and growth in this welding 

process. All these models agreed well with the experimental 

results  

Sedighi et al.[102] developed a finite element model 

(FEM) to analyse the effect of sheet thickness on residual 

stress that exist once the weld nugget has been formed. 

Aluminium 6061-T6 sheets with four different thicknesses 

were used in this analysis to form spot weld joints with 

similar sheet thicknesses. Simulation of residual stress 

showed that maximum residual stress occurs at the centre of 

the nugget and diminishes moving towards the edges. 

Microstructure and thermal gradient were pointed out as the 

reason for the high residual stress at the weld centre. The 

analysis also showed that the increase in sheet thickness also 

increases the residual stress. This is because when sheet 

thickness increases, larger nugget diameters are required to 

create proper weld joint. The larger welds contribute to 

increase in residual stress due to the increase in tensile 

residual stress in the nugget during solidification, the more 

the increase in the compressive residual stress in the 

adjacent regions. The residual stress on spot weld 

investigation conducted in Moharrami and Hemmati’s 

work[103] gave a contradictory result compared to Sedighi 

et al.[102] , yet an accurate representation in term of 

distribution of residual stress in spot welds after welding. 

The model analysis showed that the maximum tensile 

residual stress was located near the edge of the weld nugget. 

As in Sedighi’s report[102], this work also reported that 

tensile residual stress decreased along the thickness of the 

sheet. A simulation on the mechanical loading post spot 

weld also showed plastic deformation along weld nugget 

due to high stress concentration. The loading analysed with 

a lap shear test simulation also showed the stress 

distribution was altered along the direction of loading with 

tensile stress on one side of the weld and compressive stress 

on the other side of the weld due to sheet bending.   

The effect of electrode tip deformation, current shunting 

and poor fit on weld nugget development were numerically 

analysed for using 2D FEMs by Wang et.al, Bi et.al, Yang 

et.al, Podrzaj et.al.[104-107] The electrode deformations 

considered in this study were electrode pitting (EP) and 

electrode tip diameter enlargement (ETDE). Simulation 

showed that electrodes that had undergone changes in tip 

morphology either EP or ETDE, produce deterioration in 

weld strength in comparison to the weld strength achieved 

by using the normal electrode tip. Both Bi et.al and Yang 

et.al[105, 106] reported that current shunting is severe when 

welds are closer to each other hence affecting development 

of the successive welds. Increasing the weld spacing 

between the welds reduced the effect of current shunting. 

The recommended practical weld spacing was 20 mm to 25 

mm. Bi also suggested that welds which are closer for 

instance 16 mm apart may increase the welding current for 

the second weld, which were found to solve the shunting 

problem. Even though current shunting to the first weld 

occurred, the increased current density due to increase in 

welding current, was found to be able to produce a second 

weld within the required weld diameters. The concept of 

increasing welding current was also discussed by Yang who 

increased the welding current for the third weld when weld 

spacing between the three welds was 20 mm. Yang also 

reported that in spot welding, for two spot welds arranged 

in a line, the current shunting depends only on weld spacing. 

However, for three spot welds arranged in a triangular 

pattern, shunting in the third weld depends on the weld 

spacing and the weld size of prior welds. These models were 

also validated with experimentation and showed good 

agreements with experimental results.  

The simulation of spot weld failures involved 

development of force-displacement curves based on 

different failure criterion for static loading and dynamic 

loading and S-N curve for fatigue loading. The FEA on spot 

weld failure using lap-shear test and U-shape test (cross 

tension test) was conduct in the work by Chung et.al[108]. 

The weld failure of similar sheet metal joints in three 

different types of steels; 1.2 mm thick TRIP980, 1.6 mm 

thick DP980 and 1.2 mm thick low carbon steel GMW2, 
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were analysed using both test samples. The analysis 

considered the hardening deterioration that occurred after 

ultimate tensile strength (UTS) due to the transformation of 

micro-voids into macro-cracks especially in ductile sheets. 

Therefore, stress triaxiality dependent fracture strain and 

numerical inverse method was used to accurately 

characterise the failure criterion and hardening behaviour 

past UTS, which in usual practise would just be 

extrapolating the hardening behaviour obtained up to the 

UTS to cover the range beyond UTS. In this study, the 

simulated force displacement curves corresponded well 

with the experimental curves for both lap-shear test and U-

shape cross tension test. The failure strength and failure 

modes with both numerical and experimental also agreed 

well to each other. The averaged errors of the load at the 

peak between simulation and experiment were 5.92% for 

lap-shear and 13.5% for U-shape test. However, a larger 

displacement at fracture error was noticed for both tests with 

averaged error of 13.2% for lap-shear and 29.8% for U-

shape tension test. All experimental tests were conducted 

under quasi-static loading condition. Noh et al.[109] have 

also analysed dissimilar steel weld joints DP980-TRIP980 

and GMW2-TRIP98 with the same sheet metal thicknesses, 

failure criterion and test samples as discussed by 

Chung[108]. This work also showed good agreement 

between the simulated and experimental load-displacement 

curves for both lap-shear and U-shaped test samples. The 

investigation also concluded that the failure in the test 

coupon was the result of competition between high 

strength/low ductility zone and low strength/high ductility 

zone. Figures 15(a) and 15(b) give examples of simulated 

force-displacement curves for lap-shear test and cross 

tension test for TRIP980 at 6 kA welding current 

respectively. Figures 16(a) and 16(b) showed the simulated 

and experimental failure modes for TRIP980 at 6 kA for 

lap-shear test and cross tension test, respectively. 

Paveebunvipak and Uthaisangsuk [110] also developed 

FEMs to simulate  the lap-shear and cross-tests for similar 

and dissimilar steel joints of high strength steel grade 1000 

and press hardened (PH) 22MnB5 steel. The study 

developed the fracture loci for different weld zones, such as 

base metal (BM), fusion zone (FZ), transition of heat 

affected zone, and base metal (HAZ/BM) and transition of 

heat affected zone and fusion zone (HAZ/FZ) by using 

physical simulation, 2D representative volume element 

(RVE) and fracture modelling methods. The simulated 

force-displacement curves and fracture modes which used 

the developed fracture loci agreed well with the 

experimental force displacement curves and fracture modes 

for 1000-1000, PH-PH and 1000-PH steel joints. The effect 

of the IMC layer’s morphology and location to spot weld 

failure was numerically analysed using FEA by 

Chen.et.al[111]. This study developed a micro scale model 

to study the IMC layer’s strength in relation to its thickness 

and location for Al-steel spot welds. A macro model was 

also developed to analyse the Al-steel spot weld strength 

using coach peel, lap shear and cross tension test samples. 

Both models were validated by experimental results. Shear 

failure model was used to approximate the weld failure. The 

micro scale model showed that under tensile and shear 

loading, thin IMC layer (<10µm) produced higher failure 

load compared to thick IMC layer as the crack propagation 

was obstructed by the large metal remnants in the thin layer. 

The stress-displacement curves also showed IMC layer has 

higher strength in tensile loading compared to shear 

loading. Also, the highest weld strength in both loading 

conditions were found to be at the nugget edge rather than 

the nugget centre as the IMC thickness is relatively thin at 

the edge. The results of the IMC tensile and shear strengths 

from the micro-scale model were used to predict the fracture 

modes in the macro-scale model under coach-peel, lap-

shear and cross-tension testing conditions. The load-

displacement curves and different fracture modes under lap-

shear, coach peel and cross tension agreed to the 

experimental observation. As reported by other 

experimental work [75-77,84] with quasi-static loading 

condition, lap shear test produced the highest spot weld 

strength, followed the weld strength from cross-tension and 

finally spot weld from coach-peel test. 

The spot weld failure modes using lap-shear, coach peel 

and cross tension were also studied using FEA by Nguyen 

et.al.[112] This study used EWK rupture model; a strain 

damage model for weld failure prediction. Similar to 

Chen.et.al[111], the spot welds that joined the high strength 

steels failed either by IF or PF when simulated under the 

three tests. The load-displacement curves produced by the 

simulations in this study as well as fracture modes under 

lap-shear, coach peel and cross tension agreed to the 

experimental observation. The failure of multiple spot 

welds during vehicle crash was modelled by Wang 

et.al[113] using the resultant based failure criterion. The 

force and moment values for the failure criterion were 

obtained experimentally via unidirectional loading of single 

spot weld joints using KSII, coach-peel and torsion tests. 

The failure criterion was later used in the modelling of a 

multiple weld joints components subjected to crush test. 

The peak loads in the load-displacement curves from the 

crash simulation and experimental crush test results had a 

relative error of 5%. The simulation however was not able 

to simulate the local plastic deformation in the sheet that 

occurred after the peak load hence a difference was 

observed in the final displacements after the peak loads in 

both the simulation and experimental load-displacement 

curves. The use of J-integral fracture criterion to simulate 

spot weld failure and to calculate the joint’s maximum force 

was investigated by Dorribo et.al.[114] The study 

concentrated on spot welds in martensite boron steels and 

considered multiple sheet thickness combinations (0.8 mm, 

1.5 mm and 2.0 mm), loading angles (0o-shear loading, 90o- 

normal loading and 45o- mixed loading) and weld 

diameters.  The failure criterion was able to predict the 

maximum load for failure in lap shear test and mixed 

loading test with small relative error percentage compared 

to experimental maximum load values. However, in the case 

of the normal test, there was an obvious difference between 

the simulated and experimental maximum loads and huge 

error percentage. The results also showed that for a given 

combination of sheet thicknesses and weld diameter, the 

peak load for shear test was greater followed by mix-mode 

and finally normal test as given in Figure 17. The results of 

mixed mode tests are closer to shear tests, due to the higher 

relevance of the shear component. 
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(a) 

 
(b) 

Figure 15. (a) Simulation and experimentation force-displacement 

curves for lap-shear test and (b) simulation and experimentation 

force-displacement curves for cross-tension test (TRIP980 6 kA) 
[108] 

 
(a) 

 
(b) 

Figure 16. (a) Simulation and experimentation failure modes (PF) 

for lap-shear test and (b) simulation and experimentation failure 

modes (IF) for cross-tension test (TRIP980 6 kA) [108] 

 

 
Figure 17. Simulation and experimental peak loads for shear test, 

normal test and mixed mode test[114] 

The FEM of hybrid joints of spot weld and epoxy based 

adhesive was studied by Weiland et.al[115]. KSII cross 

tension test samples made from 1.4 mm HCT600X DP steel 

sheets were used in this work. The fracture mode of three 

different joints; spot weld, adhesive bonded and spot weld-

adhesive bonded were modelled by applying tensile (Mode 

I) and shear (Mode II) loading. A programmed optimization 

routine based on 10 step calculation schemes was used to 

simulate the joint fracture and minimize the difference 

between the mean experimental force-displacement curve 

and the numerically simulated force-displacement curve. 

The work reported that the simulated load-displacement 

curves for all joint types under shear loading agreed well 

with the experimental data with a percentage error of 9%. 

However, the simulated load-displacement curves for all 

joints under tensile loading had a significant error difference 

of 16% which was attributed to the inability to accurately 

model the KSII sample deformation at the point of fracture. 

Another similar work on hybrid joints was also reported by 

Souza et al.[116] In this work, the numerical models of spot 

welded joint and spot weld-epoxy adhesive bond joint were 

tested under lap-shear test. The lap-shear samples were 

produced using 0.75 mm interstitial free (IF) steel sheets. 

This work also found good agreement between the 

simulated load-displacement curves for both joint types 

with their respective experimental curves. Even though this 

work did not indicate the fracture model used to simulate 

the fracture, similar to Weiland et.al’s work[115], it also 

reported higher stiffness and greater failure load in hybrid 

joints compared to spot welded joints. All the simulations 

and experimentations reviewed in this section so far were 

conducted under quasi-static condition. 

Researches on FEA of spot weld failure in dynamic 

loading condition have also been presented. The J-integral 

fracture criterion, which is associated to crack initiation and 

propagation was also used by Long et.al[117] to estimate 

the fatigue life of spot welds of dissimilar metals and 

unequal thickness joints of DP590 and low carbon steel 

DC01. Lap-shear test samples were used in this 

investigation. The study showed that stress intensity factor 

KI was significantly affected by crack shape and crack 

length. The developed FEA model in this study was able to 

estimate closely the fatigue life of lap-shear weld joints to 

the experimental results at longer life cycle but at lower life 

cycles, the numerical estimate was twice higher than the 

experimental results. Chung et al.[108] and Noh et al.[109] 

also worked on the simulation models to analyse the effect 

of dynamic loading on spot weld failure.[118] Similar weld 
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joints of TRIP980 and GMW2 and dissimilar weld joint of 

TRIP980/GMW2 were analysed using the failure criterion 

and hardening behaviour discussed in their previous work. 

Lap-shear and coach-peel test samples were used in this 

work and dynamic loading speeds of 500 mm/s and 3000 

mm/s were applied to these test samples. TRIP980 similar 

weld joint failed at the FZ via IF for both lap-shear and 

coach peel tests and the simulation and experimental force-

displacement curves and failure modes had a good 

agreement to each other. The results also showed that the 

peak load increases with increase in the speed of dynamic 

loading. GMW2 similar weld joints failed via PF due to the 

low strength of the BM. However, for GMW2, there was a 

disagreement in the peak load between simulation and 

experimentation for both lap-shear and coach peel tests. A 

variable strain rate-sensitivity model was later used for 

more accurate prediction of peak load. The dissimilar weld 

of TRIP980-GMW2 showed only PF for both coupon tests 

with fracture triggered at the BM of GMW2. As in the case 

of the GMW2 similar weld joint, variable rate-sensitivity 

model had to be used to observe better agreement between 

the simulation and experimental results. The results also 

showed that the peak load increased with increase in the 

speed of dynamic loading. 

The fatigue life of DP780GI spot weld joints was 

experimentally and numerically analysed in Wu et.al’s 

work[119]. Lap-shear test and coach peel tests were used in 

the investigation. Experimental results of weld joint fatigue 

life in lap-shear and coach peel were similar to results 

presented in Figure 11. The crack propagation model based 

on the stress intensity factor (SIF) and Paris Law was used 

to simulate the crack development in lap-shear and coach-

peel tests. In the lap-shear joint, the crack that was initiated 

at the weld edge and later propagated through the sheet 

thickness and across the width of the sheet was modelled as 

a semi oval surface crack. The crack in the coach-peel test, 

was a combination of interfacial crack and followed by 

kinked crack. The calculated fatigue life agreed well with 

the experimental fatigue life for both test samples.  Kang 

et.al[120] developed  FEMs  to analyse the fatigue life of 

joints made from spot weld and adhesive and joint made 

from just adhesive by itself. Lap-shear, coach-peel and 

cross-tension test samples were used in the finite element 

modelling. Structural stress equation was used in the 

development of the S-N curves from the experimental 

fatigue data for similar steel joints made from DP600 and 

HSLA340 with lap-shear and coach peel tests. The model 

was later used to predict the fatigue life of various steel 

joints made from spot weld and adhesive and joint made 

from just adhesive only, tested with cross tension test. The 

simulation showed that there was good agreement between 

experimental and simulation in the shorter-life region, but 

difference was observed in the longer-life region. The 

reasons for this was concluded due to the shortcoming in the 

model that was developed using lap-shear and coach-peel 

test samples as well as the inability of the failure criterion 

to accurately predict the fatigue characteristics of adhesive 

joints. 

7. Future work 

Review of spot weld failure analyses both, 

experimentally using test samples as well as numerically 

with computational finite element analysis method was 

carried out. The test samples that are commonly used in 

experimental analyses were able to analyse spot weld failure 

in unidirectional loading condition. However, spot weld 

failure in crash condition is due to combined loading. Patil 

et.al’s [121] FEA model on B-pillar which was subjected to 

impact loading and Rosch et.al’s[122] FEA model on 

vehicle tow bar subjected to fatigue loading have confirmed 

that the spot welds are subjected to loads that have 

components of stresses from the lap-shear , coach-peel and 

cross tension tests. Figure 18 shows the welds on a B-pillar 

and the stress components in each weld. 

 

Figure 18. Spot welds and their stress components[121] 

Hence, the practical spot weld failures may not be 

accurately analysed in the laboratory experimentation. 

Furthermore, Li and Feng[123], from their work have 

concluded that static performance of the BIW in typical 

working condition is impacted by static torsional stiffness 

and static bending stiffness. The spot weld failure due to 

torsional loading have not been extensively analysed in any 

work. Also experiments on combined loading was 

attempted by Song.et.al[59] and Dorribo et.al[114], but the 

joints were only made from similar steels. Therefore, a test 

sample similar to that used in Wang et al.’s work [113] 

could be used to conduct analyses on spot weld failure due 

to torsion. Furthermore, spot weld failure in dissimilar steels 

with different thickness under combined loading need to be 

further investigated to address the current automotive 

design. This may involve requirement for specially 

designed jigs and fixtures to experimentally impose 

combined loading on spot welds.  

The review also showed that weld bonded joints have 

better fatigue life compared to spot welded joints. Hence 

more investigations need to be carried out to explore this 

joint type. Current work seems to have only concentrated on 

similar joints. Dissimilar metal weld bonded joints with 

more than 2 stacks of sheets with different thicknesses need 

further concentration as this will allow automotive 

industries to achieve the MML design. In the case of FEA 

of spot weld failures, in general limited work was found in 

multi spot weld analysis and spot weld failure due to fatigue 

loading. Analysing failures involving multiple spot welds 

subjected to dynamic loading and fatigue loading will be 

more suitable to be carried out using FEA rather than 

laboratory experimentation due to the cost and complexity 

in experimental setup. Ryberg et.al[124] reported that 

topology optimization and spot weld density optimization 

are the approaches that have best potential to solve spot 

weld reduction problem for automotive structures. Both 

these approaches were evaluated using FEA. Therefore, 

taking into account these approaches, analyses of multi spot 

weld failures using combined loading is worth investigating 

considering the benefits to spot weld reductions. The review 

have only seen one work on this area;  Wang et al.’s 

work[113] which in fact used quasi static loading.      
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The FEA of fatigue loading to spot weld failure in 

dissimilar metal joints and hybrid joints are potential areas 

for future research. The reviewed work on FEA of hybrid 

joint used only steel joints subjected to quasi static loading. 

The ability of hybrid joints to extend fatigue life of spot 

welds is an important information obtained from this review 

and further FEA investigation on this type of joint will be 

beneficial to the automotive industry. Automotive 

manufacturers are already looking to the potential use of 

adhesives in automotive manufacturing. However as 

reported by Kang et al.[120], a separate failure criterion for 

adhesive is required apart from the failure criterion for the 

sheets to accurately calculate the fatigue life in FEA. 

Furthermore, considering the existing limitations in 

experimental analysis and finite element analyses, 

development of a hybrid system as in Figure 19, 

incorporating experimental and numerical analyses to 

accurately characterise spot weld failure based on the 

loading conditions and the use of artificial intelligence (AI) 

systems for spot weld optimization is an area which has a 

very promising future. 

 
Figure 19. Proposed hybrid system for spot weld failure analysis 

and optimization 

8. Conclusion 

The paper had critically reviewed the analyses of spot 

weld failures both experimentally and numerically using 

finite element analysis. The intention of the review is to give 

comprehensive information on the current practices and 

research interest related to RSW weld failure analysis. The 

review has concentrated on the spot weld failures on the 

current automotive metals, such as Advanced High Strength 

Steel (AHSS), aluminium and magnesium. Spot weld 

failure mainly depends on the strength of the spot weld 

joints which in turn relates to the material weldability, sheet 

thickness, spot weld positions, welding parameters, material 

coating and loading types. Currently, due to the need for 

weight reduction of automotive and increased safety and 

structural integrity requirement of automotive, dissimilar 

metal joints; joints made from different metals and 

thickness are gaining importance in automotive design. 

Apart from this, automotive industries are also studying the 

use of adhesive to form hybrid spot weld joints with an 

intention to achieve multi-materials lightweight (MML) 

design.  

The required weld joint strength was found to be 

achieved with the correct combination of welding 

parameters and balanced heat generation in both metals that 

are being used to form the weld joint, especially in 

dissimilar joints. Achieving both conditions will lead to the 

development of a sound weld nugget to join the metals that 

being welded. The mechanics of the formation of weld 

nugget seems different for different metals due to the 

differences in the materials thermal, mechanical and 

electrical properties. The joining of AHSS steels involves 

joining at the sheets interface due to higher dynamic 

resistance leading to localised metal heating, melting and 

solidification at the interface creating a weld nugget to join 

both steels together.  The joining of AHSS and aluminium 

involves formation of intermetallic compound (IMC) layer 

at the interface and weld nugget only formed on the steel 

side. Meanwhile for AHSS and magnesium joint, weld 

nugget is formed on the magnesium side while the metals 

interface was combined by brazing, soldering and solid state 

joining. 

Weld pull-out failure (PF) is the preferred weld failure 

in the automotive industries and achieving this failure is 

attributed to the weld diameter and the types of loading. At 

present, the ability to achieve PF of weld is being analysed 

experimentally by using the lap-shear test, coach-peel test 

and cross-tension test. Each of this test however analyse 

weld failure on unidirectional loading. Lap shear test 

produced a greater failure load follow by cross tension test 

and lastly the coach-peel test. Spot welds are also subjected 

to quasi-static, dynamic and fatigue loading conditions. The 

joints subjected to dynamic loading showed higher strength 

than the joints subjected to static loading. The fatigue life of 

spot welds can be increased with decrease in amplitude of 

the load cycles and inclusion of adhesive layer between 

sheets. Spot weld numerical failure analyses used different 

failure criteria to simulate the load-displacement curves. 

Finally, based on the review, future projects were proposed 

in areas where further research and investigations are 

required. 
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Abstract 

In porous media, increasing porosity improves heat transfer rate and pressure drop across the fluid flow while decreasing 

strength of the body. Therefore, determining the optimum porosity is a serious challenge in balancing these two functional 

components of porous environments. In this research, an experimental study and numerical modeling of heat transfer and 

mechanical strength of engineered porous fin have been performed. In this regard, the model to create the porous medium is 

selected as a network of connected spheres. In order to estimate the best porosity, the effect of the porosity variation in the 

allowed range is investigated to achieve the best heat transfer and tensile strength simultaneously for three different materials 

of copper, aluminum and brass. The results show that the tensile strength and heat transfer optimized simultaneously for a 

specific porosity for each material. 
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1. Introduction 

Heat transfer has always attracted the attention of 

engineers and researchers from various perspectives. 

Several studies have been conducted in the field of extended 

surfaces as the first candidate for increasing heat transfer. 

Porous medium can be considered as an excellent solution 

for heat transfer augmentation due to the high surface area. 

By changing the structure and engineering the porous 

medium, engineered porous medium (EPM) has been 

presented. In this concept, instead of random distribution of 

porosity and irregularity in the shape of cavities, we 

encounter a completely united structure with an accurate 

porosity designation and a regular shape of cavities in each 

of the three directions. However, in a typical porous 

medium constructed by casting, spray forming or gas 

injection processes, all physical properties, such as porosity 

are distributed arbitrarily. 

In the pre-engineered process of porous body, after 

designing the medium, which is based on the requirements, 

it is possible to manufacture a piece by manufacturing 

technologies according to the pre-plan. In fact, the basic 

difference between a typical porous medium and an 

engineered porous medium is the pre-design process and 

precise arrangement that would lead to the highest possible 

effectiveness. In engineering applications, effectiveness and 

manufacturing prospects should be considered 

simultaneously. In addition, the life of the manufactured 

part, with respect to cost, is an important factor. So, the 

enhancement in thermal efficiency should not be along with 

the reduction in strength and the life of the piece. In general, 

metal foams are widely used as a porous medium to increase 

heat transfer. The advantage of using foams or fins that are 

designed as a network of connected spheres is that their 

porosity can be purposefully changed into different 

functions. For example, where conduction is essential, the 

spheres should be more compact, and the foam has less 

porosity. Where convection heat transfer is important, less 

spherical compaction and more porosity should be 

considered. On the other hand, the strength of these 

engineered fins must be considered. These fins can be a 

good alternative to solid (uniform) fins or heat sinks in the 

industry as less material is needed for construction while 

having higher heat transfer rates. 

Numerous numerical, experimental and analytical 

investigations have been carried out on the topic of heat 

transfer in porous media such as [1-3]. Among the studies 

for developing the theoretical topics, the work of Hatami et 

al. [4] can be mentioned. They proposed a numerical 

solution method for solving the heat transfer equations in 

the porous fins which showed that the perturbation and 

repeating variable methods are the effective for solving 

nonlinear equations of convection and radiation.  

Bejan and Morega [5] investigated the effect of thermal 

resistance on the porous fin. They revealed that the fins’ 

arrangement and porosity percentage have a great influence 

on the flow regime, and consequently, the temperature 

* Corresponding author e-mail: a.Heydari@torbath.ac.ir 
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distribution of the porous fins. Jeng and Tzeng performed a 

numerical analysis of heat transfer in the porous fins [6]. 

They showed that in the lower Reynolds numbers, the 

highest Nusselt number occurs at the stagnation point, 

which moves downstream due to the Reynolds number 

rises. In 2008, Kiwan and Zeitoun [7], performed a research 

on heat transfer in the porous fin and reported 75% 

enhancement in heat transfer by the use of porous fins in 

two concentric cylinders. In addition, they declared the 

decreasing trend of heat transfer by increasing the 

attachment angle, unlike solid fins. Furthermore, they 

showed that the presence of fin on the inner cylinder would 

change the flow regime in the region between two cylinders. 

Foams have another advantage regarding fluid availability 

everywhere due to the continuous and attached flow paths 

which leads to reduce the size and weight of heat 

exchangers[8]. According to the obtained results by Liu et 

al.[9], the lower pressure drop in the foam matrix compared 

to the crystalline matrix in the same Reynolds number can 

be concluded. Hoseinzadeh et al. [10] numerically and 

analytically validated heat transfer in a rectangular cross-

section porous fins. It was assumed that the fin is one-

dimensional and homogenous, the flow is laminar, and the 

generated heat is a linear function of temperature. Their 

results agreed well with other numerical methods. Further, 

they used the same methods to simulate heat transfer of 

porous fins in an enclosure [11]. Three different analytical 

methods are applied to obtain the temperature distribution 

after deriving the heat transfer equation. The effects of 

various parameters of natural convection, porosity, 

Rayleigh numbers are examined in their research. Duwairi 

et al. [12] considered the MHD mixed convection flow 

about an isothermal cone embedded in a saturated porous 

medium. Their results showed that the increasing magnetic 

strength reduced the heat transfer rates, while increasing the 

cone angle enhanced the heat transfer rates. 

 

Metal foams are made up of thin metal strings that form 

a continuum area. Due to the complex shape, different 

geometries and presence of random surfaces in these bodies 

along with the lack of knowledge about the actual surface, 

modeling these objects in the software has always been a 

problematic issue. Al-azmi and Vafai [13] and [14], 

simulated a model of open cell foam based on repetition of 

a unit in eight rows and modeled the fluid flow between 

these rows with different boundary conditions. Their results 

indicated the effect of the base metal including its density 

and other properties, such as the size of the cavities and the 

strings, etc., on reduction of pressure drop and heat 

resistance. They also showed that the elasticity of the foam 

is related to the size of the cavities characterized by the inner 

diameter of the cavity which is in the range of 0.3 to 4 

millimeters. Jiang and Lu  [15] studied the heat transfer on 

a series of sintered spheres in a channel, numerically. They 

observed that heat transfer would increase with decreasing 

the size of spheres. In another study  [16], they examined 

the effects of boundary conditions on the natural convection 

of a sintered plate in a channel to evaluate the heat transfer 

and pressure drop. Shaik Dawood and Mohamed 

Nazirudeen [17] developed the technology for making 

porous gray iron metal foams castings. Box-Behnken 

Design was applied and density, percentage porosity was 

found out. Also, radiography, microstructure, SEM 

analysis, compression and hardness tests were done. 

It was found that in a sintered porous medium, the 

sintered layer amplifies heat transfer due to the change in 

the conduction coefficient. In 2002, Cao et al. [18] 

performed an experimental investigation on the evaporative 

heat transfer of a sintered copper layer by considering two 

different sizes of the particles and found optimal porosity 

for the maximum heat transfer. They also showed that the 

highest heat transfer rate occurs in the highest porosity 

percentage. In 2007, Kang et al.  [19] experimentally 

studied the effect of nanofluids with different volume 

fractions on thermal efficiency of a tube with porous 

sintered layer. They used silver nanoparticles with diameter 

of 10 and 35 nanometers and reported the enhancement in 

thermal performance of the porous heat pipe. Mesgarpour et 

al.  [20-23] examined the effect of contact type, fin shape, 

sphere diameter, boundary conditions, and variation of 

Reynolds number on fluid flow and heat transfer in the 

forced convection around an engineered porous fin with 

spherical connections in a channel. They showed that using 

the porous fins with diagonal connections, besides 

increasing pressure drop, improves thermal performance 

and increases heat transfer rates compared to parallel 

connections. They also conducted the use of aluminium and 

copper with constant heat flux and constant temperature as 

the boundary conditions in the base of the fin, respectively. 

Furthermore, they investigated the forced convection flow 

around a bundle of tapered porous fin in a channel and 

declared that in lower Reynolds numbers, the use of porous 

fin is preferred. While in higher Reynolds, solid fins have 

higher heat transfer and lower pressure drop. They 

investigated natural convection around the porous fins at 

different angle of positioning and showed that the best 

Nusselt number and efficiency will be achieved at 45-

degree angle of positioning.  

As described in this section, the porous medium offered 

an effective solution in order to increase heat transfer 

performance. However, the mechanical strength of the 

porous fin is another important factor that should be 

considered carefully for the use of porous medium. 

According to the literature review, few researches have been 

conducted about the strength of the porous materials. In 

2011, Bouzid et al [24] examined the strength of a porous 

medium during the drying process and showed that the 

strength of the porous material in the porous medium is a 

function of cavity size, material and drying rate. Ito [25] 

studied  the effect of the pressure gradient on the strength 

and failure of the porous medium. The results showed a 

logical relationship between the properties of the porous 

medium and the strength. In 2015, Maurath et al  [26] 

examined the effect of the connection method, the size of 

cavities and the physical properties on the strength of the 

sintered fiberglass medium. They also declared the 

influence of environmental conditions on the quality of 

sintering process. Hoseinzadeh and Heyns [27]  numerically 

investigated thermo-structural fatigue and lifetime of a heat 

exchanger as a feed water heater in power plant. They 

showed that the highest equivalent thermal stresses under 

these extreme load conditions occur at the joints of the tubes 

and tubes sheet. 

 So far, only the issue of heat transfer has been addressed 

in the discussion of metal foams. Reducing the porosity to 
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increase heat transfer also reduces the strength of the metal 

foam. Therefore, the innovation of the present work is the 

simultaneous study of these two categories and obtaining 

porosity that satisfies heat transfer and strength 

simultaneously. In this research, we aim to improve the heat 

transfer performance and the mechanical strength 

simultaneously by variation in porosity in an engineered 

porous medium which has been described in Ref. [22]. The 

experimental investigation, numerical validation and mesh 

analysis of heat transfer have been evaluated in this 

reference. The present work focused on the mechanical 

strength of the porous copper fin experimentally and 

numerically. Then, the results of numerical simulation have 

been obtained for copper, aluminum and brass porous fins 

to reach the best porosity. Numerical simulation of free 

convection heat transfer is carried out using STARCCM+ 

software and numerical analysis of mechanical strength is 

performed using ANSYS 18.2. 

2. Governing equations 

In this research, various relationships have been utilized 

for heat transfer analysis of experimental and numerical 

results of engineered porous fins. The dimensionless 

equations of mass, momentum, and energy for 

incompressible flow by neglecting pressure gradients are 

expressed as follows [28]: 
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In the above equations, 𝑈𝑖
∗ and  𝜃  are the dimensionless 

velocity components and temperature and respectively. 

Accordingly, the quantities of the dimensionless parameters 

are: 
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In the above equations Re, Gr and Ec are Reynolds, 

Grashof and Eckert numbers respectively. Since low 

temperatures are analyzed in this paper, the radiation heat 

transfer mechanism can be ignored in the fin analysis [29]. 

Therefore, according to the energy balance in a control 

volume of fin, neglecting radiation heat transfer, we have: 

 (3) 𝑄̇𝑡𝑜𝑡𝑎𝑙 = 𝑄̇𝑐𝑜𝑛𝑑 + 𝑄̇𝑐𝑜𝑛𝑣 

In the above expression, 𝑄̇𝑐𝑜𝑛𝑑 is the heat transferred 

through conduction and 𝑄̇𝑐𝑜𝑛𝑣 is the heat transferred 

through convection. For the conductive and convective heat 

transfer, we also have: 
(4) 

𝑄̇𝑐𝑜𝑛𝑑 = 𝐾𝑓𝑖𝑛𝐴𝑐

𝜕𝑇

𝜕𝑥
 

𝑄̇𝑐𝑜𝑛𝑣 = ℎ𝐴𝑠(𝑇𝑠 − 𝑇∞) 

In the above relations, h is the free convective heat 

transfer coefficient of the flow, 𝑇𝑠 and 𝑇∞ are the of surface 

and far stream flow temperatures respectively. Ac and As are 

the area of solid cross section and solid surrounding surface 

respectively and Kfin is the thermal conductivity coefficient 

of the fin. One of the main goals of each experiment and 

numerical analysis on the convective heat transfer is to find 

the convective heat transfer coefficients. For this purpose, 

the average value of this coefficient can be calculated by the 

following equation: 

 
(5) ℎ = (

𝑄𝑎𝑣𝑒

(𝐴𝑠(𝑇𝑠,𝑎𝑣𝑒 − 𝑇∞))
) 

In order to model the turbulence in the numerical 

solution of the heat transfer equations and fluid mechanics, 

the k-ε turbulence model is used in this study. The equations 

of kinetic energy (k) and dissipations (ε) are considered as 

follows [30]: 
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In the above-mentioned relationships, 𝐺𝐾  represents the 

production of turbulence kinetic energy in terms of velocity 

gradient, 𝐺𝑏 is turbulence kinetic energy production due to 

buoyancy forces and 𝑌𝑀  represents the oscillation share in 

the turbulence density to the total loss; this term is also 



 © 2020 Jordan Journal of Mechanical and Industrial Engineering. All rights reserved - Volume 14, Number 3  (ISSN 1995-6665) 342 

known as the turbulence density. 𝐶1𝜀, 𝐶2𝜀 and 𝐶3𝜀 are the 

constant coefficients and 𝜎𝜀 and 𝜎𝑘 are the Prandtl 

coefficients for turbulence. 𝑆𝐾   and 𝑆𝜀 are also source terms 

[30].  

For the above equations, it is assumed that flow is three 

dimensional, incompressible, fully turbulent, and steady. 

According to the physical nature of the problem, the 

boundary conditions for different parts of the problem can 

be defined. These conditions are automatically detected and 

applied by the STARCCM+ software during solution. 

1. Constant temperature and constant heat flux as boundary 

condition of the fin base.  

2. Conduction heat transfer in the Fin 

3. The conduction/convection boundary condition on the 

Fin surface 

4. The convection boundary condition in the air around the 

body 

3. Experiments explanation  

3.1 Test sample 

In order to study the effect of porosity on heat transfer and 

fin performance, as well as evaluating fin strength, an 

engineered copper porous fin is manufactured by casting 

method as shown in Figure 1. As can be concluded from 

Table 1, by comparing engineered porous fin with spherical 

connections and a rigid fin with identical dimensions, 42% 

reduction in fin volume and mass would be achieved. This 

reduction is accompanied with 21.72% increase in surface 

area. Therefore, besides the improving of heat transfer 

performance, the amount of material needed to produce the 

fin has decreased. 

 

 Figure 1: Manufactured engineered porous fin and its dimensions  

 

3-2 Tensile strength test 

To evaluate the tensile strength of a porous fin, as 

described in Section 3.1, tensile test has been carried out at 

the Razi Reference Laboratory in Tehran, with reference 

standards. The results have been extracted in the form of 

strain-stress diagrams. The apparatus used for tensile test is 

INSTRON 8502 model with the power of 25 tons, which is 

composed of two jaws; an upper moving jaw and a lower 

fixed jaw. The stress is applied to the sample by the moving 

jaw with a frequency of 100 times per second, so the sample 

has been stretched up to its fracture point. Then the 

engineering stress-strain curve has been obtained by 

recording the applied force and the corresponding strain. 

The system can also provide complete information, such as 

yield stress and strain, necking, fracture, plastic strain of 

fracture, energy up to the yield and fracture strengths, as 

well as Young's modulus. The specification of the tensile 

testing apparatus is presented in Table 2. This apparatus 

includes the following sub-sections: force gauge, 

micrometers and laser distance meter. The accuracy and 

uncertainty of equipment are provided in Table 3. 

Table 2: Specification of the tensile testing apparatus  

Value Characteristic 

2000 (kgf)   capacity  

400 (mm)   distance between columns  

500 (mm/min) Jaw velocity  

700  (mm) Maximum distance 

between two jaws  

0.01 (mm) accuracy of measuring 

displacement  

1/20000 Force measurement resolution 

0.5% Force measurement accuracy 

Table 3: Accuracy and uncertainty of tensile test measurement 

devices 

Uncertainty Accuracy device 

 C4 class Load cell 

0.0028 5μm Micrometer 

0.011 0.02mm Laser 

rangefinder 

 

Table 1: Geometry and mass comparison of rigid and porous fin with identical dimension constructed in the present study 

percent of variation in porous fin relative to  rigid one (%) porous fin rigid fin parameter 

-41/84 12729/54 21888/00  (3mm)  volume   

21/72 8803/43 7232/00 )2mmsurrounding surface ( 

-41/84 113/29 194/8  (gr) mass  
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3-2 Tensile strength test 

To evaluate the tensile strength of a porous fin, as 

described in Section 3.1, tensile test has been carried out at 

the Razi Reference Laboratory in Tehran, with reference 

standards. The results have been extracted in the form of 

strain-stress diagrams. The apparatus used for tensile test is 

INSTRON 8502 model with the power of 25 tons, which is 

composed of two jaws; an upper moving jaw and a lower 

fixed jaw. The stress is applied to the sample by the moving 

jaw with a frequency of 100 times per second, so the sample 

has been stretched up to its fracture point. Then the 

engineering stress-strain curve has been obtained by 

recording the applied force and the corresponding strain. 

The system can also provide complete information, such as 

yield stress and strain, necking, fracture, plastic strain of 

fracture, energy up to the yield and fracture strengths, as 

well as Young's modulus. The specification of the tensile 

testing apparatus is presented in Table 2. This apparatus 

includes the following sub-sections: force gauge, 

micrometers and laser distance meter. The accuracy and 

uncertainty of equipment are provided in Table 3. 

Table 2: Specification of the tensile testing apparatus  

Value Characteristic 
2000 (kgf)   capacity  
400 (mm)   distance between columns  
500 (mm/min) Jaw velocity  
700  (mm) Maximum distance between two 

jaws  
0.01 (mm) accuracy of measuring 

displacement  
1/20000 Force measurement resolution 
0.5% Force measurement accuracy 

Table 3:  Accuracy and uncertainty of tensile test measurement 

devices 

Uncertainty Accuracy device 

 C4 class Load cell 

0.0028 5μm Micrometer 

0.011 0.02mm Laser rangefinder 

4. Numerical modeling method 

4-1- Modeling of heat transfer 

All Numerical modeling methods for heat transfer 

simulation, such as software, solution method, assumptions, 

viscosity model, boundary conditions, convergence 

criterion and discretization method have been described in 

ref. [22].  

4-2- Modeling the strength 

The tensile strength has been evaluated numerically with 

ANSYS workbench software. In static structure mode, after 

meshing, the model of the fin is subjected to fixed base and 

axial force boundary conditions. Generally, in solid analysis 

techniques and finite element methods, analysis of the grid 

is not of great importance. However, in this research, the 

accuracy of the grid is also investigated. In order to 

determine yield and fracture limit of the piece, yield 

strength is considered as a criterion according to the 

material properties references and imported to the software. 

In numerical analysis, it is possible to study the fatigue 

phenomenon based on the working cycle. As no results are 

available for fatigue validation, only a tensile stress analysis 

is performed. The calculation time of the numerical analysis 

is about 124 minutes. 

5. Results and discussion 

The validity of the numerical results for heat transfer 

analysis have been performed in previous work [22]. For 

experimental validation, the comparison of temperature 

distribution with analytical results reveals a maximum error 

of 1.5%. For Nusselt number 6 percent difference was 

reported. For validation of numerical results, the maximum 

error value is about 3.1% in numerical calculations of 

temperature distribution along the fin length in three 

different angles. According to this reference, the mesh 

independency has been checked, and a grid with 455,789 

nodes has been selected. 

5-1- Investigating the tensile strength test 

The main difference between porous and rigid fins 

subjected to tensile forces and corresponding stresses is the 

cross-section area. In other words, the cross-section area of 

the porous fins varies as a periodic function, while it is 

constant for the rigid fin. The results of stress and strain for 

porous copper fins extracted from the tensile test apparatus 

and the final fractured fin are depicted in Figure 2. 

According to this diagram, although the copper fin requires 

higher force for deformation, the deformation in fracture 

zone is low, while it has a wide area of plastics deformation. 

 
Figure 2: Stress-strain diagram for porous copper fin and its final fracture  
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5-2- Numerical Analysis: 

Figure 3 shows the mesh independency and generated 

grid on the porous copper fin. The uniform and coherent 

grid is of great importance in stress-strain analysis. The 

mesh number is selected 4000 due to mesh independency 

and it is unstructured. 

 

 
Figure 3:  Mesh independency and generated grid on a porous 

copper fin 

Figure 4 shows the deformation versus the applied force 

for numerical and experimental results. As can be seen, the 

numerical results provide an accurate estimation of the 

stress-strain relationship for a porous fin sample especially 

for higher forces. 

 
Figure 4: Comparing deformation versus applied force for 

numerical and experimental results  

To compare the tensile strength of the porous and rigid 

fins with the same dimensions, it can be referred to the 

numerical results of Figure 5. As expected, the deformation 

according to the maximum force is almost twice for the 

porous fin relative to rigid one. The deformation of the rigid 

fin at the maximum force of 10,000 N is 0.04 millimeters, 

while this value is equal to 0.777 millimeter for the porous 

fin. So, it can be concluded that the deformation of the 

porous fin is higher, and consequently, the strength of the 

porous fin is lower compared to the rigid one. The reason 

for this is due to the reduction of the fin cross section at the 

points where the spheres connect to each other. By reducing 

the cross section for a constant force, the applied stress and 

the consequently resulting strain increase. Furthermore, the 

location of the lowest thickness is the most suitable 

candidate for fracture (see figure 2).  

 
Figure 5: Deformation versus Force for the porous and rigid fins 

with the same dimensions  

5-3- Estimation of the best porosity 

The results of the strength analysis indicate less strength 

of the porous fin due to the presence of areas with low 

thickness. On the other hand, the results of heat transfer 

analysis, showed the superior performance of the porous fin. 

The most important issue is the selection of the middle 

condition for the fin porosity, in which the best possible 

strength and thermal performance are achieved 

simultaneously. 
According to Figure 6, four fin models are plotted by 

considering the distance of the spheres' centers as a variable. 

The minimum and the maximum possible distances are 

selected considering the rigidity and integrity of the fin 

respectively. It can be seen that with increasing the distance 

of the spheres' center, the porosity percentage changes 

according to Table 4. This change in the porosity is 

associated with increasing the length and the width of the 

piece.  

Table 4: Geometric specifications of porous fins with different 

porosity 

distance 

between 

two balls 

Surrounding 

surface area 

(mm2) 

Volume 

(mm3) 

Porosity 

percentage 

6 5600.62 10821.44 27.11853 

6.5 6653.56 11633.72 31.56635 

7 7705.16 12234.09 36.59779 

7.5 8754.97 12606.28 42.00276 
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The obtained results show that increasing the distance 

between two balls leads to enhancement in the porosity 

percentage, which would intensify the share of thermal 

convection in heat transfer consequently. On the other hand, 

increasing the porosity leads to a decrease in strength as can 

be concluded from Table 5. As well, the behavior of the 

thermal convective heat transfer coefficient for different 

porosity under the constant temperature and the constant 

thermal flux boundary conditions in the fin base is distinct. 

Table 5: Tensile strength and heat transfer coefficient for 

different porosity percentage 

Porosity 

percentage 

Max. 

Tensile 

strength 

Convective 

Heat transfer 

coefficient 

for constant 

heat flux in 

the base 

( 𝑊 𝑚2𝐾⁄ ) 

Convective 

Heat transfer 

coefficient for 

constant 

temperature 

in the base 

( 𝑊 𝑚2𝐾⁄ ) 

27.1 120.3369 7.163 33.464 

31.6 102.459 8.633 33.765 

36.6 82.23684 8.125 85.736 

42 55.4939 7.578 47.321 

In Figure 7, the variation of the convective coefficient 

and strength versus the porosity percentage is shown for the 

constant flux and the constant temperature boundary 

conditions at the base for three materials (copper, aluminum 

and brass). According to this diagram, it is clear that in all 

of these states, the heat transfer coefficient at a specific 

porosity is the maximum (36.6% for brass and aluminum 

fins and 31.6% for copper fin) and it is reduced with further 

increase in the porosity. The reason is due to reduction in 

cross section area of heat transfer and consequently 

decrease in the conductive heat transfer between the 

spheres. In this porosity, in fact, the sum of the conduction 

heat transfer between the spheres and the convective heat 

transfer from the spheres to the fluid reaches its highest 

value. As the percentage of porosity increases, decrease in 

conduction heat transfer is more sharply than increase in 

convective heat transfer. The highest tensile strength is 

achieved for the aluminum fin and the strength of the copper 

and the brass fins are similar. This fact is related to the 

modulus of elasticity of these materials and because copper 

and brass have a higher modulus of elasticity than 

aluminum, they have less elastic deformation and fail 

sooner. By increasing the porosity the strength of the fin 

decreases for all materials because of reduction in cross 

section area in connection points. 
The best conditions obtained with regard to the cross-

point of two curves in this graph. This porosity for the 

porous fins of different material with different boundary 

conditions of the fin base are presented in Table 6. 

 

 
Figure 6: Geometric dimensions of porous fins with different 

porosity 
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Figure 7: Variation of the convective heat transfer coefficient and strength versus the porosity percentage with different materials for (a) 

constant flux and (b) constant temperature boundary conditions at the base 

Finding the optimum porosity for satisfying the best 

possible heat transfer and strength simultaneously is the 

most important innovation of this research. The main 

restriction for using these results is that: 

 The Rayleigh number should be within the laminar free 

convection range.  

 The manufacturing conditions have no effect on 

strength.  

 The porosity percentage is constant in all directions. 
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Table 6: the optimal porosity for satisfying the best possible heat 

transfer and strength simultaneously for different materials and 

different boundary conditions at the base 

constant temperature 

at the base 
constant flux at 

the base 
material 

34.2% 30.1% Copper 

34.5% 31.4% Aluminum 

34% 32.7% Brass 

6. Conclusion 

In this research, with experimental and numerical 

analysis of free convection heat transfer and strength in 

engineered porous fin, the best porosity satisfies the heat 

transfer and the strength simultaneously in different 

boundary conditions of the base and three different 

materials of the fin. The following consequenses have been 

conducted: 

 The results show that the strength decreases with 

increasing the porosity percentage.  

 It has been found that for a specific porosity, the strength 

and the heat transfer are simultaneously satisfactory.  

This value of porosity varies from one material to 

another and it depends on the boundary condition of the 

base.  

 If the boundary condition of the base is selected as a 

constant temperature, the best porosity is obtained 

around 34% for all materials which is higher than the 

best porosity for constant heat flux boundary condition 

(around 31%). 

 For maximum heat transfer point of view for constant 

heat flux at the base, the best porosity among the studied 

porosity percentage is 36.6% for brass and aluminum 

fins and 31.6% for copper fin. However, it is calculated 

36.6% for all materials for constant temperature at the 

base. 
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Abstract 

An engine modelling study was conducted to investigate the relative change in performance and emissions of a 4-stroke, 

spark-ignition engine using Iraqi Associated Petroleum Gas as fuel. The research was done using a well-verified simulation 

software Diesel-RK. The data available for Ricardo E6/T variable compression ratio spark-ignition engine was used to conduct 

this study. The performance of the engine using associated petroleum gas was compared with those for gasoline, natural gas, 

and the average properties of the natural gas in Europe. The performance parameters studied were engine power, thermal 

efficiency, oxides of nitrogen, unburned hydrocarbon, and carbon monoxide levels. The study showed that the Iraqi associated 

petroleum gas could not be used “as is” if the aim is to cut down pollution. The main advantage is the absence of sulfur in the 

gas, which is present in the gasoline used in Iraq. There is a significant rise in NOx levels, a reduction in UHC, and also a rise 

in CO levels when using APG fuel. Further, there is an average reduction in engine power of about 10% with the associated 

gas compared with gasoline. At the same time, the only gain is the reduction in SFC and improvement in thermal efficiency 

with the new fuel. 
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1. Introduction 

Gaseous deposits that often exist in petroleum are 

usually called Associated Petroleum Gas (APG) or Flare gas 

(FG). These gaseous deposists usually consist of methane 

and other short-chain hydrocarbons which are considered as 

by-product of oil production. They are, in many cases,  

either flared or vented. 

With reference to the data collected from satellites, the 

quantity of this gas that gets flared and vented annually in 

the world is estimated to be 140-170 billion cubic meters 

(BCM) (Elvidge et al., 2009, and 2013, 

https://visibleearth.nasa.gov/view.php?id=83178, Vorobev 

and Shchesnyak, 2019). Iraq burned approximately 30 

BCM of APG in 2018 (https://www.iea.org/reports/iraq-

energy-outlook-2019), and it is estimated according to the 

report that this quantity will rise to around 50 BCM. 

Flaring is preferable to venting from a global warming 

point of view. Though this process produces Carbon 

Dioxide (CO2), it, however, reduces the overall potential for 

global warming caused by methane and other hydrocarbons. 

Methane that is present as deposits in petroleum is 

considered to be (on a 100 years time-scale) more potent 

than CO2 (Holmes et al., 2013; Myhre et al., 2013; Boucher 

et al., 2009).  

Though flaring helps reduce global warming gases that 

are flammable in nature, it, on the other hand, produces 

some other pollutants, such as Oxides of Nitrogen (NOx), 

Carbon Monoxide (CO), and Black Carbon (BC). One of 

the by-products of APG flairing is BC. This by-product 

causes climate warming, speeds up ice melting and blackens 

its surface, and affects the dynamism of the clouds. (Myhre 

et al., 2013).  

It was estimated that 4% of the global BC emissions are 

produced by APG flaring. With an estimated amount of 230 

Gg/yr, this is considerd more than three times higher than 

spark ignition engines’ vehicles global BC emissions of 

about 80 Gg/yr (Boucher et al., 2009, Bond et al., 2013, 

Stohl et al., 2013).  APG can be utilized in so many ways 

provided they are processed in certain ways. Some ways of 

the utilization of APG include power generation which is 

sold out for certain chemical and petrochemical industries, 

injected in petroleum well to improve oil recovery. 

Upon reviewing the literature, limited or no research is 

found on the use of this gas as a fuel for Spark Ignition (SI) 

engines. Zyryanova et al. (2013) showed a faster payback 

of the capital investment achieved  for the power plants that 

used fuel made catalytic reforming of APG into Methane–

hydrogen mixture compared with direct burning of APG 

only. They attributed this to the extended service life, 

extended durations of overhaul, and low rated power losses. 

* Corresponding author e-mail: yamin@ju.edu.jo 
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AI Gur'yanov et al. (2015) conducted a computational 

analysis on the effect of converting Natural Gas (NG) 

powered gas turbine combustion chamber to be fueled with 

APG. They took into their consideration the change in 

power density, thermal and combustion efficiencies as well 

as engine-out emissions. One of the significant conclusions 

they reported was the need to redesign the air distribution 

system as well as the method of fuel introduction due to the 

variable composition of the APG from field to field 

compared with methane gas. 

Vazim et al. (2015) conducted an economic study on the 

use of APG as fuel in a small power generation unit in 

Tomsk Oblast. They showed increase in profitability and 

reduced payback period when using this type of fuel. 

Using APG as fuel for SI engines resulted in a new 

concept of the fuel’s tendency to resist knocking rises. 

Methane Number (MN) (Roy et al., 2019), is a new term 

used to indicate the fuel’s ability to resist knocking (similar 

to Octan Number (ON) in conventional fuels). 

Methane is usually given an arbitrary number of 100 

(being strong resistant to knocking) while hydrogen is given 

the scale of zero due to its relative fast burning compared 

with methane. MN can be determined by the percentage of 

methane in the mixture of methane and hydrogen that will 

give the same knocking characteristics of the test fuel. Thus, 

a fuel with MN=90 means that this fuel has knock resistance 

equivalent to a mixture of 90% methane and 10% hydrogen.  

APG flaring in Iraq has increased in mid-1970s. This 

situation continued till the Gulf War in 1992 where it 

reduced significantly and then rose again in 2011 to a level 

of 9.4 BCM of natural gas. Some known agencies estimated 

that around 70% of APG in Iraq is being wasted by flaring. 

(https://visibleearth.nasa.gov/view.php?id=83178). 

Significant amount of research and efforts have been 

directed towards improving utilization of APG in Iraq and 

Arab countries to be used in fertilizers, power generations 

and other applications.  

It was estimated that in 2013, 21.8 BCM of APG (out of 

a total of 24 Million Barrel per Day (MBD)) was flared. 

This amount increased in 2017, to about 25.5 BCM (out of 

a total of  26 MBD of crude oil produced). These figures 

indicate that the amount of APG being lost by flaring has 

increased, thus, increasing the loss in a potential surce of 

energy.(https://www.ecomena.org/gas-flaring-in-iraq/). 

More recently and with the energy crisis due to unrest in 

the region, the value of gas as a source of energy and its 

environmental benefits were gradually realized, and some 

regulations were introduced to limit gas flaring to the 

minimum. 

Based on the above introduction, it becomes clear that 

APG represents a potential source of energy that must be 

investigated in the automobile sector. This paper discusses 

the relative change in spark-ignition engine emissions and 

performance when using Iraqi APG as fuel compared with 

gasoline, natural gas (NG), and pure methane. 

2. The Study 

Mathematical modeling 

This model treats the combustion chamber in a way that 

it consists of two distinct zones (e.g. burned and unburned) 

separated by the flame front. The main equations applied to 

analyse those zones are the first law of thermodynamics and 

the continuity equation. These equations are derived with 

respect to crank angle () to yield several coupled first order 

differential equations for pressure, volume, temperature 

(burned and unburned) , mass, heat flux …etc. that are 

applied for both zones. As for the cylinder pressure, it is 

usually assumed to be in uniform all through the cylinder 

charge. The model is also assumed to have no chemical 

reaction between cylinder constituents prior to combustion, 

and that the mixing inside the cylinder between its 

constituents is a perfect one. 

Derivation of the equation of state with respect to  gives 

(Yamin et al., 2003): 

𝑑𝑃

𝑑𝜃
=  

[−(1+
𝑅

𝐶𝑣
).𝑃.

𝑑𝑉

𝑑𝜃
−

𝑅

𝐶𝑣

𝑑𝑄𝑐𝑟
𝑑𝜃

+
𝑅

𝐶𝑣

𝑑𝑄ℎ𝑡
𝑑𝜃

]

𝑉
              (1) 

𝑑𝑇

𝑑𝜃
= 𝑇. (

1

𝑃

𝑑𝑃

𝑑𝜃
+ 

1

𝑉

𝑑𝑉

𝑑𝜃
)               (2) 

Where; “P” is the cylinder pressure (kPa), “T” is the 

cylinder temperature (K), “” is the crank angle (degree), 

“V” is the cylinder volume (m3) which is a function of crank 

angle rotation, “R” is the gas constant (kJ/kg-K), “Cv” is the 

specific heat at constant volume (kJ/kg-K), “Qcr” is the total 

heat flux lost to crevice (or with blow-by) and “Qhl” is the 

total heat flux lost to coolant (kJ). 

The instantaneous cylinder volume “𝑉(𝜃)” measured 

from bottom dead center (BDC) position can be expressed 

using cylinder mechanism (slider crank mechanism) with 

certain modifications as : 

𝑉(𝜃) =  𝑉𝑠 [(
𝐶𝑅

𝐶𝑅−1
) − (

1− cos(𝜃)

2
) + (

𝐶𝑅𝐿

𝑆
) −

1

2
√(

2∗𝐶𝑅𝐿

𝑆
)

2

− sin2(𝜃)]            (3) 

Where; “CR” is the compression ratio, “CRL” is the 

connecting rod length (m), “S” is the stroke length (m), and 

“Vs” is the stroke volume (m3).  

Derivation of equation (3) with respect to  gives the rate 

of change of cylinder volume with crank angle as follows : 

𝑑𝑉

𝑑𝜃
=  

1

2
𝑉𝑠 sin 𝜃 (

cos 𝜃

√(
2 𝐶𝑅𝐿

𝑆
)

2
−𝑠𝑖𝑛2 𝜃

− 1)         (4) 

This is helpful in calculating the rate of change of 

indicated work “W” with crank angle :  
𝑑𝑊

𝑑𝜃
= 𝑃 

𝑑𝑉

𝑑𝜃
            (5) 

Also; the heat lost during the cycle (Qhl) is used as 

follows : 
𝑑𝑄ℎ𝑙

𝑑𝜃
=  

ℎ𝑤

𝜔
𝐴𝑤(𝜃)[(𝑇 − 𝑇𝑤)]                     (6) 

Where; “Aw” is the cylinder wall surface area (m2), 

“Tw” is the cylinder wall temperature (K) and “” is the 

angular velocity (s-1). 

Woschni's (1968) formula is used for the calculation of 

the heat transfer coefficient (hw) from cylinder contents to 

walls. This is shown below in equation (7). 

ℎ𝑤 =  
P0.8v0.8

T0.53D0.2                                             (7) 

where; the value of the gas velocity v is taken to be equal 

to 6.18*vm during scavenging and intake stroke (m/s); and 

during compression stroke it takes the value equal to 

https://www.ecomena.org/gas-flaring-and-venting-in-mena/
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2.28*vm. During the rest of the four strokes, the value used 

for the gas velocity is v = 2.28 vm + 0.00324 
VsTa

PaVa

(P −

Pmotored). 

The mean gas velocity vm is given by vm = 2S
N

60
 . 

Pa, Ta, Va are pressure, temperature, and volume of the 

cylinder at the beginning of compression respectively; and, 

Pmotored is the cylinder pressure during motoring (no 

combustion) (Pa) 

As for the energy flow through the crevice, Gatowski et 

al. (1984) expression for a spark-ignition engine has been 

used. This is shown below in equation (8). 
𝑑𝑄𝑐𝑟

𝑑𝜃
=  (𝑢 + 𝑅 . 𝑇).

𝑑𝑚𝑐𝑟

𝑑𝜃
                                   (8) 

Where, 𝑢 is the internal energy in (kJ/kg), 𝑚𝑐𝑟 is the 

mass flow through crevice in (kg). 

dmcr> 0 for the case of flow into the crevice, 

dmcr< 0 for the case of flow out-of-crevice,  

(u+R.T) is calculated based on engine cylinder 

conditions when dmcr> 0 and at crevice conditions when 

dmcr< 0. Further,  

Species Formation 

The governing equations for the mechanism of NO 

formation are (based on Lavoie et al. (Winterbone et al., 

2015)): 

Following the long procedure given in detail by 

Winterbone et al. (2015), the following equations are 

obtained for the calculations of nitrogen oxides levels. 

Let  𝛼 =
[𝑁𝑂]

[𝑁𝑂]𝑒
 ; 𝛽 =  

[𝑁]

[𝑁]𝑒
  and =  

[𝑁2𝑂]

[𝑁2𝑂]𝑒
 ; where suffix ‘e’ 

denotes equilibrium values. 

Nitrogen Oxide (NO) can be found using the following 

equation :  

1

𝑉

𝑑

𝑑𝑡
([𝑁𝑂] 𝑉) =  −𝛼(𝛽𝑅1 + 𝑅2 + 𝑅3 + 2𝛼𝑅6) +

𝑅1 + 𝛽(𝑅2 + 𝑅3) + 2𝛾𝑅6                     (10) 

Where; ‘V’ is the volume of the product zone. 

And similarly for N2O: 
1

𝑉

𝑑

𝑑𝑡
([𝑁2𝑂] 𝑉) =  −𝛾(𝑅4 + 𝑅5 + 𝑅6 + 𝑅7) + 𝑅4 +

𝑅5 + 𝛼2𝑅6 + 𝑅7                      (11) 

Lavoie (Annand, 1974) showed that [N] and [N2O] 

values can be assumed to be at steady state. Then α and β 

can be written as 𝛼 =  
𝑅4+ 𝑅5+𝛼2𝑅6+𝑅7

(𝛼𝑅1+𝑅2+𝑅3)
 and 𝛽 =  

𝑅1+ 𝛼(𝑅2+𝑅3)

(𝛼𝑅1+𝑅2+𝑅3)
  

from which equation (10) can be modified to be written as 

follows : 

1

𝑉

𝑑

𝑑𝑡
([𝑁𝑂] 𝑉) =  2(1 − 𝛼2) {(

𝑅1

1+𝛼
𝑅1

𝑅2+𝑅3

) +

 (
𝑅6

1+
𝑅6

𝑅4+ 𝑅5+𝑅7

)}           (12) 

The detailed method is given in reference (Annand, 

1974). 

 

 

(1) N + NO    N2 + O 𝐾𝑓1
= 3.1 ∗ 1010 ∗ 𝑒

(−
160

𝑇
)
  m3/kmols 

(2)  N + O2     NO + O 𝐾𝑓2
= 6.4 ∗ 106 ∗ 𝑇 ∗ 𝑒

(−
3125

𝑇
)
  m3/kmols 

(3)  N + OH    NO + H 𝐾𝑓3
= 4.2 ∗ 1010   m3/kmols 

(4)  H + N2O   N2 + OH 𝐾𝑓4
= 3.0 ∗ 1010 ∗ 𝑒

(−
5350

𝑇
)
    m3/kmols                                                     (9) 

(5)  O + N2O   N2 + O2 𝐾𝑓5
= 3.2 ∗ 1012 ∗ 𝑒

(−
18900

𝑇
)
    m3/kmols 

(6)  O + N2O   NO + NO  𝐾𝑓6
= 𝐾𝑓5

    m3/kmols 

(7) N2O + M   N2 + O + M 𝐾𝑓1
= 1.0 ∗ 1012 ∗ 𝑒

(−
30500

𝑇
)
       m3/kmols 
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CO Formation: 

Carbon monoxide values usually lie between the 

maximum and the exhaust values. For this purpose, certain 

multiplication factor 𝐶𝑂𝐹𝐴𝑐 is used in the model to obtain 

the most correct value. This is shown below in equation 

(13). 

𝑋𝐶𝑂 = 𝑋𝐶𝑂𝑒𝑞
+ 𝐶𝑂𝐹𝐴𝑐 ∗ (𝑋𝐶𝑂𝑚𝑎𝑥

− 𝑋𝐶𝑂𝑒𝑞
)       (13) 

Where; 

𝑋𝐶𝑂 = Corrected concentration of CO. 

𝑋𝐶𝑂𝑒𝑞
 = Concentration of CO at equilibrium. 

𝑋𝐶𝑂𝑚𝑎𝑥
 = Maximum value of CO concentration at 

equilibrium condition. 

 The fuel used for this study was the APG produced in 

Al-Basrah (south of Iraq) oil fields. The constituents of the 

fuel compared with other fuels used in this study are 

 presented below in Table (1) 

(https://www.naesb.org/pdf2/wgq_bps100605w2.pdf, 

https://www.iasj.net/iasj?func=fulltext&aId=28281) 

The engine used for the study is the Ricardo E6/T 

variable compression ratio engine. The engine design 

parameters are shown below in Table (2). 

The study concentrated on simulating the engine 

performance and emission characteristics when running the 

engine on the lean side to avoid excess fuel consumption, 

achieve the best thermal efficiency and minimum fuel 

consumption, and also least pollution. 

The equivalence ratio was varied in the range of 0.8 to 

0.95; the engine speed range was covered 1000 to 3000 rpm, 

ignition timing at 15o bTDC, which is nearly best for all 

fuels tested. 

The performance of the Iraqi Associated Gas was 

compared with gasoline, methane, and average data 

gathered for the Natural gas elsewhere. This is done for the 

sake of comparison. The results of the study were divided 

into emissions and performance comparison. 

3. Results and Discussion 

First, model verification results for gasoline are shown 

below in Figures (1-A and B). These figures clearly show 

that the model was able to follow the engine behavior trends 

to a reasonable degree of accuracy. The model was further 

tested using other types of fuels as in (Yamin et al., 2000, 

2002, and 2003; Hackan et al., 2008; Yamin, 2006). 

Those two figures show a comparison between the 

experimental results as supplied by the manufacturer in the 

user manual and the mathematical model. The first figure 

(1-A) shows the comparison with the power parameters 

(indicated power (IP), indicated mean effective pressure 

(IMEP), brake power (BP), and Brake mean effective 

pressure (BMEP)). The second figure shows the cylinder 

pressure for both cases (model and simulation). The purpose 

of those graphs is to check the validity of the model to 

predict the engine behavior. As stated above, the model was 

verified for different types of fuels. 

 
Figure (1-A): Comparison between experimental and model results (performance parameters) 

 
Figure (1-B): Comparison between experimental and model results (cylinder pressure) 
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Table (1): Fuel composition on a volume basis. 

 Iraqi APG Natural Gas Methane Gasoline 

C1 79.5% 94.9% 100%  

C2 0.14% 2.5%   

C3 0% 0.2%   

nC4 9.24% 0.03%   

iC4 5.56% 0.03%   

nC5 0.89% 0.01%   

iC5 2.22% 0.01%   

C6 0.72% 0.01%   

H2O 0% 0%   

CO2 0% 0.7%   

N2 0% 1.6%   

O2 0% 0.02%   

H2 0% Traces   

H2S 0% 0%   

Chemical 
Formula 

C1.4H4.4O0.0028 C0.98H3.98 CH4 C8H18 

Calorific Value 

(MJ/kg) 

47.8 46 50 44 

Table (2): Engine design parameters 

Engine Speed (rpm) 1000-3000 

Compression Ratio Range [ND] 4.5-20 (8 for this study) 

Bore / Stroke (mm) 76.2/111.1 

Connecting Rod Length (mm) 231.7 

Crank Radius (mm) 55.5 

Swept Volume (cm3) 507 

Inlet Valve Open/Close (deg) 10o bTDC/36o aBDC 

Exhaust Valve Open/Close (deg) 43o bBDC/8o aTDC 

Maximum Valve lift Inlet/Exhaust 

(mm) 

10.6/10.48 

Tappet Clearance Inlet/Exhaust 

(mm) 

0.152/0.203 

Engine Emissions 

The engine emissions studied were the carbon monoxide 

(CO), unburned hydrocarbon (HC), and oxides of nitrogen 

(NOx). 

Before starting the discussion, let us point out the 

following essential points: 

1. Hydrocarbon fuel burns, ideally, in two steps. First the 

HC molecules gets disintegrated to Hydrogen (H) and 

Carbon (C). Then, if the process is ideal, The C atom 

gets burned to CO2 and that for H atom to H2O. 

molecules, respectively.. 

2. This real burning process deviates considerably from the 

ideal one if the fuel used is a complex (mixture of 

different hydrocarbons) than simple (single hydrocarbon 

component).  

3. The more complex the combustion process is, the less 

effective the utilization of the fuel becomes. 

In this study, the fuel used, e.g., Iraqi APG is a mixture 

of components that are different in nature and properties. 

For example, the ignition temperature in air (oC) for 

methane is 595, ethane 510; propane is 470, butane is 460, 

while gasoline has 220. Therefore, the engine needs to be 

modified for the new gas. Further, Octan Number (ON) of 

Methane, propane, and butane are higher than 100; we find 

that n-butane is 91, n-pentane 62, and n-hexane 25. This 

causes the overall mixture to behave differently during the 

combustion process compared with methane and other 

natural gas fuels. 

Figure (2) shows the variation of CO with engine speeds 

for different equivalence ratios. It is estimated that 60% of 

the annual globally emitted CO gas (which is estimated to 

be around 2600 million tonnes) comes from industrial or 

human activities. The rest are from natural sources.  

Those 60% emitted from human-related activities are 

primarily due to the incomplete combustion of the carbon 

atoms in the fuels. They get emitted from the exhaust system 

of the internal combustion engines. The most significant 

quantities of these type of emissions are produced as 

exhausts of internal or external combustion systems (e.g. 

engines, powerplants, incinerators …etc.). These systems 

have undergone significant modifications to enhance their 

performance in the past fewdecades. 

(http://www.euro.who.int/__data/assets/pdf_file/0020/123

059/AQG2ndEd_5_5carbonmonoxide.PDF). 

 

 
Figure (2): Carbon monoxide variation with engine speeds at different equivalence ratios 
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Generally, it is understood that the existence of CO in 

the exhaust of any combustion system is related to oxygen 

deficiency inside the combustion chamber of that system 

(Springer, 2012). There may be another reason for the CO 

to exist in the exhaust products which is the dissociation of 

CO2 to CO and O2. 

The chemical equilibrium equation for the formation of 

CO represented by the water gas equation as shown below : 

CO + H2O  H2 + CO2 

At the peak value of flame temperatures, this 

equilibrium produces geater amounts of CO compared to 

CO2. This situation ocurrs even if the Air/Fuel ratio used is 

lean. This scenario is completely altered as the products of 

combustion temperature falls below the peak value. This is 

the reason behind the less quantities of CO appearing in the 

exhaust when using lean or stoichiometric Air/Fuel 

mixtures. 

For rich Air/Fuel mixtures, oxygen deficiency is the 

prime cause for the appearance of CO in the relatively 

cooler exhast products. 

As shown in Figure (3), the lower exhaust product 

temperature for methane and natural gas can be the reason 

for their lower CO levels. Further, this also explains the 

lower CO levels for APG at lower speeds and lower 

equivalence ratios. 

Further, CO emissions increase with an engine speed for 

all fuels. This is expected to be the result of a reduction in 

the amount of air induced as the engine speed increases. 

For all fuels, CO levels increase with the equivalence 

ratio. This is (as stated earlier) due to the incomplete 

combustion of the fuel carbonaceous contents which, due to 

oxygen deficiency) are partially burned.  

Further, the performance of the Iraqi APG was better 

than gasoline for low equivalence ratios (0.8 and 0.85) for 

low and medium speeds. There was a maximum reduction 

of 20% at low speed, and the least reduction was 1.6% at 

2000 rpm. At higher speeds, the performance got worsened 

compared with all other fuels. The increment in CO reached 

13% at 3000 rpm. This is compared with other gaseous 

fuels, has the highest C/H ratio. Hence, higher number of 

carbon atoms is burned. Further, the amount of air admitted 

at higher gets reduced with engine speed. Therefore, the 

performance worsened with higher equivalence ratios and 

engine speeds. 

Another trend shown in the figure is the advantage of 

using methane as fuel. For all engine speeds and 

equivalence ratios, methane and natural gas produced the 

least CO emissions. This is due to the less carbon content of 

either fuels (or C/H ratio) compared with gasoline and APG. 

Further, those two types of fuels require less amount of air 

compared with gasoline and APH for complete combustion, 

which is already available. Similar results are shown in this 

review study by Singh et al. (2019). 

Figure (4) shows the variation of HC with engine speeds 

for different equivalence ratios. Generally, HC molecules 

that are emitted in the exhaust are mainly unburned fuel that 

were deprived from getting burnt due to "flame quenching" 

phenomenon. 

UHC can be formed due to several sources. Some of thse 

sources are listed below :  

1. Flame quenching near the cold surfaces.  

2. The inability of the flame to reach certain crevices where 

some fuel-air mixture might exist.  

3. Quenching within the bulk gas-phase due to extreme 

Air/Fuel conditions.  

4. Fuel that gets absorbed by the lubricant during 

compression and later on it gets desorped as the cylinder 

pressure drops during exhaust process. This is known to 

be one of the significant phenomena. 

Another theory describing the formation of HC is the 

crevice theory. It assumes that, especially during 

compression and combustion strokes, the fuel can penetrate 

through certain areas in the engine cylinder where the flame 

cannot reach (quenching distance). This part of the fuel is 

then gets released when the pressure drops during the 

expansion stroke. Some of them get burned during the after-

burn process while the majority are expelled with the 

exhaust. 

Several researchers (Lakshminarayanan et al., 2010) 

reported that quenching layers do exist inside the cylinder. 

They also showed that UHC emissions are propotional to 

these layers. Others reported these quench masses of the 

mixture are mixed with the burned mass and then get 

oxidized inside the cylinder during the expansion and 

exhaust strokes. It was estimated that less than 10% of the 

emitted HC was due to the wall quenching. Others attributed 

the HC emition due to the unburned fuel 

adsorption/desorption processes by lubricating oil films. 

As shown in the figure below, the accelerated decrease 

in HC emition will be due to the reduced engine cycle time. 

This allows for lower absorption and desorption to occur. 

 
Figure (3): Exhaust temperature variation with engine speed at different equivalence ratios 
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With the increase in cylinder temperature at higher 

engine speeds, the thickness of the oil film at the wall 

decreases (due to reduced viscosity). This results in less 

amount of the unburned fuel to be absorped by the oil film. 

Henry (Lakshminarayanan et al., 2010) defined a new 

constant by dividing the partial pressure of the fuel vapor 

(Pfs) in the gas phase just at the surface of the oil film to 

the mole fraction of the fuel dissolved in the oil film (nfL)). 

This constant was found to increase with engine speeds 

and cylinder temperatures. 

Another reason for the reduction of HC with engine 

speed is the higher exhaust temperature. This decreases 

the desorbed HC mass fraction (ppm) emitted due to 

increased wall temperature and the increased post 

desorption oxidation due to higher burned gas 

temperatures with increasing engine speed. 

Further, increasing equivalence ratio (Φ) increases the 

concentration of fuel vapor in the cylinder. This will make 

more of the fuel vapor to be absorped and later on 

desorped by the oil film. This phenomenon will also 

increase with cylinder pressure. Higher cylinder pressure 

will also increase the amount of mixture that will enter the 

crevices e,g. between rings, piston and cylinder clearance, 

valve and head …etc. These places are considred as 

quenching distances for the flame where it cannot 

penetrate, hence, UHC levels will increase. This situation 

will be further aggrevated if both the cylinder pressure and 

the mixture strength are increased. 

Based on this, the Iraqi APG performs better than other 

gaseous fuels since it produces higher cylinder 

temperature and pressure during the cycle. 

Figure (5) shows the variation of NOx emissions with 

engine speeds for different equivalence ratios. 

 

 

Figure (4): Hydrocarbon variation with engine speed at different equivalence ratios 

 
Figure (5): Oxides of nitrogen variation with engine speed at different equivalence ratios 
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NOx molecules in the exhaust are products of a high 

cylinder temperature that causes some secondary reactions 

that results from the disassociation of the nitrogen that 

enters the cylinder with atmospheric air. Some of this 

nitrogen also gets burned to form nitric oxide (NO), this NO 

is later converted to other nitrogen oxides, such as nitrogen 

dioxide (NO2). NOx formation depends on several factors, 

including cylinder temperature, oxygen availability, 

residence time (combustion duration), and A/F ratio. 

Contrary to the behavior of CO, NOx emissions decrease 

with engine speed. This is clear for all fuels. The reduction 

in oxygen concentration and combustion duration are the 

primary reasons for this behavior. It is also noticed that NOx 

emissions are maximum for an equivalence ratio of 0.9. 

As for the APG, NOx emissions are higher than others 

due to higher calorific value, which results in higher 

cylinder temperature and pressure, as shown in Figure (6). 

Therefore, to conclude this section, based on the above 

discussion, the Iraqi association gas cannot be used “as is” 

if the aim is to cut down pollution. The main advantage is 

the absence of sulfur in the gas, which is present in the 

gasoline used in Iraq. 

Further gas processing is needed to reduce the 

constituent and make it more uniform. The higher carbon 

components must be reduced to the least. Some studies 

(Lakshminarayanan et al., 2010 and Porpatham et al., 2012, 

Ayandotun et al., 2012) showed that the presence of CO2 in 

the mixture up to a certain level is helpful to cut down the 

NOx emissions. 

On the other hand, the the higher the concentration of 

CO2 in the fuel mixture, the lower the heating value of this 

fuel mixture. This reduction in the heating value and the 

increase in its specific heat capacity as well reduces the 

flame velocity of the burned mixture and thus adversely 

affects the engine performance (Porpatham et al., 2012). 

Engine Performance 

From the engine performance point of view, brake 

power (Figure (7)), brake thermal efficiency (Figure (8)), 

volumetric efficiency (Figure (9)), and brake specific fuel 

consumption (BSFC) (Figure (10)). 

These figures show that the power developed by the 

associated gas is 12% less than that for gasoline. Other fuels 

showed a reduction of 15% or more compared with 

gasoline. This is clear for all equivalence ratios studied. 

Heywood (1989) developed an equation correlating 

engine performance parameters to power as shown below : 

𝑃𝑜𝑤𝑒𝑟 =  𝜌𝑎𝑖
𝐴𝑝𝑆𝑡ℎ𝑣𝑜𝑙𝑄𝐻𝑉 (

𝐹

𝐴
) (

𝑁

60
) (

𝑛𝑐

𝑛𝑟
)                  (16) 

where, “ai” is the air density at inlet conditions, "Ap" is 

the piston area (m2), "S" is the stroke length (m), “th” is the 

indicated thermal efficiency, “vol” is the volumetric 

efficiency, “QHV” is the fuel’s heating value (kJ/kg), "(F/A)" 

is the fuel-air ratio, “N” is the engine speed (rev/min), "nc" 

is the number of cylinders, "nr" is the number of stroke 

rotations needed to complete one cycle. 

 
Figure (6): Peak cylinder pressure variation with engine speed at different equivalence ratios 

 
Figure (7): Brake power variation with engine speed at different equivalence ratios 
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As the above equations suggest, higher power can be 

achieved by increasing the engine displacement, engine 

speed, thermal efficiency, volumetric efficiency, or using 

fuel with higher calorific value keeping other parameters the 

same.  

In this study, the engine dimensions were kept constant 

(i.e. 𝜌𝑎𝑖
𝐴𝑝𝑆 and (

𝑛𝑐

𝑛𝑟
)). For each engine speed (N), the fuel 

equivalence ratio () was varied between 0.8 and 0.95. The 

other controlling parameters for the power (based on 

equation 16) will be volumetric and thermal efficiencies and 

calorific values.  

Figure (8) shows the brake thermal efficiency for all 

fuels at the test conditions. It is clearly shown that the 

engine’s thermal efficiency increases linearly for all values 

of  from leanest till near stoichiometric. This is thought to 

be the result of  lower cylinder temperature (compared with 

near stoichiometric to 10% rich mixtures) and less amount 

of complex components like CO2 and H2O that are formed 

in the cylinder which increase the thermal capacity of the 

products of combustion. This, in turn, increases the amount 

of sensible heat resulting from converting of the fuel’s 

chemical energy to thermal energy near top dead center. 

Subsequently, larger fraction of the fuel’s energy is utilized 

to develop work inside the cylinder during expansion, and 

and hence, les will be the amount wasted with exhaust. 

This figure also shows that for all equivalence ratios, 

gasoline showed best results followed by APG. Thermal 

efficiency is also linked to the calorific value of the fuel as 

shown in equation (17) (Heywood, 1989): 


𝑡ℎ

=
𝑃𝑜𝑤𝑒𝑟

𝑚̇𝑓𝑄𝑐𝑣𝑐

                                     (17) 

Referring to Table (1), the calorific value of methane is 

the highest with 20% higher than that for gasoline. APG has 

a higher calorific value than other fuels (10% greater than 

gasoline). However, the oxygen availability with gasoline 

fuel (shown in figure (9)) helped improve the combustion 

efficiency (𝑐) and hence improve thermal efficiency. This 

availability is also higher for APG compared with methane 

and natural gas. Therefore, the thermal efficiency of APG is 

higher than methane and natural gas. The reduction in the 

thermal efficiency for the methane and natural gas is of the 

order of 8-9%, while that for APG is 6-7% compared with 

gasoline. 

One reason can be thought of is the latent heat of 

evaporation of gasoline. During evaporation, gasoline tends 

to cool down the engine and inlet manifold, hence increase 

the amount of air admitted to the engine (represented by 

volumetric efficiency) and, therefore, better combustion 

compared with gaseous fuels. Figure (9) suggests a 12-13% 

reduction in volumetric efficiency for methane and natural 

gas fuels compared with gasoline against a 9-10% reduction 

for APG. 

The higher amount of air that the engine admits to the 

engine due to the cooling effect of liquid fuel being 

evaporated provides more oxygen for combustion and 

hence better combustion. Figure (9) shows the clear 

advantage of liquid fuel over gaseous fuel (unless the engine 

design is altered).  

Therefore, there is quite a direct correlation between the 

change in thermal and volumetric efficiencies with engine 

power (keeping other parameters constant). 

From a specific fuel consumption point of view, there is 

an apparent 2-3% reduction when using associated gas 

compared with other gaseous fuels. This is shown in Figure 

(10). Two factors affecting such behavior, i.e., the power 

developed and calorific value of the fuel.

 

Figure (8): Brake thermal efficiency variation with engine speed at different equivalence ratios 
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Figure (9): Volumetric efficiency variation with engine speed at different equivalence ratios 

 
Figure (10): Brake SFC variation with engine speed for different equivalence ratios 

 

To conclude this part, there is an average reduction in 

engine power of about 10% with the associated gas 

compared with gasoline, while the only gain is the reduction 

in SFC of the fuel. 

4. Conclusion 

A simulation study was conducted to study the 

performance of the SI engine using Iraqi associated gas. The 

study showed that the Iraqi APG needs processing before 

use as fuel for Si engines if the aim is to cut down pollution. 

The main advantage is the absence of sulfur in the gas, 

which is present in the gasoline used in Iraq. Further, there 

is an average reduction in engine power of about 10% with 

APG compared with gasoline, while the only gain is the 

reduction in SFC of the fuel. 
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