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Abstract 

In the present work, we study the primary responses of Euler-Bernoulli beam with initial imperfection/rise. The nonlocal 

elasticity theory was used to derive the mathematical model to account for the scale effect of the considered beam. One type 

of beams was considered in the analysis; simply supported beam. The multi-mode approach was used to obtain the reduced 

nonlinear temporal equations of motion that contain quadratic and cubic nonlinear terms. The method of multiple-scales was 

applied to obtain approximate analytical solutions for the nonlinear natural frequencies in addition to the primary and 

resonance responses. The obtained results were presented over a selected range of physical parameters for the two types of 

beams such as; beam initial rise/imperfection, scale effect parameter and excitation level. 
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1. Introduction 

Microelectromechanical systems and 

nanoelectromechanical systems have gained remarkable 

consideration due to their significant role in different 

engineering and modern technology fields, such as 

aerospace, communications, composites, electronics. 

These structures have more superior mechanical, electrical, 

and thermal properties as compared to other structures at 

the normal length scale. These properties make them ideal 

for the use in highly sensitive and high frequency devices 

for different applications [1]. 

In order to design a realistic model of a micro or a 

nanostructure and to well understand, optimize, and 

improve their performance, the small-scale effects and the 

atomic forces must be taken into consideration. In objects 

at the micro and nano scales, the dimensions, wavelengths, 

and sizes of these structures are no longer considered 

much larger than the characteristic dimensions of the 

microstructure. In these cases, the internal length scales of 

the material are comparable with the structure size. 

Moreover, the particles affect each other by long range 

cohesive forces in addition to the contact forces and heat 

diffusion. Consequently, the internal length scale should 

be considered as a material parameter, called nonlocal 

parameter, in the constitutive and governing equations and 

relations.  

Although the experimental and atomistic simulations 

and models are both capable of showing the effects of the 

small-scale on the mechanical properties of the 

micro/nanostructures, these methods are expensive and 

restricted by computational capacity. It is well known that 

the local continuum theories for beams (Euler and 

Timoshenko) and plates (Kirchhoff and Mindlin) are scale 

free; therefore they are not able to capture the small scale 

effect on the mechanical, electrical, and thermal properties 

for very small beam and plate like structures. This makes 

them inadequate in describing the dynamical behavior for 

these structures [2]. In order to apply the continuum 

mechanics approach in the analysis of the micro and 

nanostructures, logical and reasonable modifications that 

take into consideration the scale effect, should be 

proposed. For this purpose, several theoretical models 

have been suggested. Among these, the strain gradient 

theory, the modified coupled stress theory, and the 

nonlocal elasticity theory which will be utilized in this 

article to analyze the free vibration problem of nonlocal 

annular and circular Mindlin plates. 

The nonlocal elasticity theory was introduced by 

Eringen [3] accounts for the small-scale effects arising at 

the nanoscale level. He assumed that the stress at a point is 

a function of the strains at all points in the domain. Many 

researchers applied the nonlocal elasticity theory to study 

the free vibration, buckling, deflection, and dynamic 

problems of micro and nanostructures. For example, 

Reddy [4] obtained analytical solutions for the bending, 

* Corresponding author e-mail: maen.sari@gju.edu.jo. 
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buckling, and vibration problems for simply supported 

Euler, Timoshenko, Reddy, and Levinson beams using 

Eringen's nonlocal theory. Murmu and Adhikari [5] 

studied the nonlocal transverse in-phase and out-of-phase 

vibrations of double nanobeam systems, in which explicit 

closed form expressions for natural frequencies were 

derived. Shakouri et al. [6] applied the Galerkin approach 

to study the free vibration problem of nonlocal Kirchhoff 

plates with different boundary conditions. It was shown 

that the nonlocal parameter and Poisson's ratio have 

significant effects on the vibration. Wang et al. [2] applied 

the Hamilton's principle, Eringen's nonlocal elasticity 

theory, and Timoshenko beam theory to analyze the free 

vibration problem of micro/nanobeams. Their study 

concluded that the effects of small scale, rotary inertia, and 

transverse shear deformation are important on the 

vibration behavior of short and stubby micro/nanobeams.  

Moreover, Murmu and Adhikari [7] applied the 

differential quadrature method and the nonlocal elasticity 

theory to study the free vibration of a rotating carbon 

nanotube modeled as an Euler-Bernoulli beam. It was 

shown that the vibration is significantly influenced by the 

angular velocity, preload, and the nonlocal parameter. Lu 

et al. [8] derived the dispersion relation for a harmonic 

flexural wave propagation in an Euler-Bernoulli beam, as 

well as the frequency equations and modal shape functions 

of the beam with different boundary conditions based on 

Eringen's nonlocal elasticity theory. Murmu and Pradhan 

[9] implemented the nonlocal elasticity theory to study the 

vibration response of single graphene sheets embedded in 

an elastic medium modeled as Winkler and Pasternak 

foundations. The differential quadrature method was 

employed in their analysis to solve the fundamental natural 

frequencies of plates with clamped and simply supported 

edges.  

In a similar manner, Murmu and Pradhan [1] applied 

the nonlocal elasticity theory to investigate the free 

vibration problem of nanoplates under uniaxially 

prestressed conditions. In their study the differential 

quadrature method was utilized to obtain the fundamental 

natural frequencies for simply supported and clamped 

nanoplates. Moreover, it was observed that buckling 

occurs at a smaller critical compressive load compared to 

the classical plate theory. Gürses et al. [10] studied the free 

vibration analysis of thin nano-sized annular sector plates, 

where Eringen's nonlocal elasticity theory was utilized to 

formulate the equation of motion. Additionally, the 

discrete singular convolution method was applied after 

transforming the irregular physical domain into a 

rectangular domain by using geometric coordinate 

transformation. It was shown that the effects of the 

nonlocal parameter are significant in the vibration analysis. 

Hashemi et al. [11] applied an exact analytical approach 

along with Eringen's theory to study the free vibration 

problem of thick circular and annular functionally graded 

Mindlin nanoplates with different combinations of 

boundary conditions. The effects of the plate radius, 

material properties which vary through the material 

according to a power-law distribution, and the nonlocal 

parameter on the natural frequencies were examined. In 

another study, Hashemi et al. [12] introduced potential 

functions and used the separation of variables method to 

obtain closed form solutions for nonlocal rectangular 

Mindlin plates with Levy-type boundary conditions. In 

their study, the effects of the nonlocal parameter, thickness 

to length ratio, and aspect ratio on the natural frequencies 

were investigated.  

Ansari and Arash [13] applied the generalized 

differential quadrature method, Eringen's nonlocal 

elasticity theory, and the molecular dynamics simulations. 

Their purpose was to carry out the vibration analysis of 

single layered graphene sheets modeled as rectangular 

Mindlin plates, and to evaluate the appropriate values of 

the nonlocal parameter appropriate to each boundary 

condition. Duan and Wang [14] obtained exact solutions 

for the axisymmetric bending of micro and nano circular 

plates under general loading using a nonlocal plate theory. 

It was concluded that nonlocal parameter has a significant 

effect on the deflections, moments, and bending stiffness.  

As stated by Ansari et al. [15], structures at the micro 

and nano scales are capable of undergoing large 

deformations within the elastic limit, which makes the 

nonlinear analysis obviously important.  In their study, the 

homotopy perturbation method was applied to study the 

nonlinear vibrations of multiwalled carbon nanotubes 

embedded in an elastic medium. They showed that 

changing the material of the elastic medium has an 

influence on the vibration characteristics.  

Fu et al. [16] investigated the nonlinear free vibration 

of embedded multiwalled carbon tubes using the 

incremental harmonic balanced method. It was shown that 

the surrounding elastic medium, van der Waals forces and 

aspect ratio of the multi-wall nanotubes have significant 

effects on the amplitude frequency response curves. It was 

noticed that in [15] and [16] the small scale effects were 

not taken into consideration; therefore, Ansari et al. [17] 

developed a nonlocal elastic beam model and adopted the 

incremental harmonic balance method to investigate the 

effects of the length scale, geometrical parameters, 

temperature rise and the elastic medium on the nonlinear 

frequency and displacement of embedded multiwalled 

carbon nanotubes. On the other hand, during the 

fabrication, manufacturing, assembling, and handling of 

such mechanical parts, structures with an initial deflection 

(slack) may be produced. As a result, this deflection will 

have an influence on the dynamics, vibration, and stability 

characteristics of the structure. 

Al-Qaisia and Hamdan [18] presented an analytical 

study of  nonlinear frequency veering of an elastic Euler-

Bernoulli, hinged-hinged with one torsional spring at one 

end, resting on a Winkler elastic foundation and subjected 

to a static lateral load with an initial 1/4 sine shape rise due 

a constant differential edge settlement. A combined 

numerical-analytical procedure which accounts for the 

nonlinear interdependence between the lateral deflection 

and induced axial force due to mid-plane stretching was 

used to determine the beam static deflection. The assumed 

single mode approach was used to obtain the nonlinear 

temporal equation which contains quadratic and cubic 

nonlinear terms. The harmonic balance method was used 

to solve the nonlinear free vibration frequency about the 

static equilibrium deflection. The results of simulation 

indicate that the vibration amplitude, depending on 

location of the veering point, has a significant effect on the 

frequency loci behavior.  Also, they extended these 

analyses to primary resonance response and its stability 
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under vertical uniformly distributed excitation comprised 

of a large static part and a harmonically time varying part 

[19]. The obtained results indicate that the coefficients of 

the quadratic and cubic nonlinear terms, can vary widely 

depending on system parameters, and in particular, these 

coefficients can take positive and negative values, which 

affect the number of equilibrium positions, while the 

behavior of the system whether it is of hardening or 

softening type. 

Lacarbonara et al. [20] studied the nonlinear response 

and stability of a hinged–hinged uniform moderately 

curved beam with a torsional spring at one end. It was 

shown that varying the initial rise of the beam has an effect 

on the one-to one auto parametric resonance and on the 

experienced Hopf and homoclinic bifurcations. 

Additionally, Ouakad and Younis [21] used a 2D nonlinear 

curved beam model which was derived by applying a 

multimode Galerkin approach to study the coupled in-

plane and out-of-plane displacements of a carbon nano 

tube with curvature. They showed that the natural 

frequencies, mode shapes, mode crossings and mode 

veering are affected by the variation of the level of 

slackness and the DC load.  

Mayoof and Hawwa [22] studied the nonlinear 

vibration of a clamped-clamped single wall carbon 

nanotube with waviness (deflection). The elastic 

continuum mechanics theory, along with Hamilton's 

principle, was applied to formulate the problem and derive 

the equation of motion which involved quadratic and cubic 

nonlinearities. The dynamics response of the system was 

investigated, and phase portrait, Poincaré section, and time 

history diagrams were generated. The results revealed that 

the nanotube underwent period-doubling bifurcations that 

were turned into chaos.  

Garcia-Sanchez et al. [23] detected the bending-mode 

vibrations of multi and single-wall carbon nanotubes using 

a scanning force microscopy method. For multiwalled 

nanotubes, it was found that the resonance frequency is 

consistent with the elastic beam theory, whereas it is 

significantly reduced for single-wall nanotubes due to 

slack generated from fabrication processes. Üstünel et al. 

[24] studied the vibrations of nanotubes modeled as 

clamped-clamped suspended one-dimensional elastic 

systems with a slack and downward external forces; it was 

found that the frequencies are highly affected by the slack. 

Al-Qaisia and Hamdan [25], extended the two previous 

studies [18, 19] on frequency veering by studying the 

effect of an initial geometric imperfection wavelength, 

amplitude and degree of localization on the in-plane 

nonlinear natural frequencies veering  and mode 

localization of an elastic Euler-Bernoulli beam resting on a 

Winkler elastic foundation. Results were presented for the 

nonlinear natural frequencies of the first three modes of 

vibration, for a selected range of physical parameters like; 

torsional spring constant, elastic foundation stiffness and 

amplitude and wavelength of a localized and non-localized 

initial slack. 

The present work extends the previous studies in [18, 

19 and 25] on beam like-structures with initial 

imperfections to include the small scale effect on the 

primary and sub harmonic responses, using the nonlocal 

elasticity theory to derive the mathematical model.  

The present study is organized as follows: First, the 

governing partial differential equation for the local beam is 

presented. Then, by applying Eringen’s nonlocal theory, 

the partial equation of motion for the nonlocal beam is 

derived. Furthermore, the Galerkin method is applied to 

obtain the reduced order model, using the multi-mode 

approach. The method of multiple scales is utilized to 

determine the nonlinear natural frequencies and the 

frequency response curves for the primary resonance at 

selected values of parameters for simply supported beams. 

Problem Formulation 

Mathematical Model 

The governing nonlinear equation of motion of 

moderately large amplitude vibration of an Euler-Bernoulli 

beam with initial deflection, and subjected to a harmonic 

force is given by: 
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where ŵ  is the transverse deflection, 0ŵ  initial 

deflection “initial rise”, l  is the beam length, A and I are 

beam’s area and principal moment of inertia of the cross 

section I respectively, m  is the mass per unit length, E is 

the Young’s modulus of Elasticity, 0F  is the excitation 

level, ĉ  is the coefficient of damping, t̂ is the time, and 

̂  is the frequency of excitation. The prime denotes the 

derivative with respect to the spatial coordinate x̂ , while 

the dot denotes the derivative with respect to time t̂ . 

The bending moment  txM ˆ,ˆ  is given as 

   txwEItxM ˆ,ˆˆ ˆ,ˆ                                  
(2) 

In light of Eq. (2),  txM ˆ,ˆ  is given by 
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   (3) 

Nonlocal Theory 

In local elasticity theory, the stress at a reference point 

in a body depends on the strain at the same point. On the 

other hand, In the nonlocal elasticity theory pioneered by 

Eringen, the stress at a point in a linear, homogeneous, 

http://pubs.acs.org/action/doSearch?action=search&author=%C3%9Cst%C3%BCnel%2C+H&qsSearchArea=author
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isotropic, and elastic domain is related to the stress field at 

all points in the domain. Eringen's theory is based on the 

atomic theory of lattice dynamics and experimental results 

on phonon scattering and dispersion [3, 10]. 

For nonlocal linear elastic solids, the stress tensor tij is 

defined as: 

     xdVxxxt ij

V

ij
                          (4) 

where x is a reference point in the elastic domain, 

 xx   is the non-local kernel attenuation function. 

It introduces the nonlocal effects at the reference point x 

produced by the local stress ij  at any point x', and 

xx ' is the  distance in Euclidean form.  

Eringen introduced a linear differential operator ς, 

defined by  ς=   22

01  le , in which 0e  is a material 

constant estimated by experiments or other models and 

theories [3]. The nonlocal theory relations could result in 

approximate solutions to those obtained by atomic theory. 

The value of 0e  was taken to be 0.39 in Eringen's 

analysis. Moreover, the constant l represents the internal 

characteristic length which is of the same order of the 

external length.  

According to Eringen's theory, the integral constitutive 

relation of Eq. (4) could be simplified and have the 

following form: 

   ijijtle    1 22

0                                 (5) 

Due to its simple form, Eq. (5) has been extensively 

employed by many researchers in applying the nonlocal 

theory to study and analyze the vibration and mechanics of 

micro and nanostructures.  According to Eringen’s 

nonlocal elasticity theory, the stresses at a point in the 

body not only depend on the strain at that point, but also 

on the strains at all other points of the body [3]. Thus, the 

nonlocal constitutive relation for the moment   is given as: 

       txwEItxMaetxM ˆ,ˆˆ ˆ,ˆˆ,ˆ
2

0
       (6) 

where a  is an internal characteristic length (e.g. lattice 

parameter, granular distance, and distance between C-C 

bonds) [24]. 

Inserting Eq. (3) into Eq. (6), we obtain: 
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 (7) 

Substituting Eq. (7) into Eq. (6), the equation of the 

transverse motion of the nonlocal Euler- Bernoulli beam 

with initial deflection can be written as: 
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(8) 

To simplify Eq. (8), the following non-dimensional 

variables and parameters with respect to the cross sectional 

area radius of gyration AIr  , are introduced: 
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After substituting the above parameters, Eq. (1) in its 

simplest form is given as: 
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(9) 

The nonlinear integral-partial differential equation (9) 

can be discretized using the Galerkin’s approach by 

assuming [26, 27]: 

     



N

n

n tqxtxw
1

,                                  (10) 

where N is the number of retained modes,   xn  are 

the mode shapes of the linear, undamped, and unforced 

beam, and  tqn are the generalized coordinates. 

Substituting Eq. (10) into Eq. (9), multiplying by  xn  

and integrating over the beam’s span, yields the set of the 

nonlinear ordinary equations: 

 tpqqqB

qqAqcqq

mkjimijk

jimijmmmm
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

cos

2  
,              (11) 

 m=1, 2,…, N 
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where: 















































































































































  

  


1

0

1

0

0

2

1

0

1

0

0

2

1

0

1

0

0

1

0

1

0

0

1

0

2

1

0

2

2

1

2

1

1

dxwdxdxwdx

dxwdxdxwdx

dxdx

A

m

iv

jijm

iv

i

mjijmi

mmm

mij







     (12) 

























































































 
 

dxdxdxdx

dxdx

B kjm

iv

ikjmi

mmm

mijk 



1

0

1

0

2

1

0

1

0

1

0

1

0

22
2

1

2

11
       (13) 












































































  
 

1

0

1

0

0

1

0

0

2

1

0

01

0

1

0

22

2 1
dxwdxwdxwdx

dxdx

mm

iv

mm

iv

m

mmm

m 



                    (14) 

 



1

0

dxFf mm   

 


1

0

2

1

0

2 dxdx

f
p

mmm

m

m



                      (15) 

 

where fm is the projection of the force F onto the mth 

mode. 

The initial deflection for the simply supported beam is 

given as:  

   x qtxw 00 sin,                                   (16) 

It is worth mentioning that the initial deflection has a 

value of 0q  at the midsection of the beam, rather than it 

satisfies the boundary conditions.  

The mode shapes for a simply supported beam are 

given as: 

   xnxn  sin                                        (17) 

The boundary conditions for the simply supported 

beam are given as:  
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                    (18) 

The boundary conditions for the non-local and local 

(classical) beams are the same when both ends of the beam 

are fixed as the scale effect gets nullified. In the present 

study, the dynamic behavior of beams under consideration 

will be analyzed for primary resonance using the first five 

modes. 

 

Perturbation Analysis 

Free Vibrations 

In the present study, the non-dimensional nonlinear 

natural frequencies of the nonlinear beam given in Eq. (4) 

can be obtained by using the Method of Multiple Scales 

(MMS). The second order approximation of the free un-

damped nonlinear natural frequency NL  is expressed as 

a function of the vibration amplitude a  and the 

parameters of the nonlocal simply supported beams, and 

given by the expression: 











 2eff1 a

n

nNL



                              (19) 

where eff is the effective nonlinearity to be defined 

later, and a is the amplitude  (the initial condition for the 

displacement) of the beam. 

Primary Resonance 

In case the beam is subjected to primary resonance of 

the nth mode, we assume that the contribution of the nth 

mode is of lower order that the contributions of other 

modes. Therefore, we assume  tqn  and  tqm  to be in 

the form of [28]: 
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  (20)  

where in these equations,   is considered as a small 

and dimensionless parameter, and the two time scales 0T  

and 2T  are introduced as tT 0

0   and tT 2

2  . In 

order to apply the multiple scales method, the effects of 

the damping and the excitation terms are scaled to balance 

the effect of the nonlinearity. Hence, c and pn are scaled as 

c2  and np3 . Applying the method of multiple scales 

yields the frequency-response curve as:   
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where    is a detuning parameter introduced such that 

 2 n
                                           (22) 

and eff is the effective nonlinearity given by: 
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Eq. (22) shows the nearness of the excitation frequency 

to the nth natural frequency,  

Eq. (23) is substituted into Eq. (19) to obtain the 

nonlinear natural frequencies [28]. 

In this section, the excitation frequency Ω is very close 

to the nth linear frequency n . Hence, other modes not 

being directly or indirectly excited will decay to zero with 

time due to the presence of damping.  

 The details of the MMS are omitted for brevity, 

and interested readers can refer to Emam’s thesis [28]. 

Results and Discussion 

The multi-mode approach (assumed mode method) is 

applied in the present article, where five modes were 

retained to obtain the reduced order model. In this section, 

dynamic behavior and the characteristics of the nonlocal 

beams considered herein were analyzed by examining the 

effective nonlinearity of the simply supported beam given 

in Eq. (23). The value of eff  as a function of the beam 

rise 0q  and the scale parameter   was calculated and 

presented in 3-D surface plots as shown in Figures (1-2). 

These Figures show that the value of eff  may increase 

or decrease depending on the combination of the 

parameters 0q  and . It is known that the behavior of the 

nonlinear beam is either of hardening (the frequency 

increases with the amplitude) or softening type (the 

frequency decreases with the amplitude), depending on the 

value of the parameter eff . It is known that for

0eff , the nonlinear beam given in Eq. (11) exhibits 

a hardening type behavior and a softening type otherwise. 

Moreover, when the value of 0eff , the effects of the 

quadratic and cubic nonlinearities cancel each other and 

consequently the response resonance curve resembles that 

of the corresponding linear beam, which implies that the 

frequency of the beam does not depend on the amplitude. 

The variation of the fundamental nonlinear frequency 

with the amplitude of the first mode of a simply supported 

SS beam with 20q0 .  at different values of the 

dimensionless nonlocal parameter μ is presented in Figure 

2. It is observed that the nonlinear frequency decreases by 

increasing the nonlocal parameter due to the decrease in 

the stiffness of the beam. In Eringen nonlocal elasticity 

theory, it may be viewed that atoms are bonded by elastic 

springs with finite value, while the classical local model 

assumes that the stiffness of springs have a value of 

infinity [2, 10]. Further, as 0eff  at 20q0 . , the 

frequency increases by increasing the vibration amplitude. 

Thus, the behavior of the SS beam is of hardening type 

regardless the value of scale factor  .  

The variation of the fundamental nonlinear frequency 

with the amplitude of the first mode of the SS beam with 

4.0  at different values of the beam rise parameter 

0q  is presented in Figure 3. The Figure reveals that the 

behavior of the beam switches from hardening to softening 

as the value of the beam rise 0q  increases.  It is 

worthwhile to mention that at a value of the initial rise 

between 0.4 and 0.6, the frequency is constant and 

independent of the amplitude (initial conditions). In this 

case, the beam exhibits a linear behavior. As the beam rise 

is further increased, the beam has a softening effect as

0eff . It can be seen that at a given value of the scale 

effect, the beam may have hardening, softening, or linear 

behavior depending on the value of the initial rise 0q . 

This observation may be useful in the design and analysis 

of industrial applications in which the dynamics of the 

micro/ nano beams are main part of them.  

The frequency response of the primary resonance of the 

nonlinear system given in Eq. (27), describing the forced 

vibration of the beam systems, were analyzed and 

presented for selected values of the beam rise 0q  and the 

scale parameter  .  In Figure 4, the frequency response 

curves are generated for the simply supported beam with 

5.0 ,05.0  fc , and 1.00 q  at different values 

of the scale parameter  . It is observed that as the scale 

parameter   increases, the beam’s behavior is switched 

from hardening to softening type. It is clear that the curves 

are bent to the right (hardening behavior); whereas at 
=0.8, the curve is bent to the left (softening behavior), and 

the hardening non- linearity at  =0.1 is stronger than that 

at  =0.5. Furthermore, as the scale parameter   

increases, the steady state amplitude of the first mode of 

the beam decreases.  

In a similar manner, the frequency response curves of 

primary resonance are generated and presented in Figures 

5 and 6 for the simply supported beam at 

5.0 ,05.0  fc , and 2.0  at different values 

of the beam rise 0q .  It is shown that the beam exhibits the 

hardening and softening type as the value of 0q  is 

increased. From Figure 5, it is observed that if the beam 

exhibits a hardening type, the steady state amplitude of the 

first mode of the beam increases when the initial rise 0q  

increases. On the other hand, Figure 6 shows that if the 

beam exhibits a softening type, the steady state amplitude 

of the first mode of the beam decreases when the initial 

rise 0q  increases. In these curves, the stable and unstable 

branches can be observed in addition to the jump 

phenomenon.  
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Figure 1: the parameter eff  of the SS beam versus rise q  and scale   

 

Figure 2: Variation of the fundamental nonlinear frequency of a simply supported beam with amplitude for 2.0q  

 

Figure 3: Variation of the fundamental nonlinear frequency of a simply supported beam with amplitude for 4.0  
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Figure 4: Frequency-response curves in the case of primary resonance of a simply supported beam for 

1.0 ,5.0 ,05.0 0  qfc  

Figure 5: Frequency-response curves in the case of primary resonance of a simply supported beam for 

2.0 ,5.0 ,05.0  fc  

Figure 6: Frequency-response curves in the case of primary resonance of a simply supported beam for 

2.0 ,5.0 ,05.0  fc  
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Conclusions 

The primary resonance of a simply supported Euler 

beam with initial deflection was investigated. Eringen's 

nonlocal elasticity theory was utilized and the Galerkin 

approach was applied to convert the partial differential 

governing equation into a set of nonlinear ordinary 

differential equations.  The method of multiple scales was 

carried out to determine the frequency response curves of 

the beam under consideration. It was shown that the scale 

parameter, beam's initial deflection, and excitation level 

have significant influence on the behavior of the beam. For 

the selected values of the scale parameter and the beam 

rise, it was shown that the simply supported beam switches 

its behavior from hardening to softening type.  

For future work, it is recommended to consider other 

effects that may influence the behavior of micro and nano 

dynamical systems, such as temperature changes, electro 

and magnetic fields effects.  Furthermore, analyzing such 

systems subjected to simultaneous resonances may be of 

high interest since these systems may exhibit mixed 

hardening and softening behavior.  
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Abstract 

For the main purpose of studying the tooth surface equation and undercutting conditions of the cylindrical gears with 

curvilinear shaped teeth processed by parallel translating mechanism, the tooth surface equation and meshing condition of 

the cylindrical gears with curvilinear shaped teeth processed by parallel translating mechanism were deduced by the method 

of differential geometry and coordinate transformation, based on considering cutting tool shape and installation position 

error. The undercutting line of the cylindrical gears with curvilinear shaped teeth processed by parallel translating 

mechanism was also calculated. The manufacturing process of the parallel translating mechanism was simulated in three-

dimensional software and then the three dimensional solid model of cylindrical gears with curvilinear shaped teeth was 

obtained. The studies referred to in the present paper have a certain reference value for research, development and design of 

the cylindrical gears with curvilinear shaped teeth processed by parallel translating mechanism. 
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1. Introduction 

Gear is the most important and the most commonly key 

parts used in industrial production. With the development 

of productivity, the development of high speed, 

overloading and compact structure gear pair has a strong 

demand. The improvement of the gear has two aspects: 

tooth profile curve and tooth line curve. 

For the study of tooth line curve, a lot of valuable 

studies have been done by the scholars. From the study, 

the advantages of longer contact line, tooth line symmetry, 

transmission more stable, higher bearing capacity, good 

lubrication performance and none axial force in cylindrical 

gears with curvilinear shaped teeth have been found [1-7]. 

The two common methods used in the processing of 

cylindrical gears with curvilinear shaped teeth are the 

method of rotating knife dish and the method of parallel 

translating mechanism. The tooth surface equation and 

characteristics are different by the different method. Di 

Yutao and professor Chen Ming [1, 2] analyzed the 

forming principle, meshing performance and bearing 

capacity of the cylindrical gears with curvilinear shaped 

teeth processed by the rotating knife dish. Wang Shaojiang 

and Xiao Huajun [3-6] studied the tooth surface equation, 

machining process of cylindrical gears with curvilinear 

shaped teeth processed by the rotating knife dish by the 

computer simulation. Tseng and his partner [7-9] 

established the mathematic model of cylindrical gears with 

curvilinear shaped teeth processed by the rotating knife 

dish by vector method and the contact characteristics were 

studied in the research papers. 
In the studied of cylindrical gears with curvilinear 

shaped teeth processed by parallel translating mechanism, 

Song Aiping from Yang Zhou University did many 

interesting work. The tooth surface equation, bending 

stress and modification methods under ideal parameters 

were studied and a translational processing device with 

parallel linkage was put forward by Song Aiping [10-15]. 

Then, Sun Zhijun [17] from Sichuan University raised the 

translational processing device by planetary gear train. But 

there are rare studies on the actual machining process. 

However, the tooth surface equation, bending stress, 

modification methods and undercutting in the actual 

machining process is the most important. 

In the present paper, to study the tooth surface equation 

and undercutting of cylindrical gears with curvilinear 

shaped teeth processed by parallel translating mechanism, 

the tooth surface equation and meshing conditions were 

deduced by the method of coordinate transformation based 

on the translational processing device referred in literature 

[16] and [17]. The computer simulation was done in 3-D 

software and the 3-D model was obtained. The present 

study has some reference value for the design of the 

cylindrical gears with curvilinear shaped teeth processed 

by parallel translating mechanism. 

* Corresponding author e-mail:. 



 © 2016 Jordan Journal of Mechanical and Industrial Engineering. All rights reserved - Volume 10, Number 3  (ISSN 1995-6665) 

 

172 

2. Two Translational Processing Device and Simplified 

Mechanism 

A translational processing device, invented by Song 

Aiping [16], is shown in Figure 1, and another 

translational processing device, invented by Sun Zhijun 

[17], is shown in Figure 2. 

 

Fig. 1. Translational processing device by parallel linkage 

Supporting 

Seat
Center Shaft

Sun Gear

Planet CarrierCock GearPlanet GearCutter Dish

Blade

Gear 

Workpiece

Fig. 2. Translational processing device by planetary gear train 

In the processing device 1, the parallel linkage was 

adopted. The tool was installed on the translational 

connecting rod. When the rotation connecting rod rotated 

with the prime motor, the tool moved translational. Then 

the side of the blade moved with the same radius. With the 

feed movement of the gear workpiece, the cylindrical 

gears with curvilinear shaped teeth could be obtained. 

In the processing device 2, the planetary gear train was 

obtained as the knife rest. Through analysis, there are 

some special points in the planetary gear train shown in 

Figure 2. With the planetary gear train moved, the tool 

moved translational too. When the gear workpiece rotated 

and the planetary gear train does translational movement, 

the gear was generated. In the same time, the device 2 

could avoid the vibration caused by the unbalanced quality 

in the device 1.
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Fig. 3. The mechanism diagram of translational processing device 

The mechanism in device 1 and device 2 was simplified 

just as the parallel translating mechanism shown in Figure 

3. In Figure 3, the point O is the center of the gear 

workpiece, then 
1P ,

2P ,
3P and

4P are the four hinges of 

the parallel translating mechanism. 
1 2PP  is the static link, 

3 4P P  is the translational link. 
1 4PP  and 

2 3P P  are the 

rotation links. Let the 
0 0 'P P as the virtual link and 

represented by imaginary line, then the point
0P and

0 'P

are the virtual hinges of the virtual link. 

3. Tooth Surface Equation 

3.1. The Coordinate Systems 

To study the forming process and forming tooth surface 

of cylindrical gears with curvilinear shaped teeth 

processed by parallel translating mechanism, a coordinate 

system was set up in the translational processing system. 
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Fig. 4. The coordinate system settings of the translational 

processing system 

Taking the mechanism diagram of translational 

processing device as the research object shown in Figure 3, 

the coordinate systems were set up as shown in Figure 4. 

The static coordinate systems are ( )g g g g gS O X Y Z  and 

( )l l l l lS O X Y Z , and the other coordinate systems are 

moving coordinate systems. The coordinate system

( )l l l l lS O X Y Z was connected with the static link rack

1 2PP of the parallel linkage, 
lO is located on the endpoint

0P of the virtual link, the axle
l lO Y  is along the direction 

of static link rack and the axle
l lO Z  has the same direction 

of the gear workpiece. The direction of the three axle of 

the coordinate system ( )g g g g gS O X Y Z  has the same 

direction of the coordinate system ( )l l l l lS O X Y Z , but the 

origin of coordinate
gO is located at the center of the gear 

workpiece. When the gear workpiece moves, the 

coordinate system ( )g g g g gS O X Y Z  moved parallel, but 

there is no rotational motion in the system 

( )g g g g gS O X Y Z .  
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The coordinate system
1 1 1 1 1( )S O X Y Z is connected with 

the gear workpiece, and does the parallel and rotational 

motion with the gear workpiece at the same time. The axle 

g gO Z  and 
1 1O Z  is overlapping and has the same 

direction, the origin of coordinate is the center of the gear 

workpiece. The coordinate system 
2 2 2 2 2( )S O X Y Z  is 

connected with the virtual rotation connecting rod 
0 0 'P P , 

the origin of coordinate
2O is located at point

0P , then 

2 2O X and 
l lO X are overlapped to each other. The 

coordinate system
3 3 3 3 3( )S O X Y Z is also connected with 

the virtual rotation connecting rod
0 0 'P P and the directions 

of the three axles have the same direction with coordinate 

system
2 2 2 2 2( )S O X Y Z , but the origin of coordinate

3O is 

located at point
0 'P which is the other end of the virtual 

link. The coordinate system
4 4 4 4 4( )S O X Y Z is connected 

with the translational connecting rod of the parallel 

linkage, the origin of coordinate
4O is the point

0 'P and the 

axle
4 4O X is the same to the axle

3 3O X . At last, the 

coordinate system 
5 5 5 5 5( )S O X Y Z is connected on the 

cutter blade to measure the geometric parameters, the axles 

of coordinate system
5 5 5 5 5( )S O X Y Z have the same 

direction to
4 4 4 4 4( )S O X Y Z , and the axle

5 5O X is the 

same to the axle
4 4O X , then

4 5O O D . 

The installation position error of cutter is inevitable, in 

which includes angle deviation and position deviation. 

There are just position deviation between the rack and the 

gear workpiece (the position deviation between point 
gO

and
lO ) being considered. The relative projection position 

between point 
gO and

lO is shown in Figure 5. 
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Fig. 5. The relative projection position between point 
gO and

lO  

In Figure 5, A B C、 、 is the distance between point 

gO and lO atY X Z、 、 direction, respectively.  

0 0 0A B C、 、 were the static initial installation error, 

and xB is the ideal installation size at X direction. Then: 

 

4 5xB R D R O O                                                   (1a) 

0 0 1TA A V A R                                                   (1b) 

Where, 
1 is the rotational angle of the gear 

workpiece;
TV is the feed displacement, 

1TV R . 

3.2. The Cross-Section Shape of Cutting Tool 

In the gear machining, the tool geometry have big 

influence for the forming of the gear tooth surface. The 

tooth surface equation is determined by the tool geometry 

and relative motion relationship between the cutting tooth 

and the gear workpiece. In common research, the effective 

cutting tool section of the cutting tool was taken to study 

the forming process of the gears. 

The cutting tool section was regarded as with sharp 

points in some studies [3-4] when the geometry parameter 

of cutting tool was measured as Figure 6 shows, but in 

other studies [7-8], the cutting tool section was with 

rounded corners as shown in Figure 7. 
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Fig. 6. The shape and parameter of cutting tool with sharp points 
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Fig. 7. The shape and parameter of cutting tool with rounded 
corners 

In the actual production process, the cutting tool with 

sharp points doesn’t exist, and the rounded corners always 

exist due to the factor of design and friction. To close to 

the actual production, the cutting tool with rounded 

corners was adopted to study the tooth surface equation 

and undercutting conditions of the cylindrical gears with 

curvilinear shaped teeth. The cutting tool geometry 

parameters are shown in Figure 7. 

From Figure 7, the equation of cutting tool blade side 

could be shown as Eq. (2a) in the coordinate system

5 5 5 5 5( )S O X Y Z : 
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                                  (2a) 

The chisel edge of cutting tool could be shown as Eq. 

(2b) in the coordinate system
5 5 5 5 5( )S O X Y Z . 
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
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                             (2b) 

The rounded corners of cutting tool could be shown as 

Eq. (2b) in the coordinate system
5 5 5 5 5( )S O X Y Z . 

5 5 55 5 55
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'' '' '' ''

'' cos cos ''

'' ( tan sin ) sin ''

'' 0

F F F F

F F F F F

r x i y j z k
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y b a

z

   

    
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

  


    
     

 (2c) 

where, the l , 'l and '' are expression parameter in the 

parameter-vector equation(2a)-(2c). The range of l , 'l  

and ''  are 0 2 Fl a  , ' 1l   and 

''
2 2

F

 
    , respectively. 

3.3.  Tooth Surface Composition of Cylindrical Gears with 

Curvilinear Shaped Teeth 

From the literature [4, 19], there are three main surface 

in the production process. The three surfaces are work 

surface, tooth bottom surface and dedendum surface, 

respectively. The work surface is processed by the cutting 

tool blade side 
0 2M M , the tooth bottom surface is 

processed by the chisel edge of cutting tool 3 3 'M M , and 

the dedendum surface is processed by the rounded corners 

0 3M M  and 
0 3' 'M M . 

3.4. Surface Equation of the Working Tooth Surface 

From section 2.3, the work surface of the cylindrical 

gears with curvilinear shaped teeth was machined by the 

cutting tool blade side 0 2M M . When the cutting tool 

blade side 0 2M M rotates with the rack as the speed
2 , 

the cutting tool generatrix
1 will be generated. At the 

same time, the gear workpiece rotates as the speed 1 and 

moves with feed speed 1 1v R , then the cutting tool 

generatrix 1 will envelope out the work surface 2 . 

When the cutting tool generatrix
1 moves, the surface

1 will form a family of surfaces 1 in the coordinate 

system 
1 1 1 1 1( )S O X Y Z  by coordinate transformation from 

coordinate system ( )l l l l lS O X Y Z to
1 1 1 1 1( )S O X Y Z . The 

surface
2 is the envelope of the family of surfaces 1

due to the work surface
2 is tangent to 1 everywhere. 

3.4.1. The Cutting Tool Generatrix Equation 

From the above state, the cutting tool generatrix
1

could be obtained by coordinate transformation from

5 5 5 5 5( )S O X Y Z to ( )l l l l lS O X Y Z . 

55l lr M r                                                                    (3) 

Where, 
5lM is the coordinate transformation matrix 

from coordinate system 
5 5 5 5 5( )S O X Y Z  to 

( )l l l l lS O X Y Z : 

2 2

2

2 2

1       0             0      0
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0  sin     cos    0

0      0             0      1
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 
 


 
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 
 

                                   (4a) 
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Take the formula (2a) and (4e) into (3), and the cutting 

tool generatrix
1 could be got as: 
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             (5) 

3.4.2.  Surface Family Equation 

When the gear workpiece moved relative to the rack at 

parameter
1 , the cutting tool generatrix

1 will generate 

a family of surfaces 1 in the coordinate system

1 1 1 1 1( )S O X Y Z . The family of surfaces 1 could be got 

by the following formula (6): 

1 1 llr M r                                                                    (6) 

Where, 
1lM is the coordinate transformation matrix 

from the coordinate system ( )l l l l lS O X Y Z to the 

coordinate system
1 1 1 1 1( )S O X Y Z . 
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sin     cos   0  0

  0            0       1  0

  0            0       0  1

gM

 

 

 
 
 
 
 
 

                             (7a) 

0

0 1

0
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0  0  1            

0  0  0            1

gl

B R D

A R
M

C



   
 

  
 
 
            

           (7b) 

Mark
0( )B B R D    ,

0 1( )A A R   and

0 C C , where 
0 0 0B A C、 、 is the static installation 

error between the coordinate system ( )l l l l lS O X Y Z with 

the coordinate system ( )g g g g gS O X Y Z . 

1 1

   1 1 1 1

1 1 1 1

cos   sin 0  cos sin

sin     cos    0  sin cos
   

  0            0       1              

  0            0       0              1

l g glM M M

B A

B A

C

   

   



  
 

 
 
 
         

(7d) 

Take the formula (7d) and (5) into (6), then the 

equation for family of surfaces 1 could be obtained as 

formula (8) shows: 

 

1 1 11 1 11

1 1 1 2 1 1 2

1 1 1 2 1 1 2

1 2

cos sin sin sin

sin cos cos sin

cos

T

T

T

r x i y j z k

x Q Q R

y Q Q R

z R C

   

   



   


  


  
            

(8) 

Where, 

1 cos FQ l a D B                                   (9a) 

2 ( sin tan )F FQ A l b a                                  (9b) 

3.4.3. Envelope Condition/Meshing Equation 

The family of surfaces 1 is a single parameter 

curved surface with the movement parameter
1 , and the 

surface parameter coordinate of
1 are l and

2 . So the 

family of surfaces 1 was expressed as: 

1 1 2 1( , , )r r l                                                  (10) 

The envelope condition or meshing function could be 

obtained as the formula (11). 

1 1 1

2 1

( , , ) 0
r r r

l  

  


  
                                               (11) 

For the differences of the two sides of generatrix, mark 

the cutting tool generatrix of the right cutting tool blade 

side in Figure 7 is
(1)

1 , and the cutting tool generatrix of 

the left cutting tool blade side is
(2)

1 to convenience study. 

Cutting tool generatrix
(1)

1 forms the family of surfaces

(1)

1 in coordinate system 
1 1 1 1 1( )S O X Y Z  and 

(1)

1  forms 

the family of surfaces
(2)

1 . 

In the present study, just envelope condition for the 

family of surfaces
(1)

1 was deduced. The envelope 

condition of
(2)

1 could be obtained just repeat the 

derivation process again. For the family of surfaces
(1)

1 : 

(1)

1
11 1 1

cos( ) sin( )
r

i j
l

   


    

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(1)

1
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2
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R i j k    




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(12b) 

(1)

1
11 1 2 1 1 2

1

1 1 2 1 1 2 1
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T
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

   


    



   

(12c) 

So, the envelope condition or meshing function of the 

family of surfaces
(1)

1 could be expressed as: 

1 1 1(1)

2 1

2 1 2 2

2 0

1 2

( , , )

  sin [( )cos ( sin )sin ]

  sin [( cos )cos (

      sin tan sin )sin ]

  0

T T

T F

F F T

r r r

l

R R Q Q R

R R l a D B A

R l b a R

 

   

  

    

  
 

  

   

      

    



(13) 
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3.4.4. The Tooth Surface Equation 

From formula (8) and formula (13), the tooth surface 

equation of the cylindrical gears with curvilinear shaped 

teeth processed by parallel translating mechanism could be 

expressed as: 

1 1 2 1

(1)

( , , )

0

r r l   

 

                                                  (14) 

When the installation error is ignored, take the

0 0 0B A C、 、 as 0 and the tooth surface equation in the 

ideal installation parameters could be obtained. 

4. Undercutting Condition of Cylindrical Gears with 

Curvilinear Shaped Teeth Processed by Parallel 

Translating Mechanism 

From literature [7, 19], there will be the condition of 

undercutting when the installation position of cutting tool 

is not correct. And through selecting the installation 

position, the undercutting of the gear could be avoided. 

In the parameters of the tooth surface equation for the 

cylindrical gears with curvilinear shaped teeth processed 

by parallel translating mechanism, the parameters
2,l  are 

surface parameters of the cutting tool generatrix
1 , while 

the parameter
1 is the motion envelope parameters in the 

process processing. From the derivations in [7, 18], there 

are: 

( 1)
2

2

l l l
l

dr dl r
v

l dt dt





 
  

 
                                       (15) 

Find the derivative of envelope condition shown in 

formula (13), we could get: 

2 1

2 1

+ =
d ddl

l dt dt dt

 

 

  


  
                             (16) 

The formula (15) and formula (16) could determine a 

curve L in the coordinate system ( )l l l l lS O X Y Z . Through 

limiting the position of the cutting tool generatrix
1 by 

the curve L , the surface
1 could avoid to cause singular 

points on the surface
2 , so the undercutting is avoided. 

The curve L could be determined by the formula (17): 

2

2 1

2 1

( , )

( , , ) 0

( , , ) 0

l lr r l

l

F F l



 

 

 

   
  


                                              (17) 

Where, 
2 2 2

2 1 1 2 3( , , ) 0F l         is the 

necessary and sufficient condition of appearing the 

undercutting and singular points existing on the surface

2 . 1 2 3 4   、 、 、  could be expressed, respectively, 

as: 
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5. 3-D Model of Cylindrical Gears with Curvilinear 

Shaped Teeth 

To study the machining process, tooth surface molding 

method and the tooth surface features of the cylindrical 

gears with curvilinear shaped teeth processed by parallel 

translating mechanism, the relevant program was compiled 

by Open Grip and operated in 3-D software. The 

parameters were shown in Table 1. Figure 8 is a 3-D 

model of the gear pair. 

Table. 1. Gear parameters in simulation processing 

Parameters Pinion Gear 

Number of teeth 25 36 

Modulus 4 4 

Pressure angle 20 20 

Tooth width 60 60 

Tooth line radius 150 150 
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Fig. 8. 3-D model of gear pair 

From the model in Figure 8, the mathematical model 

correctness of the cylindrical gears with curvilinear shaped 

teeth processed by parallel translating mechanism could be 

verified. Using the interference inspection tool in the 

software, there is no interference phenomenon in the gear 

pair shown in Figure 8, and the meshing transmission 

requirements could be achieved. 

6. Conclusions 

In the present paper, taking the cylindrical gears with 

curvilinear shaped teeth processed by parallel translating 

mechanism as the research object, the parallel translating 

mechanism was taken as a parallel linkage mechanism, 

then the virtual rotation connecting rod was considered 

between the static link and the cutting tool. 

1. The relevant coordinate systems were established and 

the tooth surface equation of the cylindrical gears with 

curvilinear shaped teeth was deduced by differential 

geometry and the method of matrix transformation. 

2. The envelope condition of the tooth surface equation 

was analyzed. Based on the research in the literature 

[19], the undercutting condition of the cylindrical gears 

with curvilinear shaped teeth was revealed. 

3. The process of the machining process for the 

cylindrical gears with curvilinear shaped teeth was 

simulated by Grip programming language. The 3-D 

model of cylindrical gears with curvilinear shaped teeth 

was got. 

From the present paper, some theoretical basis could be 

provided to the processing error analysis of the cylindrical 

gears with curvilinear shaped teeth. 
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Abstract 

Robotic manipulators used in heavy industries, such as the automotive industry, are generally bulky. Driving such 

manipulators requires large actuators. In many cases, manipulators hardly carry any significant load compared to their sizes, 

such as those used for performing spot welding. However, the manipulators are oversized to avoid vibrations caused by high 

input command profiles. Lighter flexible manipulators, on the other hand, are superior in terms of cost and energy 

consumption. However, size reduction comes at a price of slower performance in order to reduce inertia induced vibrations. 

In the present work, a command shaping strategy is developed to facilitate operating flexible manipulators at higher speeds 

while eliminating inertia excited vibrations. The strategy is based on input shaping techniques complemented with a multi-

mode frequency modulation control system. The performance of the proposed strategy is demonstrated on a thin beam model 

of a robotic arm, using numerical and finite element simulations. 
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1. Introduction 

In heavy industries, such as the automotive industry, 

robotic manipulators are generally heavy and bulky. Many 

of those manipulators perform tasks that do not involve 

carrying or moving large payloads. As a matter of fact, 

some manipulators do not carry any load. They just 

perform assembly tasks, such as robots used for welding, 

drilling, etc. Industrial robots are made bulky for one main 

purpose; to guarantee positioning accuracy of their end 

effectors. Geometrical oversizing of robotic manipulators 

boosts their stiffness and reduces vibrations that may 

compromise operations precision. As a result, industrial 

robots require large powerful actuators that consume 

excessive amounts of energy. 

Although energy efficient, the structural flexibility of 

light weight manipulator is a major drawback. Light 

weight manipulators operate at lower speeds, compared to 

their heavy counterparts, to avoid inertia excited 

vibrations. Structural flexibility of light manipulators 

compromises operations precision [1]. Bearing in mind 

that operations in many heavy industries are continuous all 

year long, the amount of energy savings through the use of 

light manipulators is substantial. The slow operation speed 

penalty can be elevated by implementing control systems 

that eliminate vibrations in light manipulators operating at 

high speeds comparable to those achievable by heavy 

manipulators. 

It is for such reasons that the dynamics and vibration 

control of beams have received large attention during the 

past few decades. Ample literature is published on the 

vibration and control of flexible structures [2, 3]. Many 

control strategies have been investigated for the control of 

flexible manipulators including optimal control, adaptive 

control, fuzzy logic control, neural networks, input 

shaping, and others [4-10]. Research included the 

implementation of dominant mode linear and nonlinear 

vibration control of flexible structures [6], and multimode 

simultaneous control for more flexible structures when the 

dominant mode approach is insufficient [7]. 

Open-loop control systems are ideal for the elimination 

of inertia excited vibrations. One of the most common and 

practical open-loop control systems is known as input 

shaping [11]. Inertia excited vibrations are eliminated by 

deriving command signals to actuators that mitigate their 

own excited vibration. Input shaping technique is based on 

* Corresponding author e-mail: ziyad.masoud@gju.edu.jo. 
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convolving a sequence of impulses with a general input 

command. The impulses are precisely timed so that the 

convolved command eliminates its own excited vibration 

at the conclusion of the command. Essential concepts of 

input shaping were published and patented by Gimpel and 

Calvert in 1952 and by Calvert and Gimpel in 1957 [12, 

13]. Because of its sensitivity to modeling uncertainty, 

input shaping was not widely used until it was made 

popular by the work of Singer and Seering [14] and Singer 

et al. [15] on robust input shaping methods. Since then, 

research on input shaping control surged to include 

different input shaping techniques for single mode and 

multimode flexible structures such as Zero-Vibration 

(ZV), Zero-Vibration-Derivative (ZVD), Zero Vibration 

Derivative (ZVDD), Specified Insensitivity (SI), and 

Extra-Insensitive (EI) input shapers [11, 16]. 

As flexible structures, robotic arm are multimode 

vibrating systems. Controlling these systems commands 

the use of multimode input shaping schemes. Multimode 

input shapers can be classified into two main groups; 

convolved shapers and simultaneous shapers. Convolved 

shapers involve convolving multiple sequences of 

impulses, each sequence targeting one vibration mode of a 

multimode system [17-20]. However, in some cases, the 

frequencies involved may be so high that convolved input 

shapers become practically inapplicable due to bandwidth 

limitations [18]. Simultaneous shapers may produce faster 

response, however, they generally exhibit lower robustness 

compared to convolved shapers [21-23]. Shapers may 

involve positive and negative impulses [24, 25]. Input 

shapers containing negative impulses have several 

advantages [26, 27]. 

Input shaping can be implemented as a standalone 

control strategy, or as a hybrid combination with other 

control strategies for improved robustness [4, 28]. 

Standalone multimode input shapers suffer an 

implementation drawback due to the large number of 

impulses involved in their designs. Depending on the 

control hardware used, mismatch between impulses and 

sampling rates may result in performance degradation [17, 

21, 22]. To overcome this drawback, hybrid combinations 

of single-mode input shaping with other control strategies 

are utilized including combining single-mode shapers with 

different types of filters, such as notch, low-pass, band-

stop, and time-delay filters [29-34]. An optimization 

technique taking into consideration hardware sampling 

rates was derived by Alghanim et al. [35] in an attempt to 

overcome this problem. 

Pre-shaped command techniques are used to overcome 

excessive impulses in an input command. Continuous 

smooth commands may reduce or eliminate impulses in 

shaped commands. Erkorkmaz and Altintas [36] used 

quintic spline trajectory generation algorithm to generate 

continuous position, velocity, and acceleration profiles for 

high speed CNC systems. Xie et al. [37] introduced a 

method to reduce vibration in flexible systems by 

smoothing the original command. Wave-form commands 

were also used to reduce the number of impulses and jerks 

in shaped input commands [38-41]. 

To reduce the number of impulses in multimode input 

shapers, Singh and Heppler [18] showed that a single-

mode shaper can eliminate vibrations at all frequencies 

that are odd-multiples of the design frequency of the 

single-mode shaper used. Their trials were based on 

finding a common frequency such that all modes of a 

multimode system are odd-multiples of this frequency. 

However, there were no guarantees that such a frequency 

existed in a multimode system. Later, single-mode pre-

shaped commands were implemented on an approximate 

model of a two-mode system for which such a common 

frequency exists [28]. Virtual feedback system was used to 

match the response of the exact model of the system to the 

approximate model. Another attempt, known as frequency-

modulation input shaping, was based on modifying the 

frequencies of a multimode system using model-based 

feedback to the point where such a common frequency 

exists [42, 43]. 

In the present study, a flexible Euler-Bernoulli hanging 

beam is used to model a robotic arm. Flexible beams 

exhibit broad spectrum of resonant frequencies. This wide 

spectrum makes the use of multimode impulse shapers 

impractical. This paper describes a multimode frequency-

modulation input shaping strategy used to shape 

acceleration commands to the base of the robot arm model. 

Model-based feedback is used to modulate the frequencies 

of the beam so that all higher mode frequencies become 

odd-integer multiples of the fundamental frequency of the 

feedback model. Single-mode input shaping techniques are 

implemented to eliminate vibrations in all modes of the 

model simultaneously. Input commands to the plant of the 

feedback system are used as inputs to the base of the 

physical model. The main advantage of the frequency-

modulation input shaping strategy is that only one single-

mode input shaper is needed to eliminate vibrations in all 

modes of the system. Numerical simulations and finite 

element simulations, using Abaqus-v6.12 FEA package, 

demonstrate the effectiveness of the proposed strategy. 

2. Single-Mode Input Shaping 

Input shaping is a technique used to eliminate inertia 

excited vibrations in dynamic systems. A general 

command signal is convoluted with a sequence of impulses 

to produce a shaped command that results in zero residual 

vibrations. Although input shapers have been developed 

earlier for multimode systems, they are hard to implement 

due to the large number of fast input impulses involved. 

Single mode input shapers are easier to implement. Several 

single input shaping techniques have been developed over 

the past two decades. The most practical input shapers in 

the literature are the Zero-Vibration (ZV) input shaping, 

Fig. 1(a), and the robust Zero-Vibration-Derivative (ZVD) 

input shaping [16], Fig. 1(b). This is due to the reduced 

number of impulses involved. 
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Figure 1. (a) Zero-Vibration (ZV) input shaping and (b) Zero-Vibration-Derivative (ZVD) input shaping. 

Zero-Vibration input shaping is based on convoluting a 

general input command with a sequence of two impulses, 

where the response to the second impulse mitigates the 

vibration excited by the first impulse. The impulses are 

separated by half the vibration period of the system. The 

ZV input shaping matrix is 

ZV = [
𝐴𝑖
𝑡𝑖
] = [

1

𝐾+1

𝐾

𝐾+1

0
𝜏𝑑

2

]                                        (1) 

where 𝐴𝑖 and 𝑡𝑖 are the 𝑖𝑡ℎ impulse amplitude and impulse 

time, respectively, τd is the damped period of the system, 

and 

𝐾 = 𝑒−𝜁𝜋/√1−𝜁
2
                                                  (2) 

where ζ is the damping ratio. 

The ZVD input shaper includes three timed impulses 

separated by half the vibration period of the system. The 

ZVD matrix is 

ZVD = [
𝐴𝑖
𝑡𝑖
] = [

1

1+2𝐾+𝐾2

2𝐾

1+2𝐾+𝐾2

𝐾2

1+2𝐾+𝐾2

0
𝜏𝑑

2
𝜏𝑑

]      (3) 

The ZV input shaper is a non-robust shaper, but it is the 

shortest in terms of its time duration. The ZVD input 

shaper is a robust shaper. The robustness of the ZVD 

shaper comes at a price of longer shaper duration. It is 

important here to emphasize that the aim of the proposed 

FM input shaping strategy is to be able to eliminate all 

modes of vibration of the system using one single-mode 

shaper. It is not a goal of the proposed FM input shaping 

strategy to enhance robustness nor is it a goal to increase 

the speed of the shaping technique used. 

3. Multimode Frequency-Modulation Input Shaping 

In multimode systems, a shaped command signal that 

eliminates vibrations of the first mode can eliminate 

vibrations in other modes provided that the frequencies of 

those modes are odd-integer multiples of the frequency of 

the first mode. Frequency-modulation [42, 43] can be used 

to modulate the frequencies of the system model to the 

point where the above odd-integer multiples condition is 

satisfied. In the present work, this task will be performed 

using model-based feedback strategy. Once the odd-

integer multiple frequency condition is satisfied, virtually, 

any single-mode input shaping technique can be used to 

produce a shaped motion command for the multimode 

system. The command signal to the plant of the feedback 

system is used to drive the multimode system, Fig. 2.  

 

Figure 2. Schematic block diagram of frequency-modulation 

input shaping. 

The FM input shaper, consists of two sequential stages; 

frequency-modulation, then input shaping. In the 

frequency-modulation stage, model-based feedback is used 

to satisfy the odd-multiple frequencies condition. The 

resonant frequencies of model-based feedback system are 

modulated to the point where all higher modes frequencies 

become odd-multiples of the first mode frequency. The 

single-mode input shaper used will be designed using the 

primary resonant frequency of the feedback model. 

The main advantage of the Frequency-Modulation 

(FM) input shaping strategy is that only one single-mode 

input shaper is needed to eliminate vibrations in all modes 

of the system. This reduces the number of impulses 

involved in shaping process. 

4. Illustrative Example 

The performance of the FM input shaper is 

demonstrated on a thin hanging beam model of a robotic 

manipulator, Fig. 3. This type of manipulators is 

commonly used for pick and place maneuvers. A thin 

rectangular cross-section is used to magnify the vibration 

problem. The material of the beam is stainless steel. The 

material properties and geometric dimensions of the beam 

are; material density 𝜌 = 8030 kg/m3, Young's modulus 

of elasticity 𝐸 = 193 GPa, beam length 𝑙 = 1 m, thickness 

ℎ = 0.65 mm, and width 𝑤 = 26 mm. The slenderness 

ratio is 𝑠 = 5330. Both numerical and finite-element 

simulations are used. 
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4.1. Mathematical Model 

Consider a uniform flexible hanging beam, mounted on 

a horizontally sliding base. To derive the equation of 

motion for the lateral vibrations of the beam, the kinetic 

energy is assumed to be entirely due to translation. The 

governing partial differential equation of motion is [44-

46]. 

 

Figure 3. Hanging beam model. 

𝐸𝐼
𝜕4𝑤(𝑥, 𝑡)

𝜕𝑥4
+𝑚

𝜕2𝑤(𝑥, 𝑡)

𝜕𝑡2
− 

𝑚𝑔
𝜕

𝜕𝑥
[(𝑙 − 𝑥)

𝜕𝑤(𝑥,𝑡)

𝜕𝑥
] = −𝑚

𝑑2𝑢(𝑡)

𝑑𝑡2
                        (4) 

where E is the Young's modulus of elasticity, I is the area 

moment of inertia of the beam's cross-section, m is the 

mass per unit length, l is the beam length, and g is the 

gravitational acceleration. The boundary conditions 

associated with the given beam support are [47] 

𝑤(𝑥, 𝑡) = 0
𝜕𝑤(𝑥, 𝑡)

𝜕𝑥
= 0

} 𝑥 = 0 (5) 

𝜕2𝑤(𝑥, 𝑡)

𝜕𝑥2
= 0

𝜕3𝑤(𝑥, 𝑡)

𝜕𝑥3
= 0}

 

 
𝑥 = 𝑙 (6) 

There is no closed-form solution to the differential 

equation of motion, Eqs. (4) – (6). However, the given 

system is a conservation self-adjoint system. We propose 

to derive an approximate solution in conjunction with 

Rayleigh-Ritz method. To this end, we assume a separable 

solution in x and t as 

𝑤(𝑥, 𝑡) =∑𝜙𝑖(𝑥)𝑞𝑖(𝑡)

𝑛

𝑖=1

= 𝚽𝑇(𝑥) 𝐪(𝑡) (7) 

in which 𝚽(𝑥) = [𝜙1(𝑥),  𝜙2(𝑥), … ,  𝜙𝑛(𝑥)] is an n-

vector of comparison functions of a complete set and 

𝐪(𝑡) = [𝑞1(𝑡),  𝑞2(𝑡), … ,  𝑞𝑛(𝑡)] is an n-vector of 

generalized coordinates. We propose to use the 

eigenfunctions of a cantilever beam in free vibration as 

comparison functions in this analysis since they satisfy all 

the boundary conditions in Eqs. (5) and (6). Those 

eigenfunctions are 

𝜙𝑖(𝑥)
= cosh(𝛽𝑖𝑥) − cos(𝛽𝑖𝑥)

−
cosh(𝛽𝑖𝑙) + cos(𝛽𝑖𝑙)

sinh(𝛽𝑖𝑙) + sin(𝛽𝑖𝑙)
[sinh(𝛽𝑖𝑥)

− sin(𝛽𝑖𝑥)] 

(8) 

The values of 𝛽𝑖  are determined by the characteristic 

equation 

cos(𝛽𝑖𝑙) cosh(𝛽𝑖𝑙) = −1 (9) 

Substituting Eq. (7) into the equation of motion Eq. (4), 

pre-multiplying by 𝚽(𝑥), and integrating over the whole 

length of the beam, we obtain the spatially discretized 

equations of motion 

𝑀q̈(𝑡) + 𝐾q(𝑡) = f 𝑢̈(𝑡) (10) 

where 

𝑀 = ∫ 𝑚𝚽𝚽𝑇
𝑙

0

𝑑𝑥 

𝐾 = ∫ 𝚽𝐿𝚽𝑇𝑙

0
𝑑𝑥                                                   (11) 

𝐟 = −∫ 𝑚𝚽
𝑙

0

𝑑𝑥 

are the mass and stiffness matrices, L is the stiffness 

operator, and f is the generalized force vector. 

𝐿 = 𝐸𝐼
𝑑4

𝑑𝑥4
−𝑚𝑔

𝑑

𝑑𝑥
[(𝑙 − 𝑥)

𝑑

𝑑𝑥
] (12) 

The natural frequencies can be obtained by solving the 

eigenvalue problem 

𝐾𝐩𝑖 = 𝜆𝑖𝑀𝐩𝑖 
 

(13) 

where 𝜆𝑖 = 𝜔𝑖
2 and 𝐩𝑖 are the eigenvectors (𝑖 = 1, 2,… , 𝑛). 

The eigenvectors are orthogonal with respect to M and K 

and are normalized to satisfy 

𝐩𝑗
𝑇𝑀𝐩𝑖 = 𝛿𝑖𝑗  ,     𝐩𝑗

𝑇𝐾𝐩𝑖 = 𝜆𝑖𝛿𝑖𝑗  ,      

𝑖, 𝑗 = 1, 2, … , 𝑛 
(14) 

The discretized system of equations of motion Eq. (10) 

can further be decoupled. We consider a solution in the 

form 

𝐪(𝑡) = 𝑃𝛈(𝑡) (15) 

in which 𝑃 = [𝐩1, 𝐩2, … , 𝐩𝑛, ] is a eigenvectors matrix and 

𝛈(𝑡) is a vector of modal coordinates. Introducing Eq. 

(15), pre-multiplying by PT and using the orthonormality 

relations, Eq. (14), we obtain the modal equation 

𝛈̈(𝑡) + Λ𝛈(𝑡) = 𝐛𝑢̈(𝑡) (16) 

where Λ = diag(𝜆1, 𝜆2, ⋯ , 𝜆𝑛) and 

𝐛 = 𝑃𝑇𝐟 (17) 

is the modal force vector. Equation (16) represents a 

system of n-number of independent equations of motion.  



 © 2016 Jordan Journal of Mechanical and Industrial Engineering. All rights reserved - Volume 10, Number 3  (ISSN 1995-6665) 

 

183 

4.2. Frequency Modulation 

The resonant frequencies of the model-based feedback 

system in Fig.2 are modulated to the point where all higher 

modes frequencies become odd-multiples of the first mode 

frequency as 

𝜔̃𝑖 = 𝑟𝑖𝜔1 𝑟𝑖 = 2, 3, … , 𝑛 𝑟𝑖 ∈ (2𝑁 + 1) (18) 

Either one of the discretized models of the hanging 

beam in Eqs. (10) and (16) can be used as a model in the 

feedback system. However, The model in Eq. (10) requires 

a feedback of the generalized coordinates 𝐪(𝑡). The 

response of any generalized coordinate may include 

components in all resonant frequencies of the hanging 

beam. Using such feedback may be undesirable due to its 

wideband of frequency content. Therefore, we will choose 

to work with the decoupled discretized model in Eq. (16) 

since this model gives us control over the frequency 

content in the feedback signal. Based on the hanging beam 

model in Eq. (16), a feedback law in the following form is 

used: 

𝑢̈(𝑡) = ∑𝑎𝑖

𝑛

𝑖=1

𝜂̈𝑖(𝑡) = 𝒂
𝑇𝛈̈(𝑡) (19) 

where 𝑎 = [𝑎1, 𝑎2, … , 𝑎𝑛−1, 0]
T is the feedback gains 

vector. Note that the highest frequency mode is not 

included to minimize high frequency content in the 

feedback signal. Substituting Eq. (19) into Eq. (16) as 

𝛈̈(𝑡) + Λ𝛈(𝑡) = 𝐛𝒂𝑇𝛈̈(𝑡) (20) 

the eigenvalue problem becomes 

|Λ − 𝜆(𝐼 − 𝐛𝒂𝑇)| = 0 (21) 

where I is the (𝑛 × 𝑛) identity matrix. The modulated 

frequencies 𝜔̃𝑖 must satisfy the characteristic equation 

(𝜆 − 𝜔̃1
2)∏(𝜆 − 𝑟𝑖

2𝜔̃𝑖
2)

𝑛

𝑖=2

= 0 (22) 

where 𝑟𝑖 are the odd-integer frequency ratios. Initial 

selection of the targeted frequency ratios are determined 

by rounding the exact frequency ratios of the hanging 

beam model to the nearest odd-integers as 

𝑟𝑖 = 2 round [
1

2
(
𝜔𝑖
𝜔1

− 1)] + 1  (23) 

𝑖 = 2, 3, … , 𝑛  where 𝑟1 = 1.   

4.3.  Numerical Simulations 

To validate the performance of the FM input shaping 

strategy, simulations are performed using a 0.6 m 

maneuver with the maximum velocity set to 0.3 m/s and a 

maximum unshaped acceleration of 0.9 m/s2. Time-

Optimal Rigid-Body (TORB) acceleration command is 

used as a basic unshaped input command to the FM input 

shaper. Simulations are performed using both; ZV and 

ZVD primary input shapers. 

Since the energy and mode participation of higher 

modes is minimal, a three-mode discretized model of the 

beam is used, which is a common practice in simulating 

transverse vibrations of beams. Given the beam properties 

described above, the inertia and stiffness matrices, M and 

K are 

𝑀 = [
0.1357 0 0
0 0.1357 0
0 0 0.1357

] 

𝐾 = [
3.510 −0.5620 −1.427
−0.5620 67.26 2.515
−1.427 2.515 470.3

] 

The natural frequencies of the first three modes of the 

hanging beam, using Eq. (13) are 

𝜔1 = 5.079 rad/s 
𝜔2 = 22.26 rad/s 
𝜔3 = 58.87 rad/s 

(24) 

The associated modal matrix is 

𝑃 = [
1.000 −0.008677 −0.003064

0.008696 1.000 0.006244
0.003009 −0.006271 1.000

] (25) 

According to Eq. (16), the three decoupled modal 

equations of motion of the beam are 

𝛈̈ + [
25.80 0 0
0 495.6 0
0 0 3466

] 𝛈

= [
−0.7875
−0.4255
−0.2546

] 𝑢̈(𝑡) 

(26) 

Based on the feedback control law of the frequency-

modulation stage, Eq. (19), the feedback control law for 

the three-modes discrete model of the beam is 

𝑢̈(𝑡) = 𝑎1𝜂̈1 + 𝑎2𝜂̈2 (27) 

Given the model frequencies Eq. (24), the frequency 

ratios are 𝜔2/𝜔1 = 4.383 and 𝜔3/𝜔1 = 11.59. According 

to the rounding scheme in Eq. (23), the target modulated 

frequency ratios are 𝑟2 = 5 and 𝑟3 = 11. Substituting the 

control law, Eq. (27), into the characteristic equation (21), 

and substituting the frequency ratios 𝑟𝑖 into the 

characteristic equation of the modulated system Eq. (22), 

and solving both equations simultaneously, the first mode 

modulated frequency and the feedback gains are 

𝜔̃1 = 5.352 rad/s 
𝑎1 = −0.1283 

𝑎2 = −0.6479 

(28) 

Input shapers are designed for the first mode of the 

modulated feedback system 𝜔̃1. Assuming undamped 

dynamic response, the ZV and ZVD input shapers, Eqs. (1) 

and (3) are 

ZV = [
0.5 0.5
0 0.5870

] (29) 

ZVD = [
0.25 0.5 0.25
0 0.5870 1.174

] (30) 

Modal response of the discrete model in Figs. 4(b) and 

5(b) demonstrate successful elimination of vibrations in all 
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modes of the discrete model using both ZV and ZVD 

primary input shapers. However, due to the fact that the 

modulated second-mode frequency is five-times faster than 

the first-mode, high frequency content is included in the 

command signal of Eq. (27). This is reflected on the 

acceleration commands in the form of high command 

fluctuations in Figs. 4(a) and 5(a). 

To overcome this problem, the modulated second mode 

frequency is brought closer to the modulated first mode 

frequency by setting the second-mode frequency ratio to 

𝑟2 = 3. The first mode modulated frequency and the 

control law gains become 

𝜔̃1 = 5.352 rad/s 
𝑎1 = −0.1198 

𝑎2 = 1.940 

(31) 

As expected, maintaining a fixed frequency ratio 

between the highest and the lowest modes of the system, in 

this case 𝑟3 = 11, regardless of the intermediate frequency 

ratio, 𝑟2, the modulated first mode frequency remains the 

same. Only the feedback gains of the control law change. 

Therefore, input shapers Eqs. (29) and (30) are applicable. 

The frequency content and fluctuations in the 

acceleration commands in Figs. 6(a) and 7(a) dropdown 

significantly as a result of the lower frequency feedback 

command signal. To investigate further possible 

improvement in the command profile, the second mode 

frequency is set equal to the first mode frequency by 

setting the second-mode frequency ratio to 𝑟2 = 1. The 

first mode modulated frequency and the control law gains 

become. 

𝜔̃1 = 5.352 rad/s 
𝑎1 = −0.01323 

𝑎2 = 34.29 

(32) 

Setting the second-mode frequency ratio to 𝑟2 = 1 

means that the feedback will have single frequency 

content, which is the lowest frequency of the modulated 

system. The effect of this frequency reduction is observed 

clearly in the much smoother acceleration commands in 

Figs. 8(a) and 9(a). However, this also means that the 

modulated system exhibits a double-root at the lowest 

frequency. The ZV input shaping technique fails in this 

case, Fig. 8. However, the ZVD input shaping technique 

continues to perform successfully due to its reduced 

sensitivity to double-roots in the system, Fig. 9. 

 

 

 

 

 

 
Figure 4. (a) Shaped acceleration and (b) modal response using a ZV primary shaper and a modulated second mode ratio of 𝑟2 = 5. 

 

  
Figure 5. (a) Shaped acceleration and (b) modal response using a ZVD primary shaper and a modulated second mode ratio of 𝑟2 = 5. 
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Figure 6. (a) Shaped acceleration and (b) modal response using a ZV primary shaper and a modulated second mode ratio of 𝑟2 = 3. 

 

  
Figure 7. (a) Shaped acceleration and (b) modal response using a ZVD primary shaper and a modulated second mode ratio of 𝑟2 = 3. 

 

  
Figure 8. (a) Shaped acceleration and (b) modal response using a ZV primary shaper and a modulated second mode ratio of 𝑟2 = 1 

 

  
Figure 9. (a) Shaped acceleration and (b) modal response using a ZVD primary shaper and a modulated second mode ratio of 𝑟2 = 1. 

 

 

4.4. Finite Element Simulations 

The finite element analysis simulations are performed 

using the commercial FEA software Abaqus, version 6.12. 

The analysis consists of two steps. In the first step, a linear 

perturbation procedure is performed to calculate the 

natural frequencies and corresponding mode shapes. In the 

second step, a transient modal dynamic linear perturbation 

analysis that utilizes modal superposition is conducted. 

Abaqus/Standard implicit integration technique is used in 

this work. The reason for choosing Abaqus/Standard 

instead of Abaqus/Explicit is due to its ability to model 

low speed dynamic events with high accuracy at 

reasonable computational cost. On the other hand, 
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Abaqus/Explicit is particularly suitable for high speed 

dynamic events and applications where severe contact 

exists such as crash tests. 

Two node planar beam elements that use linear 

interpolation with lumped mass formulation are utilized. 

The first three modes obtained are in Fig. 10. These 

elements use Timoshenko beam theory that allows for 

transverse shear deformation. A mesh convergence study 

is performed to ensure accurate results with a mesh that is 

sufficiently dense yet not overly computational expensive. 

As a result, the beam is modeled using 200 two node 

planar beam elements. 

 
Figure 10. First three modes of the finite element model of a 

hanging beam 

The default eigenvalue extraction method used in 

Abaqus is the Lanczos method. In this method, a set of 

Lanczos runs are performed. Each run consists of a 

number of iterations called steps. In each run, the spectral 

transformation, which allows rapid convergence to the 

desired eigenvalues, is applied. Further details about the 

Lanczos algorithm are available in [48]. 

The first three frequencies of the FEA model are 

𝜔1 = 5.078 rad/s, 𝜔2 = 22.25 rad/s, and 𝜔3 =
58.85 rad/s. These values are in excellent agreement with 

those obtained using the discretized model Eq. (13). 

The simulation cases, performed using the discrete 

model of the hanging beam, are repeated using the finite 

element model of the beam. The beam-tip deflection in all 

cases is shown in Fig. 11. Results in Fig. 11 demonstrate 

excellent match between the discrete model and the finite 

element model simulations. The fact that the FM input 

shaper designed using a three-mode linear approximation 

of an Euler-Bernoulli beam retains its successful 

performance on a finite element Timoshenko model of the 

hanging beam demonstrates a strong robustness of the FM 

input shaping technique to modeling uncertainties. 

 

 

 
 

 
Figure 11. (a) Beam tip deflection of the finite element model (FEM) and the discrete model (DM) using frequency-modulation with (a) a 

primary ZV shaper and (b) a primary ZVD shaper for different modulated second mode frequency ratios. 
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5. Discussion and Conclusions 

Multimode frequency-modulation input shaping is a 

control strategy developed to overcome one major 

drawback of multimode input shaping techniques. 

Multimode convolved input shaping techniques are 

derived from the convolution of several single-mode input 

shapers, each targeting a specific frequency. Convolved 

input shapers intended for high frequencies tend to be 

impractical due to the high rate of impulses required and 

the bandwidth limitations on systems' actuators. Inherent 

time delays in most multimode systems further 

compromise the performance of those high-frequency 

input shapers. Simultaneous multimode input shapers tend 

to be slower, and require high number of shaping impulses 

depending on the order of the system. These impulses 

result in practically undesirable jerky input commands. 

Multimode FM input shaping strategy uses only one 

single-mode input shaper designed for the slower first 

mode frequency of the system. Using a single mode input 

shaper minimizes the number of impulses involved in the 

shaping process. Frequency-modulation facilitates 

eliminating all modes of vibrations of a multimode system 

simultaneously. 

In this frequency-modulation strategy, the selection of 

the design set of frequency ratios that satisfy the odd-

multiple frequencies condition is flexible. The ratios can 

be selected to meet certain design performance. In the case 

of the flexible manipulator presented, the design 

requirement was to reduce shaped input fluctuations, 

which is a desirable feature in most systems since 

smoother commands are easier to produce and follow. 

Smooth commands with minimum fluctuations can be 

achieved by imposing a double-root condition at the lowest 

frequency of the modulated system. However, it is 

imperative that a robust primary input shaping technique is 

used in conjunction with frequency-modulation.  

It is important here to emphasize that the multimode 

FM input shaping may be implemented using different 

primary input shapers, and is not limited to the ZV and 

ZVD input shaping techniques. The proposed strategy is 

not intended for enhancing performance of input shaping 

techniques, rather it is intended to reduce the number of 

input shapers required to eliminate all modes of vibration 

of the system.  

Simulation results show that the performance of the 

proposed strategy is as effective and as stable as the 

primary input shaping technique used in conjunction with 

the FM stage. Results show that the proposed multimode 

FM input shaping is not vulnerable to modeling 

uncertainties and omitted nonlinearities. This can be 

concluded by the excellent match between the simulation 

results using a linear Euler-Bernoulli model and the results 

obtained using a Timoshenko finite element model of a 

hanging beam. 
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Abstract 

Aluminum Metal Matrix Composites (AMMCs), reinforced with particulates, have marked their importance in many 

engineering applications because of low wear rate and a significant hardness. In the present work, AA7075 metal matrix 

composite materials, varying in the particle percentage of TiC reinforcement, were prepared by stir casting procedure and 

optimized volumetric wear at different parameters such as particle percentage of TiC, sliding speed and sliding distance. The 

specimens were examined Scanning Electron Microscope (SEM). Through Taguchi’s technique, a plan of experiment 

generated and it is used to conduct experiments based on L27 orthogonal array. The developed ANOVA used to find the 

optimum wear under the influence of percentage of TiC, sliding speed, sliding distance. In all the cases, matrix material 

shows a higher volumetric wear rate than composites. 8 wt % of TiC composites show a lower volumetric wear rate (535.58 

mm3/sec) at minimum sliding distance and maximum sliding velocity of 1Km  2.61m/s, respectively. 
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1. Introduction 

The permanent and rising demand for lightweight 

materials in automotive, aerospace, and defense 

applications has drawn the attention of researchers for 

improved fuel economy and cleaner emissions. Metal 

Matrix Composites (MMCs) are suitable for such 

applications provide good damping properties along with 

strength, thermal conductivity, and low coefficient of 

thermal expansion [1-3]. In the field of automobile, MMCs 

are used for cylinder block, brake drum, and pistons 

because of improved corrosion resistance and wear 

resistance [4-5]. MMCs have a stupendous benefit in 

producing materials with different combinations of 

stiffness and strength; where in particular, composites are 

extensively used due to easy fabrication and low cost. 

Among all, aluminum composites are utilized in many 

engineering fields because they possess a number of 

mechanical and physical properties that make them 

outstanding for automotive applications [6]. 

 

 

 

 

 

Even though MMCs offer superior properties than 

monolithic materials, they have not been widely applied in 

structural applications due to the difficulty of fabrication 

[7]. Fabrication of MMCs has several challenges, such as 

porosity formation, poor wettability and improper 

distribution of reinforcement. This can overcome by an 

attractive processing method for fabrication that is 

conventional stir casting, as it is moderately inexpensive 

and offers wide range of materials and processing 

circumstances. Due to stirring accomplishment of particles 

into melts, stir casting offers better matrix particle bonding 

[8]. Bhargavi et al. [9] successfully fabricated composite 

material through stir casting technique and identified the 

improved mechanical properties with uniform distribution 

of reinforced particles. 

The quantity, a desired kind and distribution of the 

reinforcement components, depends on the selection of a 

suitable process engineering that is the matrix alloy and its 

application [10]. Thus, reinforcing aluminium with hard 

ceramic particulates, fibers, or whiskers for the 

development of Aluminium Metal Matrix Composites 

(AMMCs) has a series of excellent properties, i.e., high 

hardness, stability and low density [11]. Among the variety 
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of aluminium alloys, Al7075 is quite an accepted choice as 

a matrix material to prepare metal matrix composites 

owing to its enhanced formability characteristics and the 

option of change of the strength of composites through 

heat treatment [12-14]. A modified stir casting method was 

engaged to manufacture Al7075 alloy with TiB2 particles. 

The molten material, which is in semisolid state at near 

liquidus was stirred to disperse the particles that were 

added. It includes three-stage process where finally, the 

dissolution rate and the growth rate of a-Al reached 

equilibrium [15]. A Transmission Electron Microscopy 

(TEM) study of the electrochemical interactions between 

constituent particles and the alloy matrix was conducted on 

2024-T3 and 7075-T6 aluminum alloys to improve 

understanding particle-induced pitting corrosion in these 

alloys. By using the stir casting method, Al7075-flyash 

composite was effectively made-up by adding Mg to 

improve the wettability of a flyash particle so that these 

composites could be used in those sectors where low 

weight and superior mechanical properties are necessary as 

such as in automobile and space industries [16]. The use of 

ceramic materials are as reinforcement for the matrix 

Al7075 in various properties can lead to more efficient 

MMCs, which enhanced mechanical and tribological 

properties [17].  Al7075 alloy and their composites have 

been effectively developed through the stir casting based 

liquid processing route with dispersion of basalt fiber, it 

significantly improves the hardness, yield strength and the 

ultimate tensile strength of Al7075 [18]. Aluminium metal 

matrix composites reinforced with graphite (Gr) and SiC 

particles fabricated by liquid materallurgy method. It 

shows that graphite particles are efficient agents in 

escalating dry sliding wear resistance of Al/SiCp 

composite [19]. MMCs are having more advantages 

because of better mechanical properties. The heat 

treatment specimens were generated hard and unbrittle 

phases in topcoat due to which an increase in hardness and 

wear resistance was observed and mass loss has been 

decreased when compared to untreated substrate [20]. The 

wear rate of quenched specimen is very low due to the 

existence of shielding oxide coating layer formed during 

heat treatment and due to the existence of acicular 

martensitic structure (retained beta) in its microstructure 

[21]. Dry Sliding Wear Behavior of Al7075 Reinforced 

with Titanium Carbide (TiC) was studied in a previous 

article [22]. 

Wear is frequently appearing industrial problems, 

which leads to common replacement of components, 

mainly abrasion. Abrasive wear occurs when hard particles 

or asperities penetrate a softer surface, displaces material 

in the form of elongated chips, and slivers [23]. Wide 

range of studies on the tribological characteristics of 

aluminum MMCs containing different reinforcements such 

as short steel fiber, silicon carbide and alumina are already 

finished by many researchers [24-26]. The variables, such 

as interface between the particles and the matrix, 

composition of the matrix and particle distribution, affect 

the tribological behavior of metal matrix composites. 

These conditions consist of the type of environment, 

contact area, counter surface, applied load, sliding speed, 

and geometry [27]. The principle tribological parameters, 

such as applied load [28-30], sliding speed [31-32], and 

percentage of reinforce particles, control the friction and 

wear performance. The greatest development in 

tribological properties of composite is usually obtained by 

means of particle reinforcement of silicon carbide and 

boron carbide. The primary sliding distance require 

accomplishing mild wear decreased with increasing 

volume fraction and also wear rate decrease linearly with 

fraction of volume [33]. Daoud et al. [34] found that 

adding magnesium alloy to composite during production 

ensures fine bonding between the matrix and the 

reinforcement.  

Taguchi method is the most useful tool for improving 

the performance of the product, process, design and system 

with a significant reduction in experimental time and cost 

[35]. Abbas et al. [36] established taguchi technique as a 

valuable technique to deal with responses influenced by 

multi-variables. It is meant for process optimization and 

finding of optimal combination of the parameters for a 

given response. This method significantly reduces the 

number of experiments that are necessary to model the 

response function compared with the full factorial design 

of experiments. This method defines at the lower-the-

better, the larger-the-better and the nominal-the-better 

categories of eminence characteristics in the analysis of 

Signal/Noise ratio. The most significant advantage of this 

method is to find out the probable interaction between the 

factors. AA 6351-T6 and AA 2024-T6 alloys were 

fabricated by using friction stir welding process and 

applying ANOVA on the experimental investigations.  

The influence of parameters, such as weight percentage 

of reinforcements, normal load, sliding distance and 

sliding speed on dry sliding wear, was discussed by 

incorporating an orthogonal array and Analysis of 

Variance (ANOVA) technique [37]. The percentage of 

contribution of FSW process levels was used and predicted 

tensile strength maximum at optimum parameters [38]. 

Chandrasekhar Rao et al. [39] studied the influence of 

grain refiners, modifier and refiner on wear - friction 

behavior of hypereutectic Al-15Si-4Cu cast alloy  and 

reported that it depends on the size, shape and size 

distribution of α- aluminum grains and secondary phase 

particles in the matrix. Uthayakumar et al. [40] employed 

ANOVA to examine which design parameters 

considerably affect the wear behavior of the composite.  

The present study is intended to look into the effects of 

sliding distance, sliding velocity and wt. % of 

reinforcement on volumetric wear rate of AMMCs 

(AA7075 as matrix material and Titanium Carbide (TiC) 

particulates as reinforced material on Pin on Disc 

apparatus and identify the most effective control parameter 

on reference variable by using Taguchi method. ANOVA 

was employed to investigate which design parameters 

significantly affect the wear behavior of the composite. 

Experimental Set-Up 

Materials and Methods 

In the present investigation, dry sliding wear tests were 

performed on TiC particles of size 2µm reinforced Al-

7075 alloy matrix composite. The reinforcement 

percentage varied from 2 to 10 wt. % in steps of 2%. The 

chemical composition of AA7075 Alloy is shown in 

Table1. 
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Table 1. Chemical composition of AA7075 matrix material (wt. 

%) 

 

Si Fe Cu Mn Mg Cr Zn Ti Al 

0.08 0.24 1.5 0.06 2.4 0.20 5.8 0.07 Balance 

Fabrication of Composites 

In manufacturing MMCs, stir casting technique is one 

of the popular liquid metallurgy process and is known as a 

very promising process for manufacturing at a normal cost 

and this is one of the vortex methods to create a good 

distribution of the reinforcement material in the matrix. 

Hence, for the present work, stir casting technique is used 

to fabricate Al 7075 alloys with varying weight 

percentages of TiC (2%, 4%, 6%, 8% and 10%) 

reinforcement. In order to achieve a good binding between 

the matrix and particulates, magnesium ribbons were 

added to increase the wettability of melted AA7075 matrix 

material. The experimental set up is as shown in Fig. 1. 

In stir casting, furnace is mounted on the floor and the 

temperature of the furnace is precisely measured and 

controlled to achieve a good quality of composite. Two 

thermocouples and one PID controller are used for this 

purpose.  Mild steel materials preferred as stirrer rod and 

impeller since they have high temperature stability. The 

stirrer is coupled to 1 HP DC Motor through flexible link 

and is used to stir the molten metal in semi-solid state. To 

bring the stirrer in contact with the composite material 

screw operator lift is used. The melt is maintained at the 

temperature of 800ºC for one hour and it is stirred 

thoroughly at a constant speed of 300 rpm for a period of 

15 min and the vortex is produced by using a mechanical 

stirrer. TiC of 2,4,6,8 and 10 wt% with particulates size in 

range of 2 µm. The molten composite (AA7075/TiC) is 

poured in the materiallic molds which were preheated to 

4000c and then cooled to room temperature and the 

castings were separated from the materiallic molds as 

shown in Figure 2. The same procedure followed to get the 

AMMCs of different weight percentages-4%, 6%, 8% and 

10% [41]. 

Heat Treatment (T6) 

The composite gets solidified in a die in the form of a 

cylindrical bar of diameter 8 mm and length of 30 mm. 

The solidified composite test sample is removed from the 

die and machined for required dimensions. The test 

AA7075 matrix material and AA7075/TiC composites 

were homogenized at 4500c for 2 hours and then aged at 

1210C for 24 hours to T6 condition. The wear specimens of 

30mm length and Ø8mm were retrieved through wire cut 

EDM process from the thoroughly homogenized ingots of 

matrix alloy and composites as shown in Fig. 3 [41]. 

 
Figure 1. Electric furnace 

 
Figure 2. Casting specimens 

 
Figure 3. Wear specimens 
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Testing Procedure 

Cylindrical samples (Ø8mm x 30mm), having flat 

surface in contact region and rounded corner, were used to 

conduct wear tests under fixed normal load 20 N, at three 

sliding velocities (1.57 m/s, 2.09 m/s and 2.61 m/s) and at 

three sliding distances (1 Km, 2Km and 3Km) on pin-on-

disc machine (Model TR-19.62LE supplied by M/s 

Ducom) in dry condition as per ASTM standards. The pin 

is detached from the holder and disk was cleaned with 

acetone to remove wear debris after each test run. The post 

mechanical tests (Microstructure and SEM analysis) were 

carried out to study the worn out surfaces under different 

velocities and distances. 

Calculation 

The volumetric wear rate Wv of the composite was 

calculated using relate to density (ρ), mass loss of the 

specimen after wear test (Δm)and the abrading time (t) by 

the following Eq.(1): 

Wv = Δm/ρt mm3/sec                                                       (1) 

Experimental Design 

Design-of-Experiments (DoE) requires attentive 

planning, careful layout of the experiment, and 

professional analysis of results. Taguchi has standardized 

methods for each of these DoE application steps. The 

experiment specifies three principle wear testing 

conditions including percentage of TiC Particles, sliding 

distance and sliding velocity as the process parameters. 

The experiments were carried out to analyze the influence 

of volumetric sliding wear, specific wear rate and friction 

coefficient on the MMCs. Control factors and their levels 

are shown in Table 2. This Table shows that the 

experimental plan had three levels. 

Table 2. Levels of the control parameters used in the experiments 

technique 

Control parameters 
levels units 

I II III 

Reinforcement 0 8 10 Wt.% 

Sliding distance 1 2 3 Km 

Sliding velocity 1.57 2.09 2.61 m/s 

Total 27 experiments (L27) were conducted and the 

experimental combinations are determined using 

minitab15 software. The experimental result of volumetric 

wear rate is collected for each experiment and the same is 

analyzed to understand the influence of parameters [42]. 

Results and Discussion 

Mechanical Properties 

Table 3 shows the mechanical properties of AA7075 

matrix material and composites at different wt. % of TiC. 

Previously, an attempt was made for the investigation on 

the properties of TiC reinforced AA7075 metal matrix 

composites [41]. It can be observed that hardness and 

measured density (ρMMC = (m) / ((m-m1) X ρH2O)) show 

an increasing trend with increasing percentage of TiC 

particulates. The increase of hardness was observed from 

181 VHN for matrix material to 202 VHN at 8 wt% TiC 

reinforced composite at T6 condition. However, declining 

of hardness was observed at 10 wt. % TiC composite due 

to the agglomeration and casting defect. The same trend 

was observed for tensile strength but significant decrement 

in percentage of the elongation from 8.341 to 7.14. From 

these results, it is observed that at wt. % 8 TiC composite 

shows better mechanical properties than the matrix 

material and all other composites. 

Table 3. Mechanical properties of AA7075 matrix and 

AA7075/TiC composites [41] 

Wt. % of 

Reinforcement 

Hardness, 

VHN 

Density, 

g/cc 

Tensile 

strength, 

N/mm2 

% of 

elongation 

AA7075 181.0 2.810 471.3 8.34 

AA7075/2 wt.%  

TiC 

188.7 2.820 557.7 8.14 

AA7075/4 wt.%  

TiC 

193.0 2.830 563.9 7.86 

AA7075/6 wt.%  

TiC 

196.4 2.845 571.2 7.57 

AA7075/8 wt.%  

TiC 

202.1 2.853 602.0 7.14 

AA7075/10 wt.% 

TiC 

195.1 2.862 587.9 7.37 

Effect of Control Parameters on Volumetric Wear Rate 

In Taguchi design, S/N ratio is a measure of robustness 

used to identify the control factors. The design matrix for 

three control factors, each at three levels, along with the 

results of the volumetric wear rates and S/N ratio are 

presented in Table 4. The effect of each control parameter 

on the volumetric wear rate can be analyzed with the main 

effects plot and interaction plot. The S/N ratio is calculated 

for each level of each parameter and then a plot is 

generated as show in Fig. 4. The level at which the S/N 

ratio is higher will give the higher signal for the required 

response, volumetric wear rate in this case. That particular 

level of each parameter is taken as the optimal parameter 

for volumetric wear rate, as per Taguchi optimization. It 

can be seen from the Fig. 4, that (i) as the wt. % of 

reinforcement increase, the volumetric wear rate decreases 

up to level 2(8 wt. %) and then increases slightly to level 

3, (ii) as the sliding velocity increases, volumetric wear 

rate decreases and (iii) as the sliding distance increases, 

volumetric wear rate increases. It can be observed that the 

sliding velocity and sliding distance have a significant 

effect on the volumetric wear rate. The main effects plot 

(Figure 4) indicates that optimal values of the parameters 

for minimizing the volumetric wear rate occurred when the 

wt. % of reinforcement at level 2(8 wt. %), sliding velocity 

at level 3(2.61 m/s) and Sliding distance at level1 (1 Km). 

The interaction plot for volumetric wear rate is illustrated 

in Fig. 5. It is well understood that interactions do not 

occur when the lines on the interaction plots are parallel 

and strong interactions occur when the lines cross [43]. An 

observation of Fig. 5 reveals a small interaction between 

the test parameters. 
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Table 4. Experimental conditions and machining response 

Test number Wt.% of Reinforcement Sliding distance, Km Sliding velocity, m/s Volumetric wear rate, 

mm3/sec 

S/N ratio 

 
0 1 1.57 1584.34 -63.997 

 
0 1 2.09 1071.67 -60.6012 

 
0 1 2.61 815.66 -58.2302 

 
0 2 1.57 4986.72 -73.9563 

 
0 2 2.09 3405.69 -70.6441 

 
0 2 2.61 2446.98 -67.7726 

 
0 3 1.57 9520 -79.5727 

 
0 3 2.09 6986.51 -76.8852 

 
0 3 2.61 4486.12 -73.0374 

 
8 1 1.57 1070.03 -60.5879 

 
8 1 2.09 720.43 -57.1519 

 
8 1 2.61 535.58 -54.5764 

 
8 2 1.57 3572.04 -71.0583 

 
8 2 2.09 2348.05 -67.4142 

 
8 2 2.61 1606.73 -64.1189 

 
8 3 1.57 6764.49 -76.6047 

 
8 3 2.09 4018.23 -72.0807 

 
8 3 2.61 2811.78 -68.9796 

 
10 1 1.57 1111.11 -60.9151 

 
10 1 2.09 801.68 -58.08 

 
10 1 2.61 560.59 -54.9729 

 
10 2 1.57 3649.83 -71.2455 

 
10 2 2.09 2608.18 -68.3267 

 
10 2 2.61 1788.54 -65.05 

 
10 3 1.57 7077.04 -76.997 

 
10 3 2.09 4406.15 -72.8812 

 
10 3 2.61 3163.31 -70.0028 

 
Figure 4. Main effects plot for volumetric wear rate of AA7075/TiC composites 
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Figure 5. Interaction plot for volumetric wear rate ofAA7075/TiC composites 

Statistical Analysis of Variance (ANOVA) 

ANOVA is a statistical technique which can infer some 

important conclusions based on the analysis of the 

experimental data. This method is rather useful for 

revealing the level of the significance of the parameters or 

their interaction on a particular response [44]. The 

ANOVA results for means of volumetric wear rate are 

given in Table 5. It can be observed that the percentage 

contribution on volumetric wear rate was sliding distance 

(80.99%) followed by sliding velocity (13.97%) and wt. % 

of reinforcement (4.82%). From the present analysis, it is 

also observed that sliding distance is the most influencing 

parameter for volumetric wear rate of AA7075-TiC 

particulate composites followed by sliding velocity and wt. 

% of reinforcement, respectively. The interaction between 

the sliding velocity and sliding distance (0.076) and wt. % 

of reinforcement and sliding velocity (0.041) are the 

significant interaction model terms. The interaction effect 

between wt. % of reinforcement and sliding distance 

(0.033) is only nominal. 

Table 5. ANOVA table for volumetric wear rate 

Source DOF Seq SS Adj SS Adj MS F % C 

reinforcement 2 64.98 64.98 32.491 300.53 4.82 

Sliding velocity 2 188.37 188.37 94.186 871.18 13.97 

Sliding distance 2 1091.18 1091.18 545.590 5046.4 80.982 

Wt.% of 

reinforcement * 

Sliding velocity 

4 0.56 0.56 0.140 1.29 0.041 

Wt.% of 

reinforcement * 

Sliding distance 

4 0.45 0.45 0.113 1.05 0.033 

Sliding velocity  

*Sliding distance 
4 1.03 1.03 0.258 2.39 0.076 

Error 8 0.86 0.86 0.108  0.063 

Total 26 1347.44    100 

 

Wear Analysis 

Based on the results for AA7075 matrix material, 8 and 

10 wt. % of TiC composites under constant load (20 N) 

conditions, various graphs are plotted and presented in Fig. 

[6-8]. Fig. 6 shows the variation of volumetric wear rate 

with wt. % of reinforcement for varying sliding distances 

(1, 2 and 3Km) at sliding velocity 2.09m/s. It indicates an 

increasing trend of volumetric wear rate with increasing 

sliding distance. The volumetric wear rate is higher for 

AA7075 matrix material than composites due to the 

increase in the hardness in the composites. During the 

running period, the volumetric wear rate increased very 

rapidly with the increasing sliding distance. It is obvious 

from the Figure that the nature of variation in volumetric 

wear rate for both the AA7075 matrix material and 

AMMCs with lead dispersion is similar, irrespective of 

their compositions. The 8 wt. % of TiC composite 

enchanting the highest tensile strengths showed the highest 

wear resistance amongst all. This is in agreement with the 

laws of adhesive wear and Archard’s Equation [44]. It is 

known that as the tensile strengths of the alloys increase, 

their volumetric wear rate decreases [45]. In view of the 

above, the AA7075/8 wt. % would be expected to exhibit 

the lowest volumetric wear rate. 

Figure 7 shows the variation in the volumetric wear 

rate with respect to the wt. % of reinforcement for varying 

sliding velocities (1.57 , 2.09  and 2.61 m/s) at sliding 

distance 1 Km. The result clearly indicates that an increase 

in the wt. % of reinforcement decreases the volumetric 

wear rate. The maximum volumetric wear rate is also 

observed for the unreinforced alloy. It is observed that the 

volumetric wear rate is low at higher value of sliding 

velocity due to of at higher velocities the contact plateaus 

and coefficient of friction are low. So at lower velocities, 

increased volumetric wear rate is observed. 

Figure 8 shows the variation of volumetric wear rate 

for 8 wt. % TiC composite, having different sliding 

velocities (1.57, 2.09 and 2.61 m/s) with sliding distances 

(1, 2 and 3Km). The volumetric wear rate increases with 
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increasing sliding distance, and it reaches a maximum 

value at a maximum sliding distance. It depicts clearly that 

the composite has a lower volumetric wear rate at higher 

sliding velocity(2.61 m/s) compared to  lower sliding 

velocity(1.57 m/s). 

 
 

Figure 6. Variation of Vol. wear rate with wt. % of reinforcement at sliding velocity 2.09 m/s 

 

 
 

Figure 7. Variation of Vol. wear rate with wt. % of reinforcement at the sliding distance 1Km 

 

 
Figure 8. Variation of Volumetric wear rate with sliding distance of 8 wt. % of TiC composite 
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SEM Analysis 

The examination of the wear surfaces of the AA7075 and 

AA7075/TiC composites at a presented magnification 50X 

reveals a well-defined pattern of grooves and scratches 

running parallel to one another in the sliding direction 

(indicated by the white arrows) as shown in Fig. 9. It can 

be seen that the grooves are deeper in the matrix alloy as 

compared to the composites tested under similar 

conditions (19.62N, 2.61m/s and 3 Km) due to the absence 

of hard TiC particles. The examination of wear surface of 

AA7075 matrix alloy tested at above conditions was 

characterized by smearing and scratches, a typical 

characteristic of the sliding wear (Figure 9a) [46]. 

However, the worn surfaces (Figure 9b-c) reveal that 

grooves are much shallower in composites than that of the 

matrix alloy due to the presence of TiC particles. In 

addition, it, as evident in Figure 9c, exhibits a 

comparatively smooth worn surface and grooves are much 

finer and closely spaced in AA7075/8 wt. percentage TiC 

particles due to the sliding action of a larger number of 

hard particles and debris. Due to the increase in TiC 

particle on the surface of matrix, the plastic deformation of 

matrix can be resisted with the presence of TiC that acts as 

a barrier to the moment of dislocation, which causes the 

more wear resistance than matrix alloy [47]. This clearly 

indicates that with the improving weight percentage of 

reinforcement, the hardness of the specimen greatly 

improves resulting in improving the wear resistance of the 

reinforced component. Figure 9d shows the worn surface 

of the AA7075/10 wt. % TiC composite with small 

cavities visible on the surface. However, a further increase 

in the reinforcement to 10 wt. % leads to the decrease in 

the wear resistance.             

 

 

 

 

Figure 9. SEM micrographs of worn surfaces at sliding velocity 2.61m/s, sliding distance 3km and normal load 19.62N of (a)AA7075 

(b)AA7075+2%TiC (c)AA7075+8%TiC (d)AA7075+10%TiC 

 

Conclusions 

For all heat treatment conditions, AA7075 reinforced 

with 2µm TiC particle showed better mechanical and 

tribological properties than those of the AA7075 matrix 

material and the increased weight percentage of TiC 

content increased the density, hardness and wear resistance 

of the composites. The degree of improvement of wear 

resistance of AMMC is strongly dependent on the kind of 

reinforcement as well as on its weight fractions. The 

volumetric wear rate of AA7075 and AA7075 reinforced 

with TiC composites increased with increasing sliding 

distance and decreased with increasing of wt. % of 

reinforcement and sliding velocity. From the ANOVA 

table it is seen that the parameter sliding distance is the 

most significant parameter influencing the volumetric wear 
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rate, while the other parameters sliding velocity and wt. % 

of reinforcement are also significant within the specific 

test range. 
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Abstract 

Jordan’s high reliance on foreign energy sources forced the country to reconsider its energy consumption policies and 

address the issue of reliance on international energy markets for direct imports. Moreover, renewable energy sources offer 

important environmental, social and economic benefits. Wind and Solar energy, in particular, carries a very good potential in 

solving the energy problem in Jordan, diversify its energy supplies and reduces greenhouse gas emissions. This paper 

focuses on the Green House Gas (GHG) emission reduction associated with the implementation of Jordan energy strategy's 

solar and wind projects. Four different scenarios were investigated based on the replaced traditional fuel type used for 

electricity generation that the proposed project will replace. The study shows that the proposed solar and wind project will 

result in a significant reduction of the country's projected greenhouse gas (GHG) emissions of 1.93 – 3.21 mega tons of 

CO2e annually. 
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1. Introduction 

As the world is moving toward more environmentally 

friendly economies, mainly by depending on cleaner 

sources of energy associated with fewer negative 

environmental impacts, renewable energy is attracting a 

tremendous attention. During the past few years, the cost 

of the renewable energy has witnessed significant drop and 

consequently became more competitive. Renewable 

energy viewed as a significant part of the solution to 

Jordan complicated energy problems.  

Energy considered the major setback to achieving 

Jordan's goals in terms of social and economic sustainable 

development. It consumes about 20% of the country's GDP 

in a country that is currently importing about 96% of its 

energy needs [1]. Energy price dramatic hike in 2007 was 

the main drive for energy importing countries, like Jordan, 

to develop ambitious strategies aiming at securing local 

sources of energy.  

Beside its direct economic benefits and energy security, 

local renewable energy offers several benefits such as 

mitigating environmental pollution, providing public 

health benefits, and creating significant job opportunities 

that lead to a strong economic growth rate. However, some 

adverse environmental impacts are associated with the 

adaptation of renewable energy choices such as land usage 

and visual distraction of rooftop PV system installation. 

Environmental benefits can be amplified by increasing the 

share of local clean energy specially in countries like 

Jordan that are blessed with plenty of sunshine of high 

solar radiation of 5-7 kWh/m2 per day with over 300 sunny 

days per year [2]. Etier et al. analyzed the solar radiation in 

Jordan and found that the majority of Jordan areas receive 

global radiation of 2080 kW-h/m² and more [3]. Figure 1 

shows the Global Horizontal Irradiation (GHI) received by 

Jordan where most of the country receives over 2000 kW-

h/m² [4]. Jordan also has a good potential for wind energy, 

with a wind speed ranging between 7.5 to 11.5 m/s in 

several areas [2]. Such forms of alternative sources of 

energy help in reducing harmful gaseous emissions 

associated with energy consumption. 

2. Jordan's Renewable Energy Sector  

Jordan's energy strategy originally targeted an increase 

of the renewable energy share in its energy mix to a 1000 

MW wind projects and a 600 MW solar generation 

capacity by the year 2020[1]. In light of the overwhelming 

progress in implementing the strategy, the county raised its 

target for solar energy. The Jordanian Minister of Energy 

has recently announced that the country is expected to 

commission about 1,800 MW of wind and solar power 

capacity by 2018, raising the target for solar capacity to 

1,000MW by 2020 [5].  
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Figure 1: Global Horizontal Irradiation (GHI) for Jordan[4] 

Consequently, the country currently targets 1000 MW 

wind projects and a 1000 MW solar generation capacity by 

the year 2020. Table 1 summarizes the ongoing wind and 

solar energy projects in Jordan as per the Ministry of 

Energy and Mineral Resources. These projects are 

expected to be commissioned and connected to the grid by 

2018 [6].  
Table 1: Ongoing Wind and Solar Energy Projects in Jordan 

Project  Technology  Capacity 

(MW) 

Jordan Wind / Tafilah Wind 117 

Ma'an Wind energy  Wind  80 

Wind Energy /first phase of 

Direct Proposals 

Wind  585 

 Al-Fujej Wind 90 

Total wind projects  872 

Azraq PV  PV 5.17 

First Phase  of Direct 

Proposals (12 projects) 

PV 565 

Philadelphia /  Mafraq PV 10 

Second Phase  of Direct 

Proposals (4 projects) / 

Mafraq 

PV 200 

Al Qweirah PV 103 

Total Solar Project  883.17 

Jordan has a good experience in utilizing thermal solar 

energy to provide hot water for Jordanian residences and 

businesses. Photovoltaic (PV) off-grid systems have been 

used for water pumping and as a power sources in 

communications equipment in remote areas of the country. 

In Jordan, there are about one million square meters of 

solar heating systems installed in residential and 

commercial buildings [7]. Renewable energy, in Jordan, 

offers a strong potential for securing a good source of local 

energy that covers a high proportion the country's energy 

needs. Among the different types of renewable energy, 

solar and wind energy received a considerable interest in 

Jordan. 

The main challenge that faces a better utilization of 

renewable energy in Jordan is the lack of appropriate 

renewable energy infrastructure that is not robust enough 

to meet Jordan's current energy demands [8]. Previous 

experience indicates that in order to make renewable 

energy program successful, the right policy must be 

adopted nationally with the right incentives to overcome 

any resistance to such a new technology [9][10][11].  

Technical difficulties are expected to rise initially 

specially when it comes to the readiness of the existing 

infrastructure to support new renewable energy generation 

project specially central utility scale projects due to the 

variability and uncertainty in the output of renewable 

energy generation [12]. The technical barrier in the case of 

Jordan is similar to what other countries with similar 

conditions faced at the beginning of their adoption of a 

renewable energy generation. In a recent study focusing on 

the barriers to renewable energy, the technologies adopted 

in India have been investigated. In that study, which offers 

an extensive literature review, twenty eight barriers have 

been identified and categorized into seven dimensions of 

barriers, i.e., Economic & Financial; Market; Awareness & 

Information; Technical; Ecological & Geographical; 

Cultural & Behavioral; and Political & Government Issues 

[13]. High initial capital cost, lack of financing mechanism 

and subsidies, lack of consumer awareness to technology, 

lack of sufficient market base, and lack of local and 

national infrastructure are examples of priority barriers 

that will be applicable to renewable energy market in 

Jordan.   

3. Governmental Effort to Promote Renewable Energy  

By November 2012, the government of Jordan 

completed the legal framework to encourage electricity 

users to use solar energy by installing Photo Voltaic (PV) 

solar system and connect it to the national grid. Electricity 

exchange with the grid is regulated by the net metering 

system. The government aims to make the solar energy an 

important contributor to the country's overall energy needs.  

Under electricity net metering system, the customer's 

electric meter keeps track of how much energy is 

consumed and how much excess energy is generated by 

the PV system and sent back into the electric utility grid. 

Therefore, the customer has to pay only for the net amount 

of electricity used from the utility over and above the 

amount of electricity generated by their solar system. 

Furthermore, the net meter accurately captures energy 

generated and consumed providing customers with annual 

performance data. 

In parallel with introducing the legal framework of grid 

connected systems, the government of Jordan has 

introduced a five-year plan to reform the pricing 

mechanism that gradually eliminates subsidies and 

ultimately leads to cost recovery by the end of 2017. The 

electricity pricing mechanisms divides consumers into 

activity-based segments such as residential, industrial, 

service, domestic, etc.; each segment is divided into 

several blocks according to the monthly electricity 

consumption in kw-h. The economic feasibility of a 
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potential PV system in Jordan depends mainly on the price 

of the electricity produced, which in case of net metering 

system equivalent to the electricity tariff for a cretin 

segment. Based on a previous study, an increase in 

electricity price will ultimately raise the interest of 

consumers to adopt renewable energy solutions, including 

solar energy [14]. 

Jordan is currently upgrading its national grid to 

integrate new mega-size project expected to start operating 

by 2017. The new grid, being known as the green corridor 

dedicated for renewable energy project, is expected to be 

completed by 2017 [1]. During the transitional period, 

distributed generation scheme can be considered using the 

existing national grid without the need for major grid 

upgrades; it also reduces losses due to the distribution over 

a long distance.  

  According to the instruction issued by the Electricity 

Regulatory Commission, the electricity customer can 

install a PV system that could cover all its average 

monthly power consumption over a year. Therefore, and in 

order to decide on the possible and best PV system size, 

the historical monthly power consumption data are needed.  

4. Renewable Energy and Climate Change 

With the growing environmental concerns over climate 

change, clean energy attracted the attention of researchers 

and policy makers. Traditional fossil fuel consumption is 

responsible for 56.6% of Green House Gases (GHGs) 

emissions, widely believed to be the major contributor to 

global warming [15]. About 28 billion tons of CO2 are 

released to the atmosphere annually from burning 

traditional fossil fuels worldwide [16].  

The United Nations (UN) organized Rio de Janereiro's 

earth summit to address this issue. Few years later, the UN 

framework Convention on Climate Change was held in 

Kyoto. Kyoto protocol quantitatively and qualitatively 

detailed greenhouse gases emission reduction targets. 

International efforts currently focus on GHG reduction as 

outlined by the Kyoto Protocol [17]. 

Jordan ratified the protocol and committed itself to 

GHG emissions reduction. Recently, during the Paris 2015 

UN Climate Change Conference, Jordan's Minister of 

Environment noted that Jordan was the first country in the 

region to produce a National Climate Change Policy, 

under which the Kingdom targets a 14% GHG emissions 

reduction by 2030 below the Business As Usual (BAU) 

scenario. The country plans to meet its commitment by 

implementing 70 projects, mainly in the energy and 

transportation sectors [18]. 

5. Green House Gases (GHG) Emission Reduction  

Cleaner options of utility scale electricity generation 

offers environmental benefits that can be evaluated in 

terms of avoided emissions of GHG compared to business 

as usual situation. Although several types of gases are 

emitted to the atmosphere, the equivalent amount of CO2 is 

used to evaluate the environmental impact of each mode of 

electricity generation per kw-h produced (g CO2e/kw-h).   

Currently, oil, diesel and natural gas are the most 

important feedstock used to generate electricity in Jordan. 

According to the most recent annual statistical bulletin of 

2014 issued by Jordan's energy and minerals regulatory 

commission, 7442, 7177, 3276 GW-h of electricity were 

generated using oil, diesel, and natural gas, respectively 

[23]. Therefore, any added capacity coming from a clean 

source of energy will result in an avoidance of GHG 

emission compared to the current situation. Three 

scenarios will be considered where the planned solar and 

wind utility scale power plant is replacing oil, diesel, or 

natural gas power plants.  

Table 2: Lifecycle GHG emissions for the different electricity 

generation technology 

Technology Greenhouse gas emission 

(gCO2e/kw-h) 

Average 

(gCO2e/kw-h) 

Oil 733 [19] 733 

Natural Gas 

499 [19] 

469 [20]  

400 [15] 

456 

Diesel 715 [15] 715 

Photovoltaic 

(PV) 

85 [19] 

60.1 [21] 

39 [20] 

61 

Nuclear 
29 [19] 

66 [22] 
48 

Wind 26 [19] 26 

Wind turbines operating in Jordan are expected to 

produce 3.42 GW-h annually per 1 MW installed capacity 

[24].  Photovoltaic (PV) solar systems produce 1.86 GW-h 

annually per 1 MWp installed capacity [25].  

As illustrated in Table 1, the total capacity of the 

ongoing wind project is 872 MW and expected to generate 

about 2982 GW-h annually. The ongoing solar projects 

have a total capacity of 883.17 (MW) and expected to 

generate 1643 GW-h annually. The combined electricity 

generated from all solar and wind project will total 4625 

GW-h annually. This new generation capacity is replacing 

a need for new power plants that use traditional feedstock 

of oil, diesel, or natural gas. This alternative approach of 

electricity generation will help the country in reducing its 

projected equivalent CO2 emissions. On average solar and 

wind energy emits an equivalent of 61 and 26 g CO2e/kw-

h. For the proposed solar and wind project, the weighted 

average of 38 g CO2e/kw-h. As stated earlier, Jordan 

generates 7442, 7177, 3276 GH-h of electricity using oil, 

diesel, and natural gas, respectively. Therefore, the current 

energy mix emits on average 675 g CO2e/kw-h.  
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Table 3: GHG emissions reduction for the different electricity 

generation technology scenarios 

Scenario 

no. 

GHG reduction 

(gCO2e/kw-h) 

GHG reduction 

(MegaTon CO2e/yr) 

Scenario 

1 
695 

3.21 

Scenario 

2 
677 

3.13 

Scenario 

3 
418 

1.93 

Scenario 

4 
637 

2.95 

 

Three scenarios are investigated based on the replaced 

traditional feedstock. Scenario 1, 2 and 3 are based on the 

assumption that the ongoing solar and wind projects are 

replacing a generation capacity from oil, diesel or natural 

gas, respectively. The produced electricity by these 

projects is compensating for electricity that needs to be 

produced either from oil, diesel or natural gas. A fourth 

scenario is considered that bases the comparison on the 

current energy mix in Jordan. In this fourth scenario, the 

produced electricity by these projects is compensating for 

electricity that needs to be produced from oil, diesel and 

natural gas in the same ratio that is used in Jordan for 

electricity generation. Table 3 summarizes the potential for 

CO2e reduction due to the commissioning of proposed 

solar and wind projects in Jordan. 

The annual CO2e reduction due to the implantation of 

Jordan plans of building and operating several solar and 

wind power plant appears to be significant. Based on the 

current energy mix in Jordan (Scenario 4), the 

implementation of the plan will prevent 2.95 Mega ton of 

CO2e annually.  

According to the Department of Horticultural 

Science at North Carolina State University, on average, a 

tree can absorb as much as 22 kg of carbon dioxide per 

year and can sequester 1 ton of carbon dioxide by the time 

it reaches 40 years old [26]. Therefore, based on the fourth 

scenario, commissioning the ongoing solar and wind 

power plant is equivalent to planting and growing a little 

less than three million tree for 40 years annually.  

6. Conclusions 

In Jordan's ongoing solar and wind utility scale, twenty 

three projects were investigated in terms of their role in 

reducing the country's CO2e emissions. These projects 

have a total production capacity of 1755.17 MW. They are 

expected to be all commissioned and connected to the 

national grid by 2018. These projects are expected to 

provide several economic benefits and to have a high 

potential for creating significant number of good jobs to 

the country's struggling economy. Moreover, they will 

help the country meeting its commitment regarding 

greenhouse gas (GHG) emissions associated with the 

traditional modes of electricity generation. Four scenarios, 

based on the replaced traditional feedstock, were analyzed. 

The analysis shows that upon operation, these projects will 

prevent 1.93 – 3.21 mega tons of CO2e from being emitted 

to the atmosphere annually.  
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Abstract 

A series of experiments of a pick cutting coal seam in different forms were conducted on a cutting testbed of coal and 

rock. Rotational speeds of the pick and initial velocities of the coal seam in the experiments are uniformly set to be 60 r/min 

and 0.6 m/min, respectively. Based on the amplitude domain analysis of the cutting force-time signals of the pick cutting 

rock with different Compressive Strength (CS), it is found that force increment between the pick cutting rock and uniform 

coal seam linearly increases with the increase of CS difference between fault and coal, and the larger the CS is, the larger the 

load fluctuation is. Amplitude domain analysis of the signals of the pick cutting coal seam with coal and rock interface at 

different locations shows that the force increment of the pick cutting the coal seam with coal-rock interface at the center of 

the coal seam is the largest, compared with those of the pick cutting the coal seam with coal-rock interface at the top and at 

the bottom, but smaller than the sum of them. 
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1. Introduction 

With the increasing development of the coal industry 

and continual improvement of coal science and 

technology, mining of the special seams, which were 

difficult to be excavated previously, has been put on the 

agenda. Especially, excavation of coal seams consisting of 

coal seam with coal-rock interface, formed from the 

change of geological structures, has become an important 

direction of coal mining. Drum shearer, as one of the most 

important tools in coal mining, has attracted many 

attentions from researchers both in China and foreign 

countries. A lot of research work has been done onpick of 

shearerbased on theoretical, experimental and numerical 

simulation methods. The first model for prediction of the 

peak cutting force of conical pick was established by 

Evans based on the maximal tension stress theory [1], then 

Roxboroughet al. [2] andGoktan [3] both modified the 

Evans mathematical model appropriately. According to 

experimental data from various experiments of cutting 

different structure rock by conical picks, regression 

expressions of the relationship between peak cutting force 

of conical picks and rockCS, tensile strength, dynamic and 

static modulus of elasticity and brittle index were 

established. The conclusion was drawn that the cutting 

performance of the pick is affected mainly by the rock 

compressive strength, and basic rules governing the 

relationships between specific energy and chip sizes were 

explained [4-7]. Numerical methods were also applied to 

simulate the rock cutting processes for predicting the peak 

cutting force in the literature [8, 9]. However, there are 

some differences between theoretical results of the existing 

models and the experimental data [10], because the 

accuracy of the empirical models usually cannot be 

counted upon due to insufficient experimental data. So a 

considerable amount of related experiments are necessary 

and significant. The relationship between Cutting Specific 

Energy Consumption (CSEC) of the pick and pick 

geometric parameters was further studied in the present 

work, on the basis of coal cutting experiments of five 

drums with different types of picks [11, 12]. Xia et al. [13, 

14] studied the load characteristics of picks and load 

distribution using simulation methods. They pointed out 

that the maximum load of picks followsa normal 

distribution, which provided a theoretical guidance for the 

study of stress distribution of picks. Ayhanet al. [15] 

studied the relationship among the CSEC, the respirable 

dust and the relevant parameters of a pick. Results 

demonstrated that the CSEC and the respirable dust are 

correlated with the pick geometry, the pick arrangement, 

the shearer haulage speed and the drum rotary speed. 

Mishra [16]studied the influence of pick types on the 

cutting effect and built the relationship between the heat 

produced by pick during rock cutting and the cutting 

parameters.  

Duet al. [17] established a drum load fluctuation model 

to obtain relationships between pick arrangements and 

drum fluctuating loads, drum rotary speeds and haulage 

* Corresponding author e-mail:. 
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speeds and pointed out that the pick with a punnett square 

arrangement has a smaller cutting load fluctuation than 

that of other pick arrangement forms. Li et al. [18] 

analyzed the optimization principle for the pick 

arrangement, and described the optimized arrangement of 

checkerboard pick, which as a result laid the foundation 

for the drum’s pick arrangement optimization. Liu et al. 

[19-21] studied the influence of motion parameters and 

structure parameters of pick on its cutting efficiency, 

CSEC, vibration characteristics, etc. 

A lot of the above-mentioned studies on the load 

characteristics or cutting performance of pick aimed at 

uniform coal seams. Under realistic conditions, however, 

coal seams usually have complicated formation and consist 

of coal seam with coal-rock interface of different patterns. 

Relatively, there are few studies on the load characteristics 

of pick cutting complex-structure coal seams. Liu et al. 

[22] studied experimentally the cutting load characteristics 

of pick cutting rock of three different structures which are 

hard-soft-hard rock, soft-hard rock and soft-hard-soft rock, 

respectively; Ma et al. [23] established simulation models 

of pick cutting complex coal seams, which could predict 

the influence of different kinds of loads on the pick stress 

status under different conditions. In the present paper, 

therefore, three artificialcoal seam each of which containsa 

rock of different CS and three artificialcoal seam each of 

which consists of one or twocoal seam with coal-rock 

interface at different locations were made and experiments 

of a pick cutting those coal seam were carried out to obtain 

corresponding cutting force data, then the analysiswere 

conducted to master the cutting load characteristics. 

2. Introduction of a TestSystem for Cutting Coal-Rock 

Seams 

Experiments were conducted on a Cutting Testbedof 

Coal and Rock (CTCR) (shown as Fig. 1), which was 

described in [19]. The rotary speed n (r/min) of the pick is 

within the range of [0, 120]; the velocity of the coal seam 

v1 (m/min), which is moving close to the drum along its 

axial direction, is within [0, 2]; the velocity of thecoal 

seam v2 (m/min), which is moving along the direction 

perpendicular to the drum axis, is within [0, 1]. The pick 

used in the experiment is shown in Fig. (2a) and its motion 

mode is shown in Fig. (2b),from which it can be seen that 

half the picks on the pick are cutting coal simultaneously 

during the pick rotating and going deep into the coal seam. 

The structural parameters of the pick are listed in Table 1. 

 

 
Figure 1.A cutting testbed of coal and rock: 1and 2 indicate a coal seam and a helical vanedrum, respectively. 

 

 

a) b) 

Figure2.A pick used in the experiments: 

 (a) a photograph of the pick and (b) a schematic of the pick cutting coal seam process 

 
 

Table 1.Structure parameters of the pick 

 

Parameter Diameter 

D (mm) 

Vane number 

n (-) 

Helical angle 

e( ) 

Pick impact angle 

a(  ) 

Cutting line space  

t (mm) 

Value 560 2 75 25 30 
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The process of a shearer pick cutting seams containing 

coal and coal seam with coal-rock interface is very 

complicated, especially when the pick is encountering the 

coal-minor fault interface.At that moment, the pick will 

transit its status from only cutting coal to cutting rock 

suddenly. Due to the fact that coal and rock are different in 

physical properties, such as hardness and CS, large load 

fluctuations of the pick will occur in this situation, which 

can affect the cutting performance and reliability of the 

shearer. So, in order to study the load characteristics of 

pick cutting complex coal seams, in the experiments, coal 

seam in different forms (see Fig. 3) were made. Fig. (3a) 

shows a coal-fault seam, which means that the pick will 

pass through the coal seam, the coal-fault interface and 

finally the minor fault. Fig. (3b) shows coal seams 

consisting of coal seam with coal-rock interface at top and 

bottom, respectively. In this case, pick will cut coal and 

coal seam with coal-rock interface simultaneously. 

Homogeneous coal seams and coal seam with coal-rock 

interface with different CS are made with different ratios 

of coal and cement, according to the method of 

manufacturing artificial rock seams in [19]. 

 
Figure3.Coal seams consisting of different coal seam with coal-

rock interface: (a) complete minor fault; (b)coal seam with coal-

rock interface on the top and bottom. 

3. Experimental Study on Pick Cutting Coal-Fault 

Seams 

3.1. Cutting tests of coal seams and rock seams with 

different CS 

To study the cutting force characteristics of the pick 

when cutting the homogeneous coal seams and rock 

seams, five experiments were conducted for the three types 

of homogeneous coal seam with different CS, which are 

0.69 Mpa, 1.58 MPa,2.73 Mpa.and two type of 

homogeneousrock seam with different CS, which are 

4.55Mpa and 8.71Mpa,respectively. The rotational speeds 

of the pick in the five experiments are uniformly set to 60 

r/min and the initial velocities of the coal seam are all set 

to 0.6 m/min. 

The cutting force-time signals for the five different 

conditions are shown in Fig. 4. The data are analyzed 

statistically and the results are listed in Table 2. It can be 

seen that all the curves show a trend of fluctuation around 

zero at Stage 1(J3~J1), then as the h rising，the cutting 

force rising continuously at Stage 2(J1~J2) and finally 

fluctuating around a higher level at J2,then reduceing 

continuously at Stage 3(J2~J3). As the CS of rock is higher 

than that of the homogeneous coal seam, the force value 

waves around 800 N. The relationship between force 

increment and CS increment is shown in Table 2. It can be 

seen from the experimental value and the expression for 

the fitting value that the force increment linearly increases 

with the increase of CS difference between rock and coal 

seam. 

 
a) coal seam 

 
b）rock seam 

 
c）rock seam 

Figure 4. Cutting force v.s. time curves for pick cutting 

coal or rock seam of the form in Fig. 4 with different CS:  

(a)coal seam2.73 MPa, (b) rock seam 4.55 MPa, (c) rock 

seam 8.71 MPa  

 
Table 2.Cutting load statistics for different compressive strength coal and rock 

 Mean  

cutting  

force 

Mean  

peakcutting 

force 

Standard 

deviation 

Mean 

radial 

force 

Mean  

peakradial 

force 

Standard 

deviation 

Mean 

 axialforce 

Mean 

peakaxial  

force 

Standard 

deviation 

Coal0.69 MPa 194.55 475 16.80 51.44 247 16.55 61.2356 235.3821 11.41 
Coal1.58 MPa 217.34 490 17.83 57.50 257.8 15.28 74.8175 253.6794 13.64 

Coal2.73 MPa 229.01 515 17.13 65.83 269.2 16.98 88.2838 281.1141 14.15 

Rock 4.55 MPa 324.55 855 19.84 151.24 537.08 16.53 158.059 509.693 15.76 
Rock8.71 MPa 367.34 890 15.59 187.31 557 18.66 212.3393 549.928 14.55 

javascript:void(0);
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3.2. Cutting tests of minor fault at different location of 

coal seam with coal-rock interface 

 

 
(a)  

 

 
 (b) 

 

 
(c) 

 

Fig. 5. Cutting force v.s. time curves for pick cutting coal 

seam of the form in Fig. (3a) with coal-rock interface of 

different location: (a) top, (b) center, (c) bottom 

Fig. 5 shows the cutting force for the pick cutting coal 

seam containing rock of different CS. Obviously, cutting 

force for Stage 1 and 3 approximately follow normal 

distributions. In Fig. 5, Stage 2 has two peaks, force values 

are in a larger fluctuation range. Fig. 5 shows cutting force 

for pick cutting coal seam containing coal seam with coal 

and rock interface at different locations. It is not hard to be 

seen that cutting force for the Stage 1 and 3 follow 

approximate normal distributions; probability density 

distribution in Stage 2 is scattered, that is, force values for 

Stage 2 are in larger fluctuation range, which means that 

the pick will suffer a more serious problem. The force 

value corresponding to cutting force peak of Stage 3 in 

Fig. 5 is the largest. 

As shown in the load above in the cutting process of 

coal and coal seam with coal-rock interface cutting 

load,cutting load is gradually increasing with the time, this 

process is the corresponding cut pick cut into the seam, 

due to the cutting thickness increaseing with time until the 

cutting pick rotation at the horizontal position with rotary 

center (maximum cutting thickness), so the pick load will 

slowly increase in this stage, the cutting load variation is 

consistent with cutting load variation in homogeneous coal 

seam.Aspick cutting into the cutting rock of coal seam, the 

load suddenly drops, produce the process, load reduction is 

due to the cutting pick cut into the rock of coal seam, the 

compressive strength of coal seam is less than the rock, 

cutting pick to crush coal load is small, but the rock strata 

are not affected by the cutting pick cutting coal seam.As 

pick cutting from the phase transition to the coal rock, the 

process due to the compressive strength of coal seam is 

less than the rock, in the process of rock broken, coal seam 

have been damaged, so load is lower than before. As pick 

cutting once again return to coal cutting stage, but because 

of this stage pick rotation direction and the direction of 

feed for the obtuse Angle, cutting thickness is reduced, so 

the load evenly reduceing. the axial and radial forece 

change trend are similar with the cutting force. 

The cutting force-time signals under three different 

conditions are shown in Fig. 5. The data were analysed 

statistically and the results are listed in Table 3. It can be 

seen in terms of mean and standard deviation that the 

cutting force and its fluctuation of the pick cutting the 

minor fault at its top are lower than those of the pick 

cutting minor fault at its bottom. Due to the existence of 

the haulage speed v2, the line speed of a pick at the top of 

the pick is larger than that at the bottom when the pick is 

rotating, so the transient cutting thickness at the top is 

smaller. As a result, the cutting force of the pick cutting 

the minor fault at its top is smaller. It can also be foundin 

Table 3 that the cutting force of the pick cutting coal seam 

with coal-rock interface at its center simultaneously is the 

largest, but the force increment in this case is larger than 

the sum of the force increments in the other two cases. 

Seen from the Table 3,we can see that the cutting force 

changes as the different location of coal seam with coal-

rock interface.And the cutting load of the center location is 

larger than the other locations,as the center has the biggest 

thick of coal-rock interface. 

 

 

Table 3. Cutting load statistics for different location of coal seam with coal-rock interface 

Coal seam 
form 

Mean force 
(N·m) 

Mean peak 
force(N·m) 

Standard 
deviation 

Mean force 
(N·m) 

Mean peak 
Force (N·m) 

Standard 
deviation 

Top 326.41 779.126 16.92 182.27 490.45 16.92 

Center 437.1 865.267 15.37 219.04 522.79 15.37 

bottom 414.18 788.127 14.32 191.08 510.84 14.32 

 

 

app:ds:haulage
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3.3. Cutting tests of different compressive strength coal 

seam with coal-rock interface 

To study the cutting force characteristics of the pick 

when cutting the complete coal-minor fault seams, three 

experiments were conducted for the twotypes of coal seam 

in Fig. (3a), consisting of coal seam with coal-rock 

interface with different CS, which are 4.55Mpa and 

8.71Mpa,respectively. The homogeneous coal seams have 

aCS of 0.69 MPa. The rotational speeds of the pick in the 

five experiments are uniformly set to 60 r/min. The initial 

velocities of the coal seam are all set to 0.6 m/min. 

The cutting force-time signals for the three different 

compressive strength are shown in Fig. (5b).The data are 

analyzed statistically and the results are listed in Table 4. It 

can be seen that all the curves show a trend of fluctuation 

around a lower level at Stage 1, then rising continuously at 

Stage 2 and finally fluctuating around a higher level at 

Stage 3. As the CS of minor fault is higher than that of the 

homogeneous coal seam, the force value waves around 

200N when half the picks on the pick are cutting the 

uniform coal seam simultaneously.The force will not begin 

to rise until the pick comes across the coal seam with coal-

rock interface.The force value is increasing as the pick 

going deep into the fault when the number of picks cutting 

the minor fault at the same time is from one to half the 

total pick number. After that, The resistance soars when 

picks turn to cut the minor fault. With the proceeding of 

the pick cutting the minor fault, the force value keeps 

rising until the pick completely enters it, and the force 

value stays fluctuating around the high level. The higher 

the difference of CS between coal seam with coal-rock 

interface and coal seam is, the longer it takes the force to 

come to the high level, which indicates that haulage speed 

v2 gets smaller when pick cutting harder rock. Combined 

with Table 4, it can be observed that the higher the CS of 

the coal seam with coal-rock interface is than that of the 

uniform coal seam, and the larger the fluctuation of the 

force at Stage 3 is, and the larger the increments of cutting 

forces at Stage 3 and at Stage 1 are. 

The relationship between force increment and CS 

increment is shown in Table 4. It can be seen from the 

experimental curve and the expression for the fitting curve 

that the force increment linearly increases with the 

increase of CS difference between minor fault and coal 

seam. So when designing pick used for cutting coal seams 

consisting of coal seam with coal-rock interface, not only 

the cutting power should be increased, but the impact on 

the pick caused by a sudden rise of the cutting force should 

also be taken into consideration. Based on the relationship 

between the cutting force increment and the CS increment, 

strength of transmissiongears in the rocker arm could be 

enhanced appropriately to improve both stability and 

reliability. 

So when designing pick used for cutting coal seams 

consisting of coal seam with coal-rock interface, not only 

the cutting power should be increased, but the impact on 

the pick caused by a sudden rise of the cutting force should 

also be taken into consideration. Based on the relationship 

between the cutting force increment and the CS increment, 

strength of transmissiongears in the rocker arm could be 

enhanced appropriately to improve both stability and 

reliability. 

4. Conclusions 

Experiments of a pick cutting coal seam of different 

forms were conducted on a cuttingtestbed of coal and rock. 

The rotational speeds of the pick inthe experiments are 

uniformly set to 100r/min and the initial velocities of the 

coal seam are all set to 1.5 m/min. Analysis on the cutting 

force-time signals of the pick cutting rock of different CS 

shows that force increment between the pick cutting rock 

and uniform coal linearly increases with the increment of 

CS difference betweencoal seam with coal and rock 

interface. Analysis on the signals of the pick cutting coal 

seam with coal and rock interface at different locations 

shows that the force increment of the pick cutting the coal 

seam with coal-rock interface at the top and bottom 

simultaneously of the coal seam is larger than the 

respectively top and bottom case, but smaller than the sum 

of the two. All the force-time curves show a trend of 

fluctuation around a lower level when the pick only cuts 

uniform coal-seam, rising continuously when cutting coal 

seam with coal-rock interface and finally fluctuating 

around a higher level when cutting coal seam with coal-

rock interface steadily. 
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Table 4. Cutting load statistics for different compressive strength coal seam with coal-rock interface 

 

 

 

 

 

 

 

 

 
Mean cutting 

force( Coal) 

Mean cutting 

force( Rock ) 

force 

increment 

Mean radial 

force( Coal) 

Mean radial 

force( Rock ) 

force 

increment 

Coal 1- Rock 1 194.55 375 180.45 51.44 160.2 108.76 

Coal 2- Rock 1 229.01 390 160.99 57.5 157.8 100.3 
Coal 3- Rock 1 244.55 415 170.45 65.83 147 81.17 

Coal 1- Rock 2 207.34 485 277.66 54.24 281.11 226.87 

Coal 2- Rock 2 224.81 496 271.19 56.31 257 200.69 
Coal 3- Rock 2 267.34 513.67 246.33 68.28 237.08 168.8 
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Abstract 

The primary objective of the present paper is to increase the Standard Oxygen Transfer Efficiency (SOTE) in aeration 

tank. To achieve this without increasing the power required to pump air into aeration tanks, a mixer and turbine blades were 

added to the regular fine bubble aeration diffuser. The turbine blade extracts power from the moving water current and 

transfers this power to the mixer at the top of the diffuser. A support structure was mounted above the air to connect the 

turbine blade and the mixer on one shaft. Furthermore, an electrical generator was connected to the shaft to extract surplus 

energy from the system at high flow rates. Results showed that the mixer powered by the turbine blade extracted power 

induce less oxygenated water into the core of the bubble column without using additional energy. Thus, this system can lead 

to a more efficient distribution of oxygen within the water tank. Furthermore, it was found that the turbine blade captured 

more energy than needed by the mixer, the excess energy was collected using electrical generator. Results showed that self-

powered mixer increase the SOTE up to 25%. At the same time 11% power used in air pumping can be reclaimed using the 

electrical generator at high flow rates. 
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Nomenclature 

COD  chemical oxygen demand. 

SOTE   standard oxygen transfer efficiency. 

RPM    rotations per minute. 

SS2     Silver Series 2 commercial diffuser commonly used in 

aeration industry. 

S-N  Sharp Nub membrane invented by [10] 

PIV  particle image velocimetry. 

1. Introduction 

Wastewater treatment facilities strive to increase the 

efficiency of the process of recycling water to be reused. 

The aeration process, introduction of pressurized air to 

collected water through diffusers located at the bottom of 

the containing tank, consumes 50%-70% of the financial 

cost invoked within a wastewater purification operation 

[1]. Aeration process efficiency depends on several factors 

such as the air mass flow rate, depth of diffuser 

submergence, and the nature of the contents in the 

wastewater [2].  

Water oxygenation process was investigated by 

Pankhania et al. [3] in a laboratory scale membrane 

aeration bioreactor (MABR) with a void volume of 1.35 

litters for its ability to treat synthetic wastewater.  

DeGuzman [4] invented an apparatus for mixing gas and 

liquid.  Levitsky et al. [5] studied the water oxygenation in 

an experimental aerator with different air/water interaction 

patterns.  

New innovative way to improve mixing in the aeration 

tank without using extra power was investigated by 

Alkhalidi and Amano [6]; they used a new innovative air 

injection method to agitation water and air bubble 

dispersion; hence, the improved OTE in the aeration basin 

without extra power depletion. Hudnell et al. [7] 

investigated improving wastewater mixing and 

oxygenation efficiency with solar-powered circulation.  

Bubbles behavior under water was investigated by Dani 

et al.'s work [8]. A trail of oxygenated water was observed 

when air bubbles travel upwards in water, as shown in 

Fig1. 

 
Figure 1. Trail of oxygen behind an air bubble moving upward [8].  

* Corresponding author e-mail: . 
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Based on the results found by Dani et al. [8] when 

subsequent bubbles travel upwards through the wake of the 

first bubble, they travel on the same highly oxygenated 

path. This decreases the effectiveness of the bubble 

oxygenation due to the reduction in the air concentration 

gradient between inside and outside the bubble.  

The driving force of the aeration process is the 

difference in oxygen concentration levels that exists inside 

and outside of the bubble. In the present work, a new 

innovative method of mixing that induces less oxygenated 

water into the core of the bubble column to overcome the 

problem of bubbles traveling on the same oxygenated path, 

hence the improved oxygenation process.  

2. Experimental Observation Setup 

The observation tank consists of a clear flat panel 

plexi-glass, 0.9m x 0.9m x 1.2m. This tank was used to 

mimic the aeration tank in wastewater treatment plant 

where standard PVC air diffusers 0.23m (9 Inch) are 

installed at the bottom. The setup was equipped with an 

accurate pressure regulator flow meter and pressure gages 

to control the experimental conditions precisely. Bubbles 

velocity was measured by particle image velocimetry 

(PIV). 

During the experiment, it was observed that when air is 

allowed through the diffusers installed at the bottom of the 

aeration tank, it developed a water bubble current within 

the tank. This current is called ‘bubble column’ that was 

created by buoyancy force while driving bubbles toward 

the water surface. Figure 2 illustrates the currents and the 

bubble column within the confines of visualization tank 

used in this work. 

 

 

Figure 2. Bubble column, collimation of air bubbles as the 
progress to the surface of the water. Vertical black lines illustrate 

the uniformity of the column. Teal arrows illustrate the flow of the 
water current 

The bubbles' velocity was measured using PIV at 

different heights (0, 100, 200, 300, 400 and 500 mm above 

the membrane) for different flow rates. Results are shown 

in Fig. 3. 

 
Figure 3.  water column velocity at different height from 

membrane and at different flow rates 

The results presented in Fig. 3 show that the maximum 

velocity location is between 200 mm and 300 mm above 

the membrane. In addition, the minimum velocity occurs 

right above the membrane.  

Both the water current showed in Fig. 2 and the 

velocity profile showed in Fig. 3 depict that high kinetic 

energy exists in the middle of the of the bubble column 

and low energy at both ends of the column. Based on that, 

a new idea emerged to install a propeller (Turbine) to 

extract power from the high velocity location in the water 

column. This extracted power will be used to operate a 

mixer at the top of the membrane (low velocity region) to 

induce the mixing in that region. The mixing will drive the 

less oxygenated wastewater into the water column. 

Therefore, the oxygen concentration difference between 

inside and outside the air bubble will increase and, as a 

result, the SOTE will increase. 

A supporting structure, shown in Fig. 4, was designed 

and built to hold the blade in place. Friction between the 

rod that holds the propeller and the stabilizers was 

assumed negligible due to lubrication from the water 

present in the tank. 

 
Figure 4. Supporting structure illustration 

The blade installed to extract the power in the middle 

of the bubble column is a household fan blade with 

0.178m diameter.  
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The mixer installed at the bottom is a costume-made 

with 0.178m diameter. The self-powered mixer airfoil 

design assists the middle blade by extracting additional 

energy from water stream. Mixer blades are twisted 

upwards for the top blade and downwards for the bottom 

blade to mix the bubble column.  The design of the self-

powered mixer enables it to mix the water near the diffuser 

with small external energy. The mixer, shown in Fig. 5, 

was built on a rapid prototyping machine and implemented 

in testing rig for testing.  

 
Figure 5. Illustration of the dual blade mixing system. 

Test tank and self-powered mixer were built according 

to the design discussed above. Tests were conducted to 

investigate the effect of mixing at the top of the membrane 

on the SOTE.  

3. Results 

A power generation analysis, based upon resistive load, 

was conducted by the use of generic generator. The 

generator was chosen based on its ability to generate high 

power under a low RPM. This generator was connected 

directly to the shaft containing the self-powered mixer and 

the additional blade. Additionally, a 2.5-100 ohm 

potentiometer was connected in series with this generator. 

Lastly, a data logging and a generic ohmmeter were 

connected to the potentiometer in parallel.  

For the purpose of the power analysis, the resistive load 

was measured at intervals from 5 ohms to 95 ohms at 

increments of 10 ohms. At each iteration, voltage was 

measured between 850 and 1000 times, and the maximum 

value was used to determine the peak power generation of 

the system. 

This process was repeated for the airflow rates from 

14 l/min to 84 l/min and was varied using 14 l/min 

intervals. The results from this analysis can be seen in Fig. 

6. 
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Figure 6. A comparison between power generation and resistive 

load at different flow rates. 

In order to render this information better, a comparison 

between data generated from newly proposed system and 

the power used by a generic pond air blower was utilized. 

It was determined that the blower system was a good 

comparison point since it consumes all of the power within 

the water aeration phase of wastewater treatment [9]. A 

generic pond air blower was chosen based on the head 

pressures and designed flow rates. Both attributions are 

comparable to the proposed system within the confinement 

of the experimental tank. A comparison of the results is 

shown in Fig. 7.  
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Figure 7. A comparison of power reclamation from self-powered 

mixer and power requirements of a generic blower small pond 

consumption [9]. 

Figure 7 shows that the electrical power consumed by 

small ponds for air pumping could be reduced up to 80% 

by installing the new proposed system. One advantage of 

the proposed system is that it can be added to any existing 

fine bubble aeration system. 

 Finally, an SOTE analysis was conducted in 

compliance with clean water act [10]. SOTE was tested 

though the use of three dissolved oxygen probes affixed 

within a cylindrical testing tank 750 L in size to eliminate 

dead zones in the tank. The self-powered system was 

tested using two membranes, commercially standard 

membrane SS2 and the Sharp Nub membrane. Both 

membranes were tested twice with and without the 

attachment of the electrical generator.  

The Sharp Nub membrane is a laboratory membrane 

invented by Amano and alkhalidi [11]. It uses a nozzle that 

forces bubbles to split into three smaller bubbles. Thus, it 

produces much smaller bubbles than the SS2 membrane.  

The results are shown in Fig. 8. 
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Figure 8. Graphical illustration of resulting SOTE results for 

sharp-Nub membrane and compared to SS2 rubber diffuser.  
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The results presented in Fig. 8 indicate an increase in 

SOTE, at high flow rates, after 60 l/min, for both cases of 

using the self-powered mixer only and using the self-

powered mixer attached to the generator. It should be 

noted that a resistive load was maintained at 40 ohms, that 

is, almost at the highest power generation point as shown 

in Fig. 6. 

4. Conclusions 

Bubble column velocity was investigated using PIV. It 

was found that the velocity varies with the depth from the 

water surface. In the present paper, energy was extracted 

from a high velocity location in the water column and 

reapplied at the low velocity regime to improve SOTE 

distribution. This was achieved by utilizing an innovative 

self-powered mixer device located right above the 

membrane combined with turbine blade at the highest 

velocity location. 

The use of the self-powered mixer indicated an increase 

in SOTE of approximately 25% at high flow rates in the 

best cases using the Sharp Nub diffuser system. Moreover, 

results indicate a significant ability to reclaim power, at 

higher airflow rates. This power reclamation was able to 

yield gains up to 11%.  
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Abstract 

Value Stream Mapping (VSM) is a tool used for analyzing the current state of a production system and designing a future 

state by analyzing and improving the flow of material and reducing inefficiencies. However, aiming at improving 

performance without considering potential machine failures and other uncertainties in the production process may lead to an 

inaccurate future value stream map. 

The purpose of the present study is to introduce a novel approach that combines discrete event simulation, Design Of 

Experiments (DOE), and Failure Modes and Effects Analysis (FMEA) to enhance the VSM processes. Simulation modeling 

is utilized to evaluate production system performance and the severity of potential failure modes under several operational 

conditions. FMEA and DOE are then used to select the best systems enhancements which can be used to generate future 

map. The results of our approach show that failure modes can drastically affect the system performance if not taken into 

consideration, resulting in a non-representative future VSM. The proper selection of operational levels can reduce the 

severity of failures and at the same can provide high performance levels. 
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1. Introduction 

Value stream mapping, design of experiments, and 

simulation are three independent lean tools that are used in 

industrial engineering. Failure mode and effect analysis 

has been used to detect potential failure modes in 

engineering systems. A conceptual infusion model that 

integrates the four tools is proposed in the present study.  

Rother and Shook (1999) provided the guideline for the 

procedure of VSM in manufacturing. VSM is a process-

oriented tool that helps visualize the processes where both 

materials and information are mapped (Bin et al., 2016; 

Rohac and Januska, 2015; Tyagi and Vadrevu, 2015). 

VSM includes two themes; Current State Map (CSM) and 

Future State Map (FSM) (Ar and Al-Ashraf, 2012). The 

CSM includes the current production health status and any 

potential non-value added activities. The non-value added 

might include long lead-times, processing delays, and 

improper handling/utilization of resources. The second 

theme is FSM, which might be considered as an updated 

version (with reduced non-value adding activities) of the 

current value state map. The FSM produces a more lean 

principle system, that will result in more balanced 

production line and is more focused towards “pull system” 

where each process only produces the quantity and quality 

that is required by the following process (Lu et al., 2011; 

Rother and Shook, 1999). It has been argued that 

sometimes VSM is not capable of standing alone due to its 

static nature; thus, for VSM to be efficient, other tools are 

necessary to improve the efficiency of VSM (Flores, 

2015). While these tools are numerous, common examples 

include discrete event simulation and design of 

experiments (Abdulmalek and Rajgopal, 2007; Agyapong-

Kodua et al., 2009; Ali et al., 2015; Gurumurthy and 

Kodali, 2011; Jasti and Sharma, 2014; Lu et al., 2011; 

McDonald et al., 2010; Rohana et al., 2013; Woehrle and 

Abou-shady, 2010; Xia and Sun, 2013; Xie and Peng, 

2012).  

Simulation is a great tool that makes it possible to 

visualize processes, helps in alternative selections, and 

optimizes operations (Alrabghi and Tiwari, 2014). It has 

become as a proved tool for enhancing performance in 

facilities and organizations. Furthermore, simulation 

provides a virtual environment that can mimic the actual 

* Corresponding author e-mail: Hazem.Kaylani@gju.edu.jo. 
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environment. Thus, simulation not only complements lean 

concepts, but also highlights feasible options. This last 

point can solve the fundamental limitation of VSM (static 

manual nature), giving it a dynamic perspective 

(Abdulmalek and Rajgopal, 2007; Gurumurthy and Kodali, 

2011; Khalid et al., 2014; McDonald et al., 2010, 2002; 

Sigari and Clark, 2013; Swallmeh et al., 2014; Xia and 

Sun, 2013).  

Design Of Experiments (DOE), also referred to as 

designed experiment or experimental design, is a useful 

tool used to predict the interrelation between experimental 

factors by developing proper factorial design. Factorial 

design facilitates the study of the effects that several 

factors may simultaneously have on a process. When 

performing an experiment, varying the levels of the factors 

at the same time is both time and cost efficient, and allows 

for the study of interactions between the factors. DOE is 

performed under controlled conditions where a selected 

process’ inputs (factors), which may have impact on the 

selected process’ outputs (responses), are investigated. 

Depending on the number of factors and the size of the 

problem, two types of factorial designs can be used. Full 

factorial experiments are used when dealing with a small 

number of levels, as responses are measured at all 

combinations of the factor’s levels. For larger problems, it 

is not feasible to do that, hence fractional factorial design 

is used to minimize time and cost where information about 

high order interactions are excluded (Montgomery, 2015).  

Conventional VSM does not take into consideration 

potential failures of the production system explicitly; faults 

or failures can significantly disrupt the production. These 

failures are usually listed under what is known as failure 

modes. For example, a machine breakdown in the system 

can be considered a failure mode. The degradation of the 

quality of the produced parts, or incorrect dimensions can 

be considered as a failure mode or a failure mode effect 

depending on whether the cause is known or not. For 

instance, if the latter is caused by the degradation of the 

machine tool through usage, the degradation of the 

machine tool itself is the failure mode and the degradation 

of the quality is a failure mode effect. 

While these failures are mostly potential possibilities, 

their impacts are important enough to affect the decision-

making. Failures in the production system have received 

significant attention in the literature. The efforts targeted 

the prevention or reduction of these failures (and in some 

cases accommodating their occurrence) over two main 

levels. The higher-level is concerned with maintenance-

related decision-making (such as the evolution of 

maintenance policies, paradigm, and maintenance-

influenced production policies) (Du et al., 2014; Liu et al., 

2015; Paciarotti et al., 2014). 

The lower-level is concerned with process-related 

maintenance (such as the continuous development in 

sensory and fault detection and estimation techniques).  

Tools were developed to assist in each of these levels 

and in many cases to link them together. For example, the 

Remaining Useful Life (RUL) is estimated from 

techniques developed in the lower level and represents an 

important asset (tool) for the decision-making in the higher 

level.  

One of the most useful tools that join both levels is the 

Failure Modes and Effects Analysis (FMEA). FMEA is a 

step-by-step systematic tool for identifying all possible 

failures in a design, a manufacturing or assembly process, 

or a product or service (Almannai et al., 2008; Chen and 

Ko, 2009; Chen and Wu, 2013; Ekmekcioglu et al., 2012; 

Paciarotti et al., 2014; Wu et al., 2014). FMEA ranks them, 

and prioritize the highest impact item on the system 

(Paciarotti et al., 2014).  

It studies one failure mode in the system at a time, as 

complex systems with multi-failures components are 

impractical to analyze especially when the a series of 

different effect combination exists (Paciarotti et al., 2014; 

Xiaoa et al., 2011). FMEA, could be applied in many 

different industries (Oldenhofa et al., 2011; Paciarotti et 

al., 2014; Xiaoa et al., 2011). Information gathered and 

listed in FMEA can be of qualitative (descriptive) or 

quantitative forms. For instance, in addition to listing all 

potential failure modes, a description of their potential 

effects, their potential causes or mechanisms, the current 

process controls, and the recommended actions can be 

incorporated in the FMEA presentation.  

Literature reveals that several efforts have been made 

to integrate the previously mentioned tools towards 

achieving enhancements. Integrating simulation and DOE 

is found in (Avenida et al., 2007; Li et al., 2014). VSM 

and simulation (Ali et al., 2015; Helleno et al., 2015; Tyagi 

and Vadrevu, 2015), and FMEA with DOE (Fahmy et al., 

2012; Senthilvelan, 2014; Shishebori et al., 2015). 

The objective of the present study is to integrate VSM, 

DOE, FMEA along with discrete event simulation. Figure 

1 clarifies the mutual added value of using these tools 

simultaneously. The benefit of VSM in both stages, CSM 

and FSM, is to visualize the processes and identify the 

potential areas of enhancement. DOE provides the variable 

input of the simulation model. Simulation helps to assess 

the current state map, compare the output scenarios of 

DOE, and provide information for FSM. FMEA will assess 

the severity of failures, and its impact on Key Performance 

Indicators (KPI). The approach, detailed in an algorithmic 

setup in the next section, is capable of achieving a more 

efficient and a less costly process improvement. It is 

worthwhile to mention that this approach was evaluated 

using a real case study in a leading glass-fabrication 

facility. 

 

Figure 1. Integration of VSM, Simulation, DOE and FMEA 
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2. Methodology 

The integrated approach is detailed in Figure 2. The 

production operations of a major glass factory in Jordan 

are considered as the main example, but the approach is 

generic enough to allow for numerous applications and 

setups. After the data is collected, product families, 

process boundaries, and material flow are identified.  

2.1. VSM-CSM 

Initially, a VSM representing the CSM of the 

production facility is established (see Figure 3). It will help 

to visualize process flow as well as identify production 

status and any potential alerts (Andons) that might cause 

problems to the production system. For example, the CSM 

in Figure 3 illustrates the different processes involved in 

the glass production. Details of these processes are 

available in previous work (Atieh et al., 2015). According 

to the production logbook (historical data) and CSM, four 

processes are identified as major (shown in blue in fig. 3); 

these are Cutting, Edging, Drilling, and Tempering. The 

other five processes are  

identified as minor as their contribution to the total 

production represents less than 10% 

 

 

 
 

 

Figure 2. Algorithm Framework 
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2.2. Simulation Model 

After analyzing historical data related to production 

rates, available resources, setup times and process times, a 

simulation model representing the current operations at the 

production facility is created. The model of the case study, 

which was built using Arena-Rockwell Automation 

Technologies Software version 14.7, was developed to 

incorporate rework as it reflects in terms of cost that is 

added to the process. The model covers all production 

resources at the glass factory and was verified to mimic the 

logic of the actual production flow at the factory. 

Validation was also performed by comparing results to real 

production data. It is recommended that any simulation 

model is set to run for several replications with ample run 

length to achieve steady state. In the present study, 10 

replications and 160 days were chosen, respectively. 

Preliminary tests indicate that 14 days warm-up period is 

needed to remove any bias in the results. The model is 

capable of evaluating different KPIs given any 

combination of input factors’ levels (detailed in next 

section). Three variations of the simulation model are 

created: Tier 1, Tier 2, and Tier 3. Tier 1 is used in the 

preliminary runs to evaluate CSM for potential 

problematic areas. Tier 2 is used after the design of 

experiments, and Tier 3 is used with the FMEA analysis. 

2.3. Determining Input Factors and Responses (KPIs) 

In order to analyze and improve the process in any 

system, two sets of information have to be identified: the 

outputs (responses or KPIs) with which improvement can 

be measured, and the input factors, which can affect the 

outputs. Only feasible factors need to be considered.  

Based on company policy, it is found that three 

performance measures: daily production volume (KPI-1), 

resources utilizations (KPI-2), and production lead times 

(KPI-3) are the most desirable in terms of evaluating the 

system performance. While it is customary to evaluate 

these KPIs within the normal healthy operational 

conditions, one can anticipate the severity of the numerous 

potential failures on them. Therefore, while these KPIs 

will be evaluated at the healthy conditions, an additional 

KPI has been devised (FMEA index: KPI-4) to cover for 

the failure modes and their potential effects. Details of this 

KPI are provided in Section 2.5. 

With regard to KPI-1, the daily production volume is 

estimated from simulation by averaging the production of 

one month. The assessments of utilizations are not 

straightforward, especially with unavailable quality data 

(for the calculation of the Overall Equipment Efficiency 

(OEE)). Therefore, we devise the utilization index (KPI-2) 

which is discussed separately in Section 2.3.1. The 

production lead time (KPI-3) is calculated based on the 

average flow time of all products produced during a one 

month period.    

In our case study, the following input factors are 

considered as being feasible. First, overtime is introduced 

on the following machines: cutting machine, pencil edging 

machine, drilling machine, and tempering machine. For all 

machines, overtime manifests in an additional four 

operational hours to the 8-hour shift. Additionally, and as 

indicated in the previous work (Atieh et al., 2015), pencil 

edging represents a challenge in the production time due to 

long setup and process times. Therefore, the company is 

interested in evaluating the option to reduce the setup time 

and/or increase the conveyer speed by investing in a new 

setup through certain machine upgrades. This results in six 

feasible input factors.    

2.3.1.   Utilization Index 

The utilization index is adopted as KPI-2. It compares 

the improvement (or worsening) of the utilization of the 

resources in the system against its nominal value in the 

default setup (all factors at low level). On the one hand, it 

is known that excessive utilization of resources (or 

machines) reduces their life expectancy, and increases the 

probability of failures. On the other hand, under-utilized 

resources represent investment, which has not been fully 

exploited. Therefore, popular optimal utilization values are 

in the range of 80-90%. 

We propose to evaluate the utilization index for every 

experiment (combination) through the following equation: 

𝑈𝑖 = ∑ 𝑤𝑗[|𝑈𝑗
∗ − 𝑈0𝑗| − |𝑈𝑗

∗ − 𝑈𝑖𝑗|]

𝑁

𝑗=1

            

∀𝑗 = 1, … , 𝑁  𝑟𝑒𝑠𝑜𝑢𝑟𝑐𝑒𝑠 (𝑚𝑎𝑐ℎ𝑖𝑛𝑒𝑠)       
∀𝑖 = 1, … , 𝑛 𝑒𝑥𝑝𝑒𝑟𝑖𝑚𝑒𝑛𝑡𝑠 (𝑐𝑜𝑚𝑏𝑖𝑛𝑎𝑡𝑖𝑜𝑛𝑠)       

where 𝑈𝑖 is the utilization index for the ith  experiment 

(combination); 

𝑤𝑗  is the weighted factor associated with the utilization 

of the  jth resource (or machine) in the system; 

𝑈𝑗
∗ is the optimal utilization value of the jth resource (or 

machine); 

𝑈0𝑗  is the nominal utilization value of the jth resource 

(or machine) in the default setup (all factors at low level); 

 𝑈𝑖𝑗 is the utilization value of the jth resource (or 

machine) in the ith experiment (combination). 

𝑈𝑗
∗ can be determined from Original Equipment 

Manufacturer (OEM) recommendations or from the 

organization’s policy. The weighted factors reflect the 

importance of a particular resource in reference to the 

collective resources. For example, the percentage of the 

production, which utilizes a specific resource, can be used 

to determine its utilization-weighted factor. 

The target optimal utilization value was set to 75% for 

all the resources (machines); it is considered in our case 

study based on the company’s policy. The targeted 

resources (machines) in the utilization index are from the 

four major processes (5 machines) indicated earlier: 

cutting, edging (pencil or flat), drilling and tempering. 
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Figure 3. VSM- current state map (CSM) 
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2.4. Design of Experiments 

The DOE is used to create the factorial design for the 

experimental runs on the input factors and their levels. The 

DOE considered all the input factors, with a suitable 

number of levels for each. For our case study, we consider 

the above six input factors, with each at two levels, 

resulting in a total of 64 runs for full factorial design. Two 

phases of DOE are performed; Phase 1 is concerned with 

experimental design and analysis of the production system 

behavior without considering effect of failure. Responses 

KPI-1, KPI-2, and KPI-3 are evaluated at all combinations 

of the experimental factors’ levels using simulation model 

Tier-2.  

After analyzing the factorial deign, the best design is 

found using the desirability approach (Derringer G, 1980; 

“Design of Experiments, Minitab user Manual,” 2005). 

For the scenarios when at least one failure mode exists, 

DOE phase 2 utilizes the same input factors mentioned 

above but uses KPI-4 as a response variable, namely 

failure modes and effects analysis index (FMEA-Index). 

KPI-4 takes into consideration the effect of failure mode 

severity on system performance and is obtained by 

applying Severity Analysis, which is explained in section 

2.5. Simulation Tier 3 is used to evaluate severity of 

potential failures on system performance for the given 64 

experimental runs. 

If the input factors and their interactions are found to be 

non-significant or do not provide a reasonable 

enhancement, another set of feasible factors must be 

considered. Otherwise, the DOE phase is finished with the 

understanding of the relationship between the input factors 

(and their interactions) and the responses.  

2.5. Failure Mode and Effect Analysis (FMEA) 

Potential failures, which may affect the KPIs, have to 

be identified. Their potential effect is to be studied in order 

to assist the DOE phase and what follows it in terms of 

analysis. A modified FMEA procedure (in reference to the 

standard one (Defeo, 2014)) is utilized. The procedure 

transforms the severity rate into a measure for the failures 

effects on the KPIs under study. Details of this are 

available in Section 2.5.1. The rest of the FMEA standard 

procedure (potential effect(s) of failure, its 

cause(s)/mechanism(s), occurrence and detectability rates) 

can be obtained from historical data and/or maintenance 

logs. Occurrence rates are calculated by counting the 

number of incidents that a certain failure has occurred. 

Then this number is normalized to the standard range 

of FMEA (1 for the failure mode with least frequency of 

occurrence and 10 for the most frequent one).  

The detectability rate indicates how much design 

control can detect potential cause/mechanism and 

subsequent failure mode. This is very dependent on the  

process/system at hand and the potential failures of 

concern. 

After calculating the severity rate (Section 2.5.1), the 

Risk Priority Number (RPN) of each failure mode at each 

combination of input factors/experiment can be easily 

obtained by multiplying the severity rate, the occurrence 

rate, and the detectability rate. 

In order to combine all the RPNs for a specific 

experiment into one representative value (namely FMEA-

Index), a weighted average can be used if all the RPNs are 

within the same order. However, averaging is well-known 

to be sensitive to extreme values. Therefore, while this 

method statistically covers for the failure modes with high 

RPN (important to take into consideration), it is also 

affected by the low RPNs. Therefore, a simple 

augmentation to the previously mentioned method of 

combining the RPNs is to exclude the lowest 10% of RPNs 

from the averaged pool. 

In reference to our case study, failures in production 

systems are quite common, leading to major production 

problems (Andons) in terms of reduced production rates 

and/or increased production lead time. Table 1 lists the 

FMEA for our case. These failure modes are identified 

based on historical data including the maintenance 

logbook of machine failures and feedback provided by 

production personnel regarding the most critical failures. 

Insignificant failures with extremely low occurrences 

and/or related to extremely underutilized resources have 

been disregarded, and only the most frequent eight have 

been listed. Table 1 lists as well, times to repair machines. 

Since these times do not depend on previous repair tasks, 

the Exponential distribution is used to simulate the Mean 

Time To Repair (MTTR). 

2.5.1.  Severity Analysis 

The association of a severity rating in the FMEA is 

extremely important as it  

directly affects the risk priority number from which the 

FMEA index will be  

calculated. While the occurrence rating and the 

detectability rating can be evaluated from maintenance 

logs, the severity is almost ambiguous and can only be 

estimated when joining maintenance logs with production 

ones. To overcome such a problem, we introduce a 

simulation-based severity rating procedure that takes into 

consideration the organization’s policy. 

First, the maintenance logs are used to identify the time 

to repair for the main failure modes chosen in the design of 

the FMEA. Then, the failures are input into the simulation 

model, and runs are made to estimate the impact of each of 

these failure modes on the KPIs of interest. Expectedly, 

the period during which the failure mode is introduced, 

and the days after it are studied extensively. The failure 

modes are as well introduced to each experiment 

(combination) of enhancing factors. 

The KPIs of interest resulting from the healthy (no 

fault) mode and the ones resulting during the failure mode 

are compared for each combination. In order to combine 

the contributions of the different KPIs, a weighted average 

inspired from the organization’s policy can be used. For 

example, a production facility can have a severity index 

which focuses on the production volume, lead time, and 

combined resources utilization. This will result into an 

equation such as:   
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𝑆𝑖𝑘 = 𝑤1
′ ∗

𝐿𝑖𝑘 − 𝐿𝑖𝜑

𝐿𝑖𝜑
 +  𝑤2

′ ∗
𝑃𝑖𝜑 − 𝑃𝑖𝑘

𝑃𝑖𝜑
+ 𝑤3

′

∗ [∑ 𝑤𝑗[|𝑈𝑗
∗ − 𝑈𝑖𝑗𝜑|

𝑁

𝑗=1

− |𝑈𝑗
∗ − 𝑈𝑖𝑗𝑘|]]      

 

∀𝑘 = 1, … , 𝑀 𝐹𝑎𝑖𝑙𝑢𝑟𝑒 𝑚𝑜𝑑𝑒𝑠  ;     ∀𝑗
= 1, … , 𝑁  𝑟𝑒𝑠𝑜𝑢𝑟𝑐𝑒𝑠; 

∀𝑖 = 1, … , 𝑛 𝑒𝑥𝑝𝑒𝑟𝑖𝑚𝑒𝑛𝑡𝑠 (𝑐𝑜𝑚𝑏𝑖𝑛𝑎𝑡𝑖𝑜𝑛𝑠) 

where S_ik is the kth severity index for the ith 

experiment (combination); 

w_1^'  ,w_2^',and w_3^' are the weighted factors 

associated with the different KPIs (lead time, production 

volume, resource utilization) changes because of failure;   

L_ik is the lead time in the ith experiment during the 

kth failure mode;  

L_iφ is the lead time in the ith experiment during the 

no failure (no fault) mode; 

 P_ik is the production volume in the ith experiment 

during the kth failure mode;  

P_iφ is the production volume in the ith experiment 

during the no failure (no fault) mode;  

w_j is the weighted factor associated with the 

utilization of the  jth resource (or machine) in the system; 

U_j^* is the optimal utilization value of the jth resource 

(or machine); 

U_ijφ is the utilization value of the jth resource (or 

machine) in the ith experiment (combination) during the 

no failure (no fault) mode; 

 U_ijk is the utilization value of the jth resource (or 

machine) in the ith experiment (combination) during the 

kth failure mode. 

Finally, the severity index for each failure mode at each 

combination are transformed to the standard FMEA one to 

ten rating with ten being the most severe failure mode. 

No. 
Potential Failure 

Mode 

MTTR 

(Hrs) 

Potential Effect(s) 

of Failure 
S

ev
 

Potential Cause(s)/ 

Mechanism(s) of Failure 

O
ccu

r 

D
etec 

R
P

N
 

Recommended Action(s) 

1 
Cutting Machine 

Failure 
16 

Non-straight cuts 

(Harder to Edge), 
Incorrect product 

dimensions 

F
u

n
ct

io
n

 o
f 

ex
p

er
im

en
t 

(c
o
m

b
in

at
io

n
) 

Degraded machine tool 

and/or parts: Oil pump, 
knives, etc. 

miscalibration 

2 2 

S
ev

 x
 O

cc
u

r 
x
 D

et
ec

 

Replace or calibrate 
cutting diamond 

2 
Flat Edging 

Machine Failure 
20 

Rough Edges Or 
breakage of panels 

/ Increased WIP 

Conveyor system: loose 

conveyer belt, motor 

dysfunction, jammed , 
miscalibration, etc. 

9 3 
Replace polishing and/or 

diamond wheels OR 

Adjust feed rate 

3 
Pencil Edging 

Machine Failure 
20 

Rough Edges Or 

breakage of panels 

/ Increased WIP 

Conveyor system: loose 

conveyer belt, motor 
dysfunction, miscalibration, 

etc. 

8 4 Install Tool Detectors 

4 
Drilling Machine 

Failure 
4 

Panels breakage / 
Increased WIP 

Degraded machine tool: 

Broken Drill 

Pneumatic press failure 

8 7 

Ensure the table is stable 

OR replace cutting 
diamond OR adjust feed 

rate 

5 
Tempering/ 

Furnace Failure 1 
16 

Stalling 

products/Increased 

WIP 

Conveyor system 8 5 

Check and/or replace 

rollers (if they absorb heat 
differently they affect the 

heat distribution) 

6 
Tempering/ 

Furnace Failure 2 
45.6 

Excessive 

unbalanced 

expansion of glass 
leading to 

breakage 

Heating system: Heaters 

malfunction, relays, chiller, 
etc. 

7 2 

Check and/or replace 

heaters (heat distribution 
needs to be equal) 

7 
Tempering/ 

Furnace Failure 3 
16 

Products 

characteristics that 
do not meet 

customer 

requirements (e.g. 
strength) 

Control/sensors 7 4 
Install new detectors and  

frequent calibrations 

8 Rework% increase N/A 

Increased WIP, 

increased cost, 
increased product 

lead time 

Various: Human errors, 

improper machine set up. 
cumulative machine tools 

degradation, etc. 

7 10 

Systematic inspections of 
tools and products, 

Modify manufacturing 

procedure, Apply lean 
manufacturing tools 
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2.6. Optimal Solution 

While DOE provides the statistical analysis to describe 

the relationship between the responses (KPIs) and the 

input factors, it does not explicitly provide the optimal 

solution for a given response or a combination of 

responses. Nonetheless, it facilitates it through the 

regression equations generated in the DOE analysis stage. 

The optimization can be achieved using the desirability 

function approach to find the best solution. First individual 

desirability is obtained for each KPI according to the 

targets set for each. Second, the composite desirability is 

determined using weighted geometric mean of the 

individual desirabilities. Finally, a reduced gradient 

algorithm with multiple starting points that maximizes the 

composite desirability is applied to determine the 

numerical optimal solution (Derringer G, 1980; “Design of 

Experiments, Minitab user Manual,” 2005). 

Optimized solutions are obtained for several scenarios 

by setting different weights for the response variables. The 

weights should be selected according to the organization’s 

policy. The more failure-conscious the organization would 

like to be, the larger the weight assigned to the FMEA-

index must be. The methodology will be more efficient if 

solutions for individual KPIs are investigated first then 

different combinations using several weights are 

considered. Finally, a subjective selection of one of 

solution will be made by consulting with the 

organization’s management.  

For our case study a solution that will maximize KPI-1 

and KPI-2, and minimize KPI-3 and KPI-4 is sought.  

3. Results and Discussion 

Implementing the algorithmic procedures detailed 

above for our case study and using Arena® simulation 

software version 14.7 and Minitab® 17.1.0, the following 

results are obtained. 

3.1. DOE Factorial Plots 

DOE factorial plots are generated for individual 

response variables to determine significant input factors 

for each of these responses individually. 

3.1.1. Production Volume 

Inspection of Figure 4 reveals that the most critical 

factor to improve the daily production rate is the tempering 

overtime factor indicating the necessity of increasing the 

availability of tempering resources, mainly the furnace. All 

other factors were found to be insignificant in terms of our 

case study. We also note here that inspection of the 

interaction plots showed that the input factors do not 

interact with each other in terms of this response variable. 

3.1.2. Utilization-Index 

Unlike the production volume, the Utilization-Index 

KPI is affected by all input factors. It can be improved by 

adding more overtime to the bottleneck tempering machine 

and reduce time on the other less-busier machines; drilling, 

pencil edging, and cutting. This is expected since 

Utilization-Index measures the deviation of machine 

utilization from the company’s target utilization of 75%.  

The results show that drilling station current utilization 

is about 70% and increasing time availability of this 

machine reduces the utilization to 31% distancing it further 

from the target value. Once again, the interaction between 

different input factors was found to be minimal. 

  

 
Figure 4. Main Effect plot for production volume 

Figure 5. Main Effect plot for utilization 
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3.1.3. Lead Time 

Similar to Production Volume, this KPI is mainly 

affected by overtime on tempering input factor. To reduce 

lead time it is imperative to increase tempering machine 

availability. This is intuitive, as the tempering machine has 

been shown to be a primary bottleneck (Atieh et al., 2015). 

Once again, the interaction between different input factors 

was found to be minimal. 

3.1.4. FMEA-Index 

As the production system at hand has several under-

utilized machines, failure modes have been found to be 

significant particularly for the lead time. Additionally, the 

lead time is considered one of the most important 

performance measures the company is looking to enhance. 

Therefore, the severity index has been chosen to evaluate 

the severity of the failure over the lead time. 

Unlike the previous KPIs, this response variable 

indicates complex behavior with the different input factors. 

For example, on the one hand overtime on tempering is 

shown in Figure 7 to increase the FMEA-Index as a single 

response affected by a single factor. However, interaction 

between input factors (see Figure 8) is shown to be strong 

and in our case can invert the effect of the single factor. 

The figure shows that the reduction of the setup time on 

the pencil edging machine will reverse the effect of the 

overtime on tempering. 

This outcome is explained by the fact that both 

resources have high utilizations and are considered as 

potential bottlenecks in the production system. Overtime 

on tempering will generally relieve the production system 

(enhancing all its KPIs). Therefore, failures will result in a 

potential loss of this relief, and hence the FMEA-Index 

will increase when this input factor is considered on its 

own. Nonetheless, this factor can (with the interaction of 

other factors) reduce the FMEA-Index. Particularly, there 

is a strong cross over interaction between overtime on 

tempering machine and setup time of pencil edging 

machine with P-value of 0.019.  

This explains why overtime on tempering will be 

chosen for all the optimal solutions detailed later coupled 

with a reduced pencil edging setup time or increased 

conveyer speed. If both have been selected together, the 

rate of work flow will increase and once the failure occurs 

(for example at tempering), the WIP increases at the other 

resources leading to an increase in waiting times. That will 

reflect on the lead time and consequently worsens the 

FMEA-Index value. Furthermore, not selecting both input 

factors will once again highlight the criticality of the 

tempering machine during failure in a similar manner to 

not having overtime on tempering (default setup-all factors 

at low level).      

Pencil edging overtime is also a significant factor and 

Figure 7 shows that it should have higher value to reduce 

FMEA-Index. In addition, Figure 8 shows that overtime on 

drilling and cutting machines have strong crossover 

interaction indicating that having overtime on either one of 

them should be sufficient. 

It is clear that since the FMEA-Index is designed to 

measure the potential loss of enhancement a change of 

input factor(s) can provide, in addition to the fact that the 

enhancement is measured in terms of several KPIs, it will 

be almost impossible to track physically every input 

factor’s effect. Therefore, statistical analysis such as this 

approach becomes important. This is in line with the fact 

that changing an input factor will have dynamic effects on 

the whole production system and not only on a single 

machine or component. This can only be captured through 

simulation which results were used in the DOE analysis.  

 
Figure 6. Main Effect plot for lead time 

 
Figure 7. Main Effect plot for FMEA-Index 
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3.1.5.  Joint View 

For all four KPIs, the input factor; over time on 

tempering is the most significant one with highest slope 

indicating the urgent need to increase the availability of 

the tempering machine. This result is expected as the 

preliminary analysis showed that this process is considered 

as a bottleneck. Introducing overtime on tempering will 

not only increase productivity and decrease lead time but 

also the utilization mean effect plot indicates that it is not 

recommended to have any overtime on other machines 

except for the tempering as all other machine are 

underutilized and increasing availability time will reduce 

their utilization way under the target value of 75%. 

However, the FMEA-Index plots illustrate some important 

interactions that can help reduce it, and consequently 

reduce the risk of failure. To decide the best combination 

of input factors, optimization is performed using several 

scenarios as illustrated in the following section.  

3.2. Optimization Analysis 

Optimization analyses are performed and compared for 

each single response variable individually and for a 

selection of weighted combinations of all responses 

together. The three best solutions for each scenario are 

considered in the comparison.  

3.2.1.  Single Response 

Optimization analysis for each response separately 

resulted in a slightly different set of combination factors as 

illustrated in Figure 9. The numbers between brackets 

represent the response value for each solution. Some of the 

obtained levels of input factors were common among most 

solutions, for example, all solutions show that overtime on 

tempering is needed for all scenarios, pencil edging 

overtime is needed considering Production volume, Lead 

Time, and FMEA-Index but not recommended when 

considering Utilization-Index. All four charts show 

significant enhancement in the value of each response 

variable compared to no-improvement scenario. Best 

production volume obtained was 33.51 panels/day while 

best lead time was 1.73 days. To decide what would be a

good combination of input factors that will optimize all 

four responses simultaneously multiple-response 

optimization is discussed in the following section. 

3.2.2. Multiple Responses 

To find a solution that will enhance all responses 

simultaneously, optimization was carried on several 

combinations of response variables using different 

weights. The weights were selected carefully to be in line 

with company policy. Mainly three of these combinations 

are illustrated in Figures 10, 11, and 12. 

In Figure 10, the optimization was performed mainly 

on the three traditional responses; Production volume, 

Utilization, and Lead time while a 0% without 

consideration of the FMEA-Index. First, it can be clearly 

seen that the results drastically enhances the two main 

KPIs, lead time and production volume. The optimizer was 

switching between focusing on enhancing the production 

volume, lead time and utilization. For example, the 

production volume has the best value in solution 1, the 

lead time has the best value in solution 3, while the 

utilization has the best value in solution 2. One important 

issue regarding the provided solutions is the large value of 

the FMEA-Index associated with them, indicating that 

these solutions present preferable outcome in the healthy 

mode and are susceptible to failure.   

Figures 11 and 12 consider all KPIs including FMEA-

Index. Therefore, different sets of solutions have been 

generated with set in Figure 12 focusing on the production 

volume. It can be seen from the figures that a solution 

which does not compromise the enhancements in the 

traditional KPIs and the FMEA-Index can be attained.  We 

note that achieving the best possible value in all KPIs 

simultaneously is not achievable. While some solutions 

achieve excellent levels in some KPIs, other KPIs are less 

or not enhanced at all. Nonetheless, we recommend 

generating enough solutions with different sets of weights 

in order to create a reasonable pool of alternatives from 

which one solution is subjectively selected.    

In the case study, the best solution was selected to be 

solution 1 produced with weights as; 40% for production 

volume, 20% for overall resources utilizations, 20% for 

lead time, and for 20% FMEA-Index. 

  

 

Figure 8. interaction plot for FMEA-Index 
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Figure 9. Single response optimization 

 

Figure 10. Multiple responses optimization 1 
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Figure 11. Multiple responses optimization 2 

 

Figure 12. Multiple responses optimization 3 
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3.3. VSM-FSM 

VSM-FSM was constructed as an extra evaluation 

methodology to measure the enhancement in the 

production system. The FSM values were updated using 

the output of simulation model as illustrated in Figure 13. 

Based on the selected optimized solution described in 

Section 3.2, for multiple-response variables, a significant 

enhancement in system performance was observed. 

Considering the production volume, the daily production 

in square meters was increased from 24.7 panels/day (220 

sqm) to 33.4 panels/day (298 sqm). This increase, 

represent a 35% enhancement in daily production volume. 

In addition, the work in process WIP for all four major 

processes (highlighted in blue) were dramatically reduced 

except for tempering. For example the WIP for drilling, 

was reduced from 368 to 35 sqm. While tempering process 

WIP increased from 635 to 831 sqm, this increase is 

justified by the increase in daily production volume. 

Consequently, the overall lead times was reduced for all 

processes by 56%. While cycle times were enhanced by 

5%. This enhancement is a result of the infusion of all 

previous mentioned tools described above in the new 

proposed methodology. The utilization of all machines was 

observed to either be reduced or stayed constant. The 

major reduction in machine utilization was on tempering 

which was reduced from 99.99% to 89.9%. Hence, this 

case study can prove that the application of proposed 

algorithm can result in major enhancement of production 

performance.  

Figure 13. VSM-future state map (FSM) 
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4. Conclusion 

Different types of failures can occur in any production 

system, causing interruptions to production process, 

leading to lower production rates and increased lead times. 

Planning resources to meet production requirements 

without considering the risk of failures can lead to 

catastrophic consequences to any organization. Although 

VSM is used for planning future system improvements, it 

does not explicitly take into consideration risk of failures.  

In the present study, we  

show that the VSM procedure can be improved 

considerably by utilizing three lean tools: FMEA, discrete 

event simulation, and DOE. The proposed methodology 

offers a valuable contribution since it helps to optimize 

several KPIs simultaneously, identify critical factors 

affecting production, assess severity of different failures, 

and select the best levels of factors that will maximize 

performance and reduce risk of failures. 

We have demonstrated the effective use of our 

methodology by applying it to a real case study of glass-

fabrication facility. Results show that introducing four-

hour overtime on a tempering station will enhance system 

performance considerably. This is expected as the 

utilization of the furnace is very high, over 95%, and is 

considered a bottleneck in the production process. 

However, the Utilization-Index and FMEA-Index plots 

show that other factors are also significant. Improving the 

Utilization-Index will help in having a more balanced 

production system, but should not be considered alone as it 

may deteriorate important performance measures, like 

production volume and lead time. In addition, several 

interactions between input factors were identified which 

can help in selecting proper levels of input factors. Results 

also show that neglecting to consider risk of failure might 

lead to an unrealistic estimate of production volume. 

Selecting input factors carefully can reduce the failure risk, 

but still produce good values of other KPI’s. 
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