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Abstract 

O-rings are used in machine devices like the seals components. They are inexpensive, and have simple mounting 
requirements. In this article, an axisymmetric finite element model is proposed to study the O-ring relaxation during the first 
day of its installation in the unrestrained axial loading case. The results of the numerical model are compared with those of an 
analytical approach based on the classical Hertzian theory of the contact. The contact stress profiles and the peak contact 
stresses are determined versus the time relaxation in order to specify the working conditions thresholds. 
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Nomenclature 

F total compression load (N) 

e initial O-ring axial displacement (mm) 

d the O-ring cross-section diameter (mm) 

D the O-ring mean diameter (mm) 

C the ratio e/d 

R the axial compression ratio 

b the contact width between the gasket and plat (mm) 

x 
radial position compared to the vertical axis of  

the O-ring cross-section (mm) 

po 
maximum contact pressure value or peak contact  

stress (MPa) 

Erelax relaxation modulus (MPa) 

Ej elastic modulus for gasket (MPa) 

j coefficient 

j relaxation time (s) 

F total compression load (N) 

e initial O-ring axial displacement (mm) 

d the O-ring cross-section diameter (mm) 

D the O-ring mean diameter (mm) 

C the ratio e/d 

R the axial compression ratio 

b the contact width between the gasket and plat (mm) 

x 
radial position compared to the vertical axis of  

the O-ring cross-section (mm) 

po 
maximum contact pressure value or peak contact  

stress (MPa) 

Erelax relaxation modulus (MPa) 

Ej elastic modulus for gasket (MPa) 

j coefficient 

j relaxation time (s) 

  

  

1. Introduction 

The elastomeric O-ring gaskets are widely used in 

hydraulic and pneumatic equipments to ensure the sealing 

of shafts, pistons and lids. The correct operation is due to 

the good tightening of the joint that generate a contact 

pressures able to confine the fluids inside a rooms or to 

prevent their passage from one compartment to another. 

Several studies are carried out to model the O-ring 

behaviour but without taking in account the effect of the 

relaxation and creep phenomena. The equations developed 

until today to determine analytically the distribution and 

the values of the contact pressure are deduced from the 

conventional Hertzian theory of the contact [1]. The 

correct operation of the O-ring is conditioned, on the one 

hand, by the maximum value of the contact pressure 

created during the O-ring compression and on the other 

hand by maintaining in operating stage a minimal 

threshold value below which the sealing of the joint is 

blamed. So the evaluation of the maximum value of 

contact pressure evolution in time has a primary 

importance to ensure the correct O-ring function during its 

nominal lifespan. In this article, it is proposed to study the 

O-ring relaxation during the first hours of its installation in 

the unrestrained axial loading case, figure 1. 

D

d

FF

Radial

position, x

D FF2e

(a) (b)

 
Figure 1: Unrestrained axial loading assembly. 
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2. Background 

Several teams were interested in O-ring assembly used 

in various industrial services. A temporal reading of 

published works on this subject can be classified on three 

categories. An analytical approach based in all cases on the 

Hertzian classical theory, an experimental part using 

various assemblies allowing to characterize the O-ring 

itself in traction and compression loads and to model its 

real behaviour. In the third shutter, finite elements models 

are developed to numerically simulate assemblies with the 

O-ring. 

George and al. [2] used a finite elements model to 

study the behaviour of the O-ring compressed between two 

plates. The gasket characteristics were introduced into the 

program according to parameter defining the total 

deformation energy or by using the Neo-Hookean model. 

The results of this analysis were compared with those of 

several experimental studies and analytical approaches 

based on the Hertzian theory. Dragoni et al. [3] proposed 

an approximate model to study the O-ring behaviour 

placed in rectangular grove. The influence of the grove 

dimensions variation and the friction coefficient was 

investigated. 

The work of I. Green and C. English [4] reviewed the 

majority of used O-rings configurations. A finite elements 

Models were developed considering hyperelasticity 

behaviour. The results of these models were confronted 

with those of empirical studies. New relations expressing 

the maximum contact pressure and the width of contact 

were proposed. Rapareilli et al. [5] present a validation of 

the experimental results by a numerical model which 

regarded the joint as an almost incompressible elastic 

material. The effects of the fluid pressure as well as the 

friction effect between the gasket and the shaft are studied. 

The two part of the study were in perfect agreement. In an 

experimental study [6], the authors tried to determine the 

influence of the fluid pressure on the contact pressure 

which ensures of sealing as well as the ageing 

deterioration of the joint. Kim et al. [7, 8] tried to find an 

approximate solution for the mechanical behaviour of the 

O-ring joints in several configurations. The influence of 

the friction coefficient is highlighted. An experimental 

study was carried out to find more realistic elastic modulus 

values for elastomeric O-ring. They compared their results 

with those obtained in experiments and by the finite 

element analysis. They found that the values given by the 

Lindley [9, 10] to calculate the compressive force are 

similar to those determined by the finite elements model. 

The O-ring relaxation was treated by K.T. Gillen et al. 

[11]. In this study, the O-ring degradation is caused by 

oxidation or nuclear irradiation. The authors describe 

several improvements to the methods used in there 

previous studies like substituting the O-ring segments for 

difficult-to-prepare a mini-disk samples. 

In this article, a 2D axisymmetric model is developed 

to simulate the O-ring relaxation when it is axially 

compressed by initial tightening between two rigid plans. 

The effect of the temporal variation of the longitudinal 

elasticity modulus as well as the influence of the axial 

compression ratio will be analyzed. The model of the 

classical contact theory will be confronted with the results 

of the numerical study. The O-ring material behaviour is 

similar to the stuffing-box packings one used to study the 

creep and relaxation phenomena [12]. 

3. Conventional analytic Theory 

Most of the work dedicated to the study of the O-ring 

gasket behaviour used the same analytical model based on 

the Hertzian theory of the pressure contact. By adopting 

this classical theory, Lindley [9, 10] developed a simple 

approximate formula, relation (1), expressing the 

compressive force, F, according to the ratio of initial 

compressed displacement by the cross-section O-ring 

diameter,
d

e
C  . 

).50.25.1( 62

3

CCDdEF   (1) 

The same theory allowed determining the contact 

width, b, and the maximum value of the contact stress po, 

according to the formulas (2) and (3). 
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The contact pressure distribution according to the radial 

position on the gasket is given by the equation (4). 
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These formulas do not utilize the mechanical 

characteristics of the plates in contact with the joint. Only 

the O-ring longitudinal elasticity modulus, E, are used. By 

consequence, the same equations remain valid for the 

evolution study of the O-ring behaviour according to time 

but using a time varying Young modulus, called relaxation 

modulus Erelax. The viscoelastic behaviour of the gasket is 

given by the modified Maxwell model [13], presented in 

figure 2. 

 


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Figure 2: A generalized Maxwell model. 

 

The relaxation modulus is defined by the following 

equation: 

 




 
j

t
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jeEEtE


)(  (5) 
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With 




E

E j

j   and   

j

jEEE0
 (6) 

 

The relaxation modulus of the equation (5) becomes: 














 



j

t

jrelax
jeEtE )1(1)( 0


  

(7) 

The initial elasticity modulus, E0, and the eight 

coefficients j, called Prony series coefficients, are 

deduced from the experimental data of the reference [14]. 

The relaxation study aims to evaluate the variation of 

the contact stress versus time, when an initial axial 

displacement, e, characterized by an axial compression 

ratio R, given by the equation (8), is imposed to the gasket. 

For each axial compression ratio, R, the variation of the 

contact pressure distribution as well as the change of the 

contact surface width are recorded. 

 

C
D

e
R .200.2100   (8) 

4. Finite element analysis 

In order to characterize the O-ring relaxation, an 

axisymmetric finite elements model, showed in figure 3, 

was developed using ANSYS software [15]. The O-ring is 

compressed between two rigid plates. 

 

Upper O_ring surface

Rigide plate

Element

Node

 
Figure 3: Finite elements model. 

 

Since the problem is axisymmetric and the median 

horizontal plane cutting the O-ring in two equivalent parts 

is a symmetry plane, the joint is modelled by a half-disc 

with 2D plane elements having four nodes. The O-ring 

material is regarded as viscoelastic characterized by the 

Prony coefficients. The plates are modelled by rigid 

elements whose displacements are constrained in all 

directions. The geometric and mechanic characteristics of 

the O-ring joint are summarized in table I. In order to 

check the influence of the O-ring rigidity two initial 

Young modulus values are considered. The mesh 

refinement is optimized to have the convergence while 

using less memory capacity. 

 

 

 

 

 

Table 1: O-ring characteristics 

 O-ring 

Subscript 1 2 

d (mm) 6.98 

D (mm) 123.19 

E (MPa) 2.82 46.20 

 0.49967 

 

The value of the vertical displacement imposed on the 

upper surface of the joint is calculated by the axial 

compression ratio, R, which varied between 7.5 and 25 % 

compared to the O-ring cross-section diameter. Thereafter, 

the distribution of the contact pressure is recorded 

according time. 

5. Results and discussions 

The suggested analytical model calculates the 

maximum contact pressure, in the assembly sealing 

conditions, according to initially imposed displacement. In 

addition, the finite elements model in the same working 

conditions is used to investigate the O-ring material 

proprieties effect on the contact pressure values. Figure 4 

presents the contact pressure distribution according to the 

radial position for a compression ratio of 15% with various 

intervals of operating time. It is noticed that the contact 

pressure is maximum in the average diameter position.  All 

the curves have the same appearance and admit the middle 

diameter like a symmetrical position. The relaxation speed 

is more important at the beginning and becomes null after 

18 operating hours.  
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Figure 4: Contact pressure distribution for R=15%. 

 

To inspect the effect of the rigidity of the O-ring, two 

values of the longitudinal modulus of elasticity were used. 

Figure 5 compares the contact pressure distributions for 

the two cases. For a given position, the contact pressure 

value depends on the value of the corresponding elasticity 

modulus. When E is larger the contact pressures are 

higher. When the contact pressure is divided by the initial 

elastic modulus, the curves depend only on the relaxation 

time and the compression ratio as illustrated in figure 6. 

Consequently, we can conclude that the effect of the 
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gasket rigidity does not appear when the curve of the ratio 

p/EO is represented according to the radial position for 

several cases. 
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Figure 5: Contact pressure in the two elastic modulus cases. 
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Figure 6: Initial elastic modulus effect. 

 

During the installation of the joint, the analytical model 

envisages the same stresses distributions as the finite 

elements model for any imposed axial displacement value 

as shown in figure 7. The surface of contact and the 

maximum contact pressure are larger when the 

compression ratio or the relaxation time are more 

significant. The difference between the results of the two 

models is rather negligible and does not exceed 10%. It 

can be affirmed that the analytical model deduced from the 

classical theory of the contact pressure remains valid even 

for the study of the O-ring relaxation. 
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Figure 7: FE and Analytical models comparison. 

 

Figure 8 compares the influence of the compression 

ratio on the speed and the values of contact pressure due to 

the viscoelastic relaxation. It is clear that in all the cases 

the maximum contact pressure loses a great percentage of 

its initial value with time. This loss is very fast in the first 

operating hours. 
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Figure 8: Relaxation of maximum contact pressure in the first 
material case. 

6. Conclusion 

This study shows that the classical theory of contact, 

developed initially for steady operation, remains valid for 

the relaxation case but with some modifications on the O-

ring mechanical characteristics. In addition, the finite 

elements model developed produces the same results as the 

analytical model. 

In order to generalize these remarks, other cases might 

be regarded as the radial loading and the grooves 

configuration. 
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Abstract 

In this paper, the ceramic production in Jordan is investigated using the methodology of exergy analysis in order to use 
energy more efficiently. The major aim of the ceramic industry in Jordan is to minimize the energy cost in order to be a 
competent industry. The energy and exergy of inputs and outputs for different processes of ceramic production are evaluated. 
The exergy efficiency is found to be about 48.5% which is considered to be low. This fact in addition to the high cost of 
energy explains why the ceramic industry in Jordan can't be a strong competent to ceramics imported from other countries. 
One of the main suggestions to improve this industry is to reuse the waste energy from the kilns in the drying process. 
Another suggestion is to use the heavy fuel oil (HFO) instead of diesel and kerosene. 
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1. Introduction 

The ceramic production in Jordan is encountering many 

problems related to the waste energy, high energy cost and 

the environmental effects. The exergy analysis is 

considered as a powerful method in the performance 

evaluation of an engineering process. In this paper, the 

exergy analysis method will be used to investigate the 

ceramic production in Jordan in order to use energy more 

efficiently. This analysis will be conducted on the most 

exergy consuming units in the Jordan Ceramic Factory / 

Zarqa from which the data were taken. The exergy 

efficiency and losses will be calculated. These calculations 

give a clear view of the performance of this factory. The 

chemical exergy of the reactions involved in the various 

stages will also be calculated and examined. Based on 

these calculations, some suggestions will be given to 

improve this industry. 

Many researchers investigated the exergy analysis in 

different engineering applications. Among them carried 

out the exergy investigations of the energy consumption in 

the industrial sector, such as Oladiran and Meyer [1]. They 

analyzed the energy consumption in the industrial sector in 

South Africa by considering only four principal sub-

sectors. They calculated the average energy and exergy 

efficiencies for each sub-sector and then they obtained the 

overall values for the industrial sector based on the 

primary energy utilization data. Koroneos et al. [2] 

examined the cement production in Greece by using the 

method of exergy analysis in order to minimize the energy 

costs and environmental effects.  

Camdali et al. [3] applied the energy and exergy 

analyses for a dry system rotary burner in a cement plant 

in Turkey. Utlu and Hepbasli [4] evaluated the energy and 

exergy efficiencies in the Turkish utility sector for a period 

from 1990 to 2004. They performed the energy and exergy 

analyses for eight power plants based on the actual data 

over the period studied. 

The exergy analysis method has also been used in the 

areas of residential, transportation, environmental and 

trading sectors. Taufiq et al. [5] described the modeling 

and optimization analysis for HVAC in Malysia. They 

used the exergy analysis method in evaluating the overall 

and component efficiencies and to determine the losses. 

Talens et al. [6] suggested exergy analysis method to 

assess the environmental performance of a system like the 

process of biodiesel production.  

 Saidur et al. [7] applied the energy and exergy 

analyses for different modes of transport in Malaysia and 

they compared their results with other countries like 

Turkey. Jaber et al. [8] made historical investigation from 

1985 to 2006 to determine the energy and exergy 

efficiencies of the Jordanian transportation sector. 

Chen and B. Chen [9] investigated the resource inflow 

to the Chinese society between 1980 and 2002 based on 

the exergy analysis method. Tsatsaronis [10] presented the 

definitions of some terms and nomenclature that are used 

in exergy analysis.  

The production of ceramic consumes a large amount of 

energy in any industrial sector. The energy cost of the 

ceramic industry has a great percentage of the total 

production cost. A large number of studies have been 

published in this area. A handy manual sponsored by 

United Nations Industrial Development Organization 

(UNIDO) investigated the ceramic production from 

different points of view [11]. Dincer and Rosen [12] 

illustrated in details how an exergy analysis could be done 

for industrial processes. They also showed the relation 

between exergy and energy with the sustainable 

development. Cengel and Boles [13] and Sonntag et al. 
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[14] introduced and explained the fundamental of 

thermodynamics including exergy concept in addition to a 

comprehensive illustration of the concept of chemical 

exergy.  

Based on the previous studies conducted in the 

literature, it is clear that no one investigated the exergy 

analysis of the ceramic production. In this study, exergy 

analysis of the processes involved in the production of 

ceramic in a ceramic factory in Zarqa, Jordan performed 

for evaluating the performance of the factory using the 

actual factory operational data. The exergy losses will also 

be calculated and the chemical exergy of the reactions will 

be calculated and examined. 

2. Manufacturing Processes of Ceramic 

The main stages of ceramic production in the factory 

under consideration are illustrated in Figure 1. These 

stages are: 

1. Raw materials:  The raw materials are all from 

Jordan. They contain: 

 

 Kaolin (Al2O3.SiO2.2H2O): this comes from 

two main areas in Jordan, Batn AlGhol and 

Mahis. 

 Calcium Carbonate (limestone) (CaCo3): it 

comes from the Jordan Carbonate Company in 

Amman. Both Kaolin and Calcium Carbonate 

are used to increase the thermal expansion of the 

ceramic block in order to make it straight. 

 Sand: it is brought from AlDisi area. The sand is 

used to increase the absorption of the mixture. 

 Water (H2O): it is used as a solvent media.  

 

2. Grinding: In this process, the raw materials are mixed 

with water in a proper proportion and are grinded in a 

ball mill to make a homogeneous mixture. Ball mills 

and blungers are used for grinding. This process 

continues until we get slurry of the required density. 

 
Figure 1: Ceramic production stages. 

3. Storing: After preparation of the slurry of required 

density, it is stored in as slips. Slurry is then pumped 

at the ambient temperature through a hydraulic pump 

into the spray dryer where the slurry is sprayed 

through nozzles. 

4. Vaporization in the spray dryer: Material is dried in 

spray dryer, so the moisture added during grinding 

process is removed in the spray dryer.The solution is 

vaporized in the spray dryer at a temperature range of 

300°C to 550°C. The maximum temperature may 

reach 560°C. Hot flue gases are used as a heating 

source. Hot gases are generated by combustion of 

fuels such as diesel and kerosene. Input moisture to 

spray dryer is 35 to 40%, which is dried to 5 to 6 %. 

This process produces the powder which is then 

stored in silos and left to cool naturally. Storing: After 

preparation of the slurry of required density, it is 

stored in as slips. Slurry is then pumped at the 

ambient temperature through a hydraulic pump into 

the spray dryer where the slurry is sprayed through 

nozzles. 
5. Pressing or Forming: The powder in silos is then sent 

to the hydraulic press where the required sizes of 

biscuit tiles are formed and sent to dryer through 

conveyer. This process occurs at a temperature range 

of 40°C to 50°C in order to prevent the coherence of 

the pressed powder with the press itself. The pressing 

process produces the green tile. Metal molds patterns 

are used for ceramics forming in the factory under 

consideration. The shape of these molds should 

consider the shrink of the ceramics when fired. 

6. Drying: After press, biscuits containing about 5% to 

6% moisture are sent to dryer and dried to about 2% 

to 3% moisture level. The green tile produced in the 

previous stage is dried at a temperature range of 

200°C-280°C to produce the dry tile. After that, the 

dry tile is entered to the biscuit kiln with a maximum 

temperature of 1150°C. The result is a biscuit fired 

tile. This tile is stored in boxes and moved using kiln 

cars to the glaze line. 

7. Glazing: The biscuit fired tile is entered to the glazing 

line to produce the glazed tile which is also stored in 

boxes. The glazed tile is entered to a second fire 

which is the glaze kiln where the glaze is melted on a 

maximum temperature of 1100°C without any 

reaction to produce the finished product. 

8. Sorting and packing: The finished product is sorted to 

different classes then packed and stored. 

3. Exergy Analysis 

3.1. Equations of Exergy Analysis on Ceramic Production: 

 

The exergy balance (as shown in Figure 2) for the 

considered process is given by the following equation [2]: 

 

 wastelossesproductinput EEEE                                          (1) 

 

The exergy of inputs (Einput) is the sum of exergies of 

the raw materials and energy inputs. The exergy of 

products (Eproducts) is the sum of exergies of the products 

and by products, in other words, is the useful exergy in the 

exit streams. The exergy of waste (Ewaste) is the sum of 
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exergies of waste heat, gasses vented to the environment 

without use, and in solid waste. The exergy losses 

(Elosses) are the amount of exergy consumed in a system 

due to internal irreversibilities in the process for raw 

materials and energy resources and flow conversion.  

The exergy of products can be calculated from equation 

(1) as: 

 

   wastelossesinputproduct EEEE   (2) 

 

The exergy efficiency is the ratio of the exergy of the 

useful products to the exergy of all input streams. Exergy 

efficiency of the process ( ) is defined as [15]: 
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Figure 2: Exergy balance. 

 

The exergy of a system is the sum of the physical 

exergy, the mixing exergy and the chemical exergy, when 

other forms of contributions, such as kinetic exergy or 

potential exergy, etc., are neglected. The total exergy of a 

stream is given by: 

 
CHEM

mixph EEEE   (4) 

 

where Eph is the physical exergy due to temperature and 

pressure difference with the environment, Emix is the 

mixing exergy due to the mixing of the different 

components, and ECHEM is the chemical exergy due to 

differences in the materials composition with the 

environment.  

The physical exergy of a given stream is given by the 

following equation [2]: 

 

)( 000 SSTHHEph   (5) 

 

where H is the enthalpy, H0 is the enthalpy at 

atmospheric conditions, T0 is the temperature of the 

surroundings, S is the entropy and S0 is the entropy at 

atmospheric conditions. 

The mixing energy of a gaseous stream is given by the 

following equation [2]: 
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(6) 

 

where R is the universal gas constant, yi is the mole 

fraction in the stream and yoi is the mole fraction in the 

environment. 

The chemical exergy of a substance is given by the 

following equation [2]: 

 

)ln()(
0

0

0

0

0

C

C
RTECHEM    

(7) 

where 
0  is the chemical potential at the standard 

state, 
0

0 is the chemical potential at the environmental 

state, C is the concentration of a substance at the present 

state and C0 is the concentration of a substance at the 

environmental state. 

The exergy of heat which represents the maximum 

amount of work that can be gained reversibly from an 

amount of thermal energy Q at temperature T is given by 

the following equation: 

 

 )1( Q
T

T
E o

heat   (8) 

 

3.2. Exergy Analysis of Spray Dryer: 

 

The exergy losses as mentioned earlier come mainly 

from the firing and drying processes. The main exergy 

losses for drying processes are associated with 

irreversibilities. The spray dryer which the ceramic factory 

under consideration uses is of the type air drying. The 

schematic diagram of the spray dryer is shown in Figure 3. 

A large amount of exergy is lost with existing air from the 

dryer. The exergy existing with the product is quite small, 

since a little exergy is put in the solid products. The exergy 

loss due to heat rejection from the walls of the dryer is 

very significant. This loss should be taken into 

consideration. This amount may reach up to 25% of the 

total exergy input. This loss can be reduced by 

appropriately insulating the dryer.  The size of the dryer is 

another important aspect. The jet type ring dryer has 

smaller dimensions than a spray dryer of an equivalent 

capacity. Then the jet type ring dryer has a much smaller 

loss from its walls than a spray dryer [12]. For our ceramic 

factory, one may recommend to replace the existing spray 

dyer with a jet type ring dryer. 

The inputs and outputs in the spray dryer are shown in 

Figure 3. 

 
Figure 3: Schematic diagram of the inputs and outputs in the spray 

dryer. 
 

In this paper, we can use the model of a drying process 

presented by Dincer and Sahin [16].  Here, the reference 

environment used in our paper is shown in Table 1. 
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Table 1: Reference environment model [12]. 

T0 = 298.15K Temperature 

P0 = 1 atm. Pressure 

Atmospheric air saturated with water at  

Reference conditions has the following 

composition:  

Composition 

 Mole fraction Air Constituents 

0.7567 N2 

0.2035 O2 

0.0303 H2O 

0.0091 Ar 

0.0003 CO2 

0.0001 H2 

 

Also, the raw data for the spray dryer in addition to 

some necessary data are shown in Tables 2 and 3, 

respectively. These data are used to conduct the exergy 

analysis to determine the exergy efficiency of the drying 

process. 

 

Table 2: Raw data associated with the spray dryer. 

hv or hp 

(kJ/kg) 

ha or hw 

(kJ/kg) 

P 
(kPa) 

T 
(K) 

State 

2680 402 150 373 1 

23.17 104.87 101.3 298 2 

2630 345 125 343 3 

57.2 380.9 195 363 4 

 

Table 3: Some necessary data. 

1.005 kJ/kg.K apC )(  

1.8723 kJ/kg.K vpC )(  

0.287 kJ/kg.K aR  

0.4615 kJ/kg.K R  

0.0153 o  

0.024 ovx )(  

 

Now, the exergy efficiency for the drying process can 

be defined as the ratio of exergy use in the drying of the 

product to the exergy of the drying air supplied to the 

system [12]. That is: 

 

suppliedair  drying ofExergy 

productin  moisture ofn evaporatiofor input Exergy 


 
(9) 

 

The analysis has been carried out based on the raw data 

by applying the procedure given by Dincer and Sahin [16]. 

The results are given in Tables 4, 5 and 6. 

 

 

 

 

 

 

Table 4: Mass balance results. 

Mass Balance 

3000 kg/h pm  

25000 kg/h am  

0.018 1  

300 kg/h 2)( wm  

130 kg/h 4)( wm  

0.0248 3  

 
Table 5: Energy balance results. 

Energy Balance 

450.24 kJ/kg 
1h  

410.72 kJ/kg 3h  

867854 kJ/kg 
1Q  

321087.63 kJ/kg qE  

 
Table 6: Exergy balance results. 

Exergy Balance 

170 kg/h evwm )(   

391.03 kJ/kg 3)( we  

52.9 kJ/kg 2)( we  

28.82 kJ/kg 
1e  

51%   

 

3.3. Exergy Analysis of the Kilns: 

 

The biscuit and glaze kilns used in the factory 

considered are roller hearth kilns. This type of kilns is 

designed as a continuous kiln. A roller conveyer is 

installed from the kiln inlet to the kiln outlet. Each roller 

rotates to carry the product to be fired from the inlet to the 

outlet. This structure eliminates the use of the kiln car. 

The kilns consume great amount of energy in the 

production processes.  The kilns consume about 50% of 

the total energy consumption while the spray dryer 

consumes approximately the other 50%. 

The input exergy comes mainly from the combustion of 

diesel and kerosene in addition to electricity in the 

following percentages: 9% from electricity, 50.05% from 

kerosene and 40.95% from diesel. The exergy coefficient 

of electricity is assumed to be 1. This means that electrical 

energy and exergy are equivalent.  

The composition of diesel and kerosene is given in 

Table 7. The composition of both diesel and kerosene does 

not sum up to 100% because there is also a small 

percentage of water and ash in both of them. 

 

 

Table 7: Composition of diesel and kerosene as percentage of mass. 

Fuel 
Carbon 

(C) 
Hydrogen 

(H) 
Oxygen 

(O) 
Nitrogen 

(N) 
Sulfur 

(S) 

Heating value, 

DH 

(MJ/kg) 

Diesel 87.5 11.5 0.11 0.21 0.5 42.4 

Kerosene 86 12 0.09 0.26 0.44 40.2 
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The chemical exergy of both diesel and kerosene 

entering the system is calculated by using the following 

equation [2]: 

 
))0628.21(2196.00432.01728.00401.1(

C

H

C

S

C

O

C

HCHEM

x

x

x

x

x

x

x

x
HE 

 
(10) 

 

where xH, xC, xO, and xS are mass fractions of H, C, O, 

and S, respectively. 

 

Applying equation (10) for diesel and kerosene we get: 

 

./824.42

./1.45

kgMJE

kgMJE

CHEM

Kerosene

CHEM

Diesel



  

 

Exergy of the system for both Biscuit and Glaze kilns 

can be calculated form Equation 8. The results are 

summarized in Table 8 shown below. 

 

 

 

 

 

 

 

 

 

 

Table 8: Heat input, exergy and energy availability. 

Glaze kiln Biscuit kiln  

31072.69992   
31026946  [kJ] Q  

31059.30111   
31037.12425   [kJ] E  

43.0  46.0  
Q  

 

The exergy input to the biscuit kiln 2704.64×103 kJ/kg. 

While, the exergy output is 1257.66×103 kJ/kg. 

 

Thus, the exergy efficiency for the biscuit kiln is: 

 

%.5.46%100
1064.2704

1066.1257
3

3





  

 
In a similar way, the exergy input to the glaze kiln is 

7026.45×103 kJ/kg. While, the exergy output is 

3471.07×103 kJ/kg 

Thus, the exergy efficiency for the glaze kiln is: 

 

%.4.49%100
1045.7026

1007.3471
3

3





  

 

Now, an analysis of the exergy losses in both the 

biscuit and glaze kiln is done and shown in Table 9. 

 

Table 9: Exergy losses in the biscuit and glaze kilns. 

% of 

exergy loss 

Exergy loss 

biscuit kiln 

[kJ/kg] 

% of 

exergy loss 

Exergy loss 

glaze kiln 

[kJ/kg] 

Heat Loss 

52 31085.888   
32 31012.461   From the waste exhaust heat 

64 31030.2275   55 31071.792   From irreversibilities 

7 31086.248   
11 31054.158   From radiation and conduction 

4 31006.142   2 31083.28   
From kilns cars 

 

It should be noted that for both kilns the radiation and 

conduction losses are calculated from the differnces 

between the energy input and output [11].  

As a final result, since the spray dryer, biscuit and 

glaze kilns are the most energy consuming units in the 

ceramic production; one can calculate the overall exergy 

efficiency for the ceramic production in the Jordan ceramic 

factory to be about 49.48%. 

These results are shown schematically using Sankey 

diagrams, Figures [4] and [5], respectively. 

 
Figure 4: Sankey diagram of the exergy balance for the glaze kiln. 
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Figure 5: Sankey diagram of the exergy balance for the biscuit 

kiln. 

4. Conclusion 

The exergy analysis method is a powerful tool for 

measuring the efficiency of processes or systems. The 

results obtained with regard to the exergy efficiency and 

losses give a clear view of the performance of the 

considered factory. The exergy efficiency of the ceramic 

production is calculated to be 49.48. This efficiency is low 

and means that there is a huge amount of exergy losses. 

The spray dryer is the largest energy and exergy 

consuming unit. Its exergy input represents about 50% of 

the total consumption of the Jordan ceramic factory. The 

exergy efficiency of the spray dryer is about 51% which 

shows that the exergy losses concerned with the spray 

dryer are 49%. This means that a loss rate is about 433927 

kJ/h. The drying equipment is large and it operates at high 

temperatures. As a result, there is a large amount of heat 

loss from both convection and radiation. Insulation of the 

equipment is important to ensure energy efficiency. Large 

part of these losses is due to internal irreversibilities 

occurring in the spray dryer.  

The second exergy consuming part of the Jordan 

ceramic factory is the biscuit kiln. The exergy efficiency of 

the biscuit kiln is about 46.5%. This means that there is an 

exergy loss of 53.5%. Main loss is due to the 

irreversibilties during the preheating and cooling processes 

in addition to the exergy losses of the exhaust gases and 

waste heat. 

The glaze kiln is the third exergy consuming unit. The 

exergy efficiency of the glaze kiln is about 49.4% which 

refers to exergy loss of 50.6%. Of these losses, the 

irreversibilties due the preheating and cooling processes 

occurred in the glaze kiln represent the largest part as in 

the biscuit kiln. Also, the exergy losses related to the waste 

heat and exhaust gases. 

Exergy losses by conduction and radiation from the 

biscuit and glaze kilns are about 7% and 11% of the total 

exergy losses. This ratio is low but with the time the total 

amount of losses is considerable. This radiation loss can be 

reduced by replacing the damaged insulation and 

improving the existing insulation of the kilns.  

A very small exergy loss is due to kiln cars. Kiln cars 

move the tiles to and from both the glaze and biscuit kilns. 

These losses are 4% and 2% for the biscuit kiln and glaze 

kiln respectively. 
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Abstract 

In this paper, we propose a control strategy of a variable speed wind generation system with permanent magnet synchronous 
generator connected to the network using two converters PWM having jointly a DC bus. The aim of this control strategy is to 
allow the permanent magnet generator to operate for different wind speed in order to optimize the generated power from 
wind turbine on the one hand, and control the forwarded flows of power, on the other hand.  
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1. Introduction 

The world consumption of energy has known enormous    

increase these last years, because of the massive 

industrialization that has tendency to intensify rapidly in 

some geographical areas in the world, notably in countries 

of Asia. The risks of shortage of fossil matters and their 

effects on the climatic change indicate once more the 

importance of renewable energies. Several sources of 

renewable energies are under exploitation and search, in 

order to develop power extraction techniques aiming to 

improve the reliability, lower the costs (of manufacture, 

use, and retraining), and to increase the energizing 

efficiency [1]. In this general context, this work carries on 

the conversion of the wind energy in electric energy that 

became competitive thanks to three essential factors [2]:   

The motivating nature of this energy, the development 

turbines industry, and the evolution of   semiconductors 

technology, as well as the new methodologies of control of 

variable speed turbines. Nevertheless, several problems are 

met, bound to the complexity of wind conversion systems; 

as the necessity to use gear box between the turbine and 

the generator, and the instability of wind speed [3]. The 

use of other wind power structures like for example, 

permanent magnet synchronous generator (PMSG) with 

big number of poles, makes variable wind conversion 

systems more attractive than those with fixed speeds, 

because of the possibility of extraction of the optimal 

energy for different speeds of wind, reduction of 

mechanical constraints by elimination of gear box, which 

improves reliability of system; and reduction of 

maintenance expenses [3]. Permanent magnet synchronous 

machine (PMSG) is characterized by weak inductances, 

elevated torque, and very weak inertia [4]. All these 

features offer elevated performances for the generator, 

important output, and better controllability; which makes 

this machine real competitor of the asynchronous 

generator [4]. The principle of horizontal axis wind turbine 

with variable-speed based on permanent magnet 

synchronous generator is presented in a first time, 

following by an analytic model of different components of 

the conversion chain proposed. These models are 

associated to control strategies adopted for the generator in 

one hand, and the grid link in the other, while passing by 

the DC bus control. All developed models during this 

survey, are simulated in MATLAB. 

2. Modeling of the permanent magnet generator 

conversion chain 

2.1. Modeling of P.M.S.G: 

 

In order to get a dynamical model for the electrical 

generator that easily allows us to define the generator 

control system, the equations of the generator are projected 

on a reference coordinate system rotating synchronously 

with the magnet flux (Figure. 1). 

In the synchronous machines with sinusoïdale 

distribution of conductors, flux   and  are linear functions 

of currents id and iq   situated on the rotor. And they are 

given by the equations: 
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Figure 1: PARK model for PMSG. 
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Where: 

dL  : Stator inductance in d-axis; 

qL  : Stator inductance in q-axis; 

dL  and qL  are supposed independent of θ;  

f  : Magnets flux; 

The wind turbine driven PMSG can be represented in the 

rotor reference frame as:  
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The electromagnetic torque is expressed by: 
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After affectation of the expressions of ψd and ψq,   

 

The expression of the electromagnetic torque becomes: 
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2.2. Modeling of the wind turbine: 

 

The wind energy conversion system is complex 

because of the multiplicity of existing fields, aerodynamic, 

mechanical, and electric; and factors determining the 

mechanical power, as wind speed, dimension, and turbine 

shape.   

Input and output variables of the wind turbine can sum 

up as follows: 

1. Wind speed that determines the primary energy to the 

admission of turbine. 

2. Tip-Speed ratio (T.S.R) defined by the ratio of the 

linear speed in tip of blades of the turbine on the 

instantaneous wind speed, and given by the following 

expression [5]. 

 

V

Rtt
        

                                                                                

Rt : Radius of the wind turbine rotor (m) 

V : Velocity of the wind (m/s) 

Ωt : Rotation speed of the turbine (rd/s) 

 

3. Speed of turbine, slant of blades, and angle of 

wedging. 

4. The power cœfficient Cp definite as the ratio of the 

extracted wind power and the total power 

theoretically available. It depends of the wind speed, 

rotation speed of the turbine, and blades parameters 

of the turbine as incidence angle and wedging angle 

[5]. It is often represented according to the tip-Speed 

ratio λ. The maximal theoretical value possible of the 

power coefficient, named limit of Betz, is of 0.593 

[5]. The output quantities of the turbine are the power 

or the torque that can be controlled while varying the 

previous input quantities.        
 

2.3. Gear box model: 

 

The role of gear box is to transform the mechanical 

speed of the turbine to the generating speed, and the 

aerodynamic torque to the gear box torque according to the 

following mathematical formulas: 
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The fundamental equation of dynamics permits to 

determine the mechanical speed evolution from the total 

mechanical torque applied to the rotor that is the sum of all 

torques applied on the rotor:                 

 

femg
mec CCC

dt

d
.J 
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tur  : Mechanical speed of the turbine; 

mec  : Generator speed; 

aerC  : Torque applied on the shaft of turbine; 

gC  : Torque applied on the shaft of the generator; 

emC : Electromagnetic torque; 

Cf  : Resistant torque due to frictions; 

         

mecf fC  .                                             

 

J: Total inertia brought back on the generator shaft, 

containing inertia of the turbine, the generator, the two 

shafts, and the gear box; 

f: the total friction coefficient of the mechanical coupling ;  

 

2.4. Power converter model: 

 

Given that the two converters used in the realization of 

the proposed wind conversion chain have the same 

structure and control technique; all that is necessary is to 

model only one. The converter chosen in this part is the 

one bound to the grid.   
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To facilitate the modeling and reduce the time of 

simulation, we model the converter by a set of ideal 

switches: that means hopeless resistance in the state 

passing, infinite resistance to the blocked state, 

instantaneous reaction to control signals. 

We define for every switch a function said of 

"connection" associated to every switch. It represents the 

ideal orders of commutation and takes the values [6]: 

Sic=1 when the switch is closed.                                                      

Sic=0 when the switch is open. 

 

 3,2,1icS , with  









2,1

3,2,1

i

c         

 

The c indication corresponds to the cell of 

commutation, and the index i corresponds to the location 

of the switch of this cell.  

For the three phases of the converter, we define the 

following conversion functions 
m

 [6]: 
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The state of conduction of the converter components 

can be represented by a matrix of connection composed of 

three cells of commutation of which the switches control 

of a same cell are complementary [6]. 
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The converter's modeling consists in expressing 

voltages in lines, according to DC bus voltage and 

switches states. 

The modulated voltages are gotten from DC bus 

voltage and conversion functions according to the 

expressions [6], [7]: 
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The modulated simple voltages are stem from the 

modulated composed voltages according to the following 

expressions: 
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The modulated current is gotten from the filter currents 

and conversion functions: 

 

2211 .. ttresm imimi 
                                                                   

 

2.5.  DC bus Modeling: 

   

The capacitor current is stem from a node where 

circulates two modulated currents by every converter:  

          
 

resmmacmc iii     

                                                                                                         

macmi 
 : Current provided by the generator 

resmi 
  : Current modulated by the converter MLI2  

 

DC bus is modeling by knowledge of capacitor 

terminals voltage gotten while integrating the following 

differential equation: 
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Where:  
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)( 0tu  is the voltage value to 
0t  instant.                                                 

3. Control strategies 

3.1. Vector control of PMSG: 

 

The strategy of applied vector control consists in 

imposing a reference of the direct current Isd to zero. This 

choice is justified in the goal to avoid the demagnetization 

of the permanent magnets due to the armature reaction 

according to the d axis [2]. 

The electromagnetic torque is given therefore by the 

following expression: 

 

sqfem iPC .
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    We propose to make use of PI regulators in the control 

structure. The mathematical model equations of the 

permanent magnet synchronous machine can be written as: 
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The coupling terms 
sdqdqE .  are considered as 

measurable disruptions.    

The transfer function of the machine can be written in the 

form: 
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3.2. MPPT: 

 

The characteristic of the optimal power of a wind is 

strongly non linear and in the shape of "bell" [5]. For every 

speed of wind, the system must find the maximal power 

what is equivalent in search of the optimal rotational 

speed. 

Figure. 2 illustrates the characteristic curves of the 

wind in the plan power, rotational speed of the turbine. 
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Every dotted line curve corresponds to a speed of wind Vv 

data. 

 
Figure 2: Feature of wind turbine in the plan power, rotational 

speed. 

An ideal functioning of the wind system requires a 

perfect follow-up of this curve. To approach of this goal, a 

specific control known by the terminology: Maximum 

Power Point Tracking (MPPT) must be used. The strategy 

of this control consists in controlling electromagnetic 

torque in order to adjust the mechanical speed in order to 

maximize the generated electric power. So that the 

extracted power is maximal, we associate to the parameter 

λ its optimal value opt  corresponds to the maximum of 

power coefficient maxpC . The value of the reference 

electromagnetic torque is then adjusted to the following 

maximal value: 
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This expression can be written as:      

2
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The MPPT algorithm controlled with the help of the 

measured rotational speed in N stage, determine the 

reference torque in N+1 stage of the way shown on figure 

3. 

 

 

 

 

 
Figure 3. Reference torque according to the rotational speed. 

 

3.3. Powers regulation: 

 

The active and reactive powers passed through the grid 

are given in Park model by the following relations: 
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By inversion of these relations, it is possible to impose 

some references for the active power 
refP  and reactive 

power 
refQ  while imposing the following reference 

currents: 
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3.4. DC bus regulation: 

 

While neglecting losses in the capacitor, in the 

converter and in the filter compared with the power passed 

through the grid, it is sufficient to know the available 

power stemmed from the rectifier Pdc and the power to 

stock in the capacitor Pcap-ref to determine the necessary 

reference power. 

 

refcapcaprefcap iup   .   

refcapcapdcref iupp  .  

  

3.5. Functioning limits: 

 

Given that the rectifier MLI1 has a voltage elevator 

nature; its DC bus must be of voltage sufficiently high to 

assure the piloting of the generating to maximal speed.  

The association synchronous machine - MLI rectifier 

with six switches - battery must satisfy a DC bus voltage 

level sufficiently high so that the machine control can be 

achieved. In the case of strong values of wind speed, the 

boundary-marks voltage of the generator becomes high 

according to the rotational speed as indicates the following 

equation: 
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The control condition of the rectifier defined by this 

relation imposes the minimum of voltage of DC bus side 

according to the boundary-marks maximal composed 

voltage of the machine.                
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Then:     
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While supposing that the system works to the optimal 

point, the minimal DC bus voltage can, so determined 

according to the wind speed: 
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Figure 4: Global diagram of the permanent magnet synchronous 

generator control. 

4. Results and Discussion 

The power coefficient Cp of the turbine used during 

this simulation is represented according to λ on the figure 

5. It takes its maximal value when λ=7.5. This value is 

superior to the limit of BETZ because of the polynomial 

approximation of features of the wind turbine studied. 

 

 
Figure 5: Characteristics. 

 

Figure 6 illustrates the tip-speed ratio variations for a 

wind speed that varies from 6m/s to 8m/s at the instant 

t=20(s) according to an echelon. It is clear that the tip-

speed ratio stabilizes at a value of 7.5 what maintains an 

optimal value for the coefficient of power, held account 

that the initial speed of the turbine is 20(rd/s). 

Figures 7.a, 7.c represent respectively rectifier MLI1 

and inverter MLI2 currents for a single phase, for a wind 

speed of 6m/s. These same currents are represented on the 

figures 7.b and 7.d for a wind speed of 8m/s. 

 

 
Figure 6: Variations of tip-speed ratio according to wind speed. 
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Figure 7: Simulation results. 

 

 

From the previous figures, we can observe the 

influence of the wind speed, and therefore the kinetic 

energy of wind on the amplitudes of currents. With the 

increase of the wind speed, currents values become more 

important either of generating side, or grid side. The 

method used to optimize the power extracted of wind is 

validated by the illustrated results of simulation on the 

figure 7.e. It is clear that the power provided to the grid 

with optimization is more important than one provided 

without optimization, notably in the case where the wind 

speed is insufficient.  

The figure 7.g represents DC bus voltage that is 

maintained constant to 400(V). As soon as the capacitor is 

putting into charge, it undergoes some variations around 

400(V) caused by the load transient current, in fact that the 

capacitor is previously charged to 400(V). A light 

variation noted to the instant 20(s) caused by the abrupt 

variation of the generator current, and therefore, the 

current produced by the rectifier MLI1.    

The performances of the reactive power control 

strategy are validated by the gotten results. While choosing 

a reference of -100(VAR) before the instant 20(s), and a 

reference of 100(VAR) after, the reactive power is gotten 

without meaningful fluctuations of the DC bus voltage. 

 

 

 

 

 

 

5. Conclusions 

Simulation results permitted to consider the objectives 

fixed by these control strategies. With this end in view it 

was possible to examine the validity of the power 

optimization algorithm on the active power and specific 

speed curves that is maintained to the optimal value in 

steady state, and to observe wind speed influence on 

current, voltage, and power that become more important 

with the increase of the wind speed. The performances of 

DC bus regulation strategies and reactive power control 

have been put in evidence through the results of 

simulation. 
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Appendix: Simulation Parameters 

Wind Turbine: Air density ρ=1.08 Radius R= 1.525 m  

 

Initial speed=20 rps, Gear Ratio=5.0 

 

PMSG: P=2, Rs=2.35 Ω,  Ld=0.01H,  Lq=0.01 H,  

 

3140.f   Wb, J=2 Kg.m2 

 

Rectifier Parameters: Lsr=0.001 H, C=500 μf  

 

Inverter Parameters: Rf=0.5 Ω, Lf=0.01 H   

 

Grid Parameters: 2100  (3 ~) V,  50 HZ 
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Abstract 

This work presents a 2-D field model for the study of sound propagation in a diesel particulate filter (DPF) unit. The 2-D 

model is formulated using Navier-stocks, energy, and continuity equations in which the normal as well as transverse 

component of gas velocity are retained. Temperature, pressure, density, and velocities variations with time are assumed to be 

harmonic.  By substituting these quantities in the governing Navier-stock, energy, and continuity equations, a set of 2-D 

partial differential equations with respect to space  are obtained . The obtained 2-D partial differential equations are solved 

using an approximate Fourier series expansions. The main outcome of this approximate analytical study is a 2-D acoustic 

model for the exhaust gases emission, with the existence of the diesel particulate filter. The approximate 2-D model is used in 

this work for calculating   values of wave propagation constant which includes both attenuation and phase shift, finding the 

acoustics impedance of the DPF unit, comparing between different types of the DPF based on sound transmission losses, soot 

loading and on noise and vibration damping characteristics, in addition  to calculating the noise reduction factor (NRF). The 

obtained results are compared with those presented by other investigators and a good agreement and improvements can be 

noticed for the presented study. 
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1. Introduction 

One of the leading technologies for meeting future 

particulate matter (PM) emission standards is the diesel 

particulate filter (DPF). These devices generally consist of 

a wall-flow type filter positioned in the exhaust stream of a 

diesel vehicle. As the exhaust gases pass through the 

system, particulate emissions are collected and stored. 

Because the volume of diesel particulates collected by the 

system will eventually fill up and even plug the filter, a 

method for controlling trapped particulate matter and 

regenerating the filter is needed. Diesel particulate filter is 

a superior system in the reduction of particulate matters 

because it can lead to a reduction of about 70%  of the PM. 

It contains a large numbers of thin tubes or cavities with a 

diameter of about (1-2 mm), and (0.15-0.5 cm) length.  

There are many types of DPF's such as: electric heater 

type, burner type (ceramic filter), and fuel additive type; 

the latter type is a honey-comb ceramic. The honey-comb 

type constitutes an additive supply and an electronic 

system. In this type Fe is used as an additive whereby iron 

oxide is formed which reacts with carbon and then it is 

converted to iron. The DPF is connected on the exhaust 

pipe, hence noise and vibration  characteristics  of exhaust 

system are  changed and consequently affect the 

performance of the engine by developing back pressure, 

change temperature and velocity of the exhaust gases...etc. 

Hence building an acoustic model for the DPF is necessary 

for the assessment of the diesel engine performance. 

  

The performance of  a DPF  has been the subject of  

many theoretical and experimental studies over the last 

two decades, e.g. [1-13]. Greevesm [2] studied the origin 

of hydrocarbons emission from diesel engines and he 

found that DPF can eliminate some of PM and it is very 

promising as an after-treatment technique. Yu and Shahed 

[3] studied the effects of injection timing and exhaust gas 

recirculation on emissions from a diesel engine and they 

classified DPF as filtration and regenerative technique. 

Konstandopoulous et al. [4] studied the wall-flow 

diesel particulate filters pressure drop and coolant 

efficiency and described the coupling between neighboring 

channels using Daracy’s law to model flow through a 

porous medium. Peal [5] made an approximation to the 

effect of mean flow on sound propagation in capillary 

tubes. Astley and Cumings [6] presented FEM solutions, 

based on simplified equations for waves in a visco-thermal 

fluid, for the problem of sound propagation in capillary 

tubes. They made analysis for the laminar flow with a 

parabolic velocity distribution and a quadratic cross-

section. The simplification of the governing equations is 

based on that the axial gradients are much smaller than the 

gradients over the cross-section. 

Dokumaci [7] using the same set of simplified 

equations showed that for the case of a plug flow and a 

circular cross-section an exact solution is possible. Using 

this model the acoustic two-port for a catalytic converter 

unit was derived. Ih et al. [8] developed an analytical 

solutions for sound propagation in capillary cylindrical 

tubes with a parabolic mean flow, by neglecting the radial 

component of the particle velocity. Jeong and Ih [9] 

showed by numerical solutions of the governing equations, 
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that including the radial particle velocity has a small but 

noticeable effect. Dokumaci [10,11] extended his earlier 

work to the case of rectangular narrow tubes with a plug 

flow.  He used a solution procedure based on a weak 

(Galerkin) formulation, where the fields over the channel 

cross-section are expanded as double Fourier sinus series. 

Allam  and Abom [12] studied the acoustic modeling and 

testing of DPF and considered it as an eigenvalue 1D 

problem. Allam and Abom [1] modified the 1D model 

using the classical (exact) Kirchhoff solution for a plane 

wave in a narrow tube. Their model is shown  to be in  

close agreement with the predictions of the model 

presented in this work. Furthermore their model, which 

assumes isothermal sound propagation, works 

satisfactorily up to 800-1000 Hz for a typical filter at 

operating (hot) conditions.  The above studies treated the 

ease of tubes with rigid and non-porous walls, which are 

not applicable for the case of DPF. In this work the model 

developed by Allam and Abom [1] as well as that 

developed in [13]are  used and modified by taking into 

account the effect of transverse velocity.   

2. Formulation and solution of the problem 

The DPF will be divided, as in [1], into five parts, see 

Fig. 1 below. The inlet (IN), narrow pipes with 

impermeable walls (1) and (3), the ceramic section (2), and 

the outlet section (OUT). The DPF may be manufactured 

from different materials (Cordierite or Silicon Carbide for 

example) and in its most common form consists of a 

substrate of narrow channels in which each channel is 

blocked at one end. Adjacent channels have this blockage 

at alternate ends with this construction exhaust gas may 

enter at one end, but must pass through the wall of a 

channel before exiting and is thus termed a wall flow 

device. From this it is clear that the flow in y-direction can  

have a significant effect i.e. the transverse velocity may 

play a vital role and  has an affect in by making the 

problem a 2-D one. 

Figure (1) DPF sections and the 2D flow of gases. 

 

2.1. Derivation of the Governing Equations: 

 

The structure of diesel particulate filler (DPF) cells will 

be considered approximately square in the cross- section 

with a width about (1-2) mm. To develop an acoustic 

model for the sound propagation in  the DPF unit after it is 

connected on the exhaust pipe, knowledge of the 

propagation constant for two – neighboring cells in the 

filter is required.  

To derive the governing equations that describe  the 

behavior of  sound propagation in the filter and which may 

help in understanding  of noise and vibration of the 

exhaust pipe after DPF unit is connected, the following 

simplifying assumptions are made : 

 The DPF unit is considered completely as porous 

media. 

 The transverse “normal” component of velocity (vyj) 

will not be neglected i.e. the model will be treated as 

a 2-D one. 

 Flow in porous DPF unit is considered as viscous- 

thermal , incompressible, laminar, steady and 

Newtonian ideal gas flow. 

 Chemical reactions are neglected.  

 Pressure, temperature, velocities, and density are 

considered to vary harmonically  with time.  

         

To derive the governing equations the following basic 

forms of Navier – Stocks (momentum), continuity, energy 

and state equations are used. 

 

Navier -Stocks equations: 
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Continuity equation: 
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Energy equation 
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State equation: 

    

The gasses emission upon the exhaust pipe will be 

considered as an ideal gas so the state equation takes the 

form 
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where  

. 
( , , )j j x y t   

( , , , )j jT T x y z t  

),,( tyxPP jj 
 

(6) 

 

x, y denotes the channel axis, u, v are the acoustic 

particle velocities, j = 1, 2 represent the inlet and outlet 

pipes, respectively, p, T and ρ are the acoustic pressure, 

temperature and density, respectively, μ is the shear 

viscosity coefficient, kth is the thermal conductivity of the 

fluid, R is the gas constant, Cp is the specific heat 

coefficient at constant pressure, P0, T0 and ρ0 denote the 
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ambient pressure, temperature and density, respectively, 

U0, V0 denotes the axial mean flow velocity  and 

transverse velocity respectively, and  denotes the 

Laplacian over the channel cross-section. 

To describe the coupling between neighboring channels 

(which describes the porosity of diesel particulate filter) 

Darey’s law is applied to the fluctuating fields: 

                                                                                        

wwuRpp  21
 (8) 

 

Where uw is the acoustic velocity through the wall and Rw 

is the wall resistance, which is given by Rw = μwht/σw, 

μw is the dynamic viscosity, ht  is the wall thickness and 

σw is the wall permeability. 

As indicated in the previous section, the problem will 

be treated as a 2D one, i.e. 

 

0
2

0

2

2

0

2

0

2

0





















z

V

z

V

z

U

z

U jjjj  (9) 

 
At this stage u, v, Pj, ρj, Tj are considered to be varying 

with time only i.e. (time- harmonic variation) , that is  

uxj = A0e
iwt                                                                                      

 

vj = B0e
iwt                                                                                                      

(10) 
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where

00000 ,,,, TPBA   are constant amplitudes. Substituting 

equation (9)-(11) into equations (1) to (4) one obtains: 
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For verification if the problem is back treated as a 1D 

linear problem equations (12) -(14) will be shown  later on 

to reduce to those  given by Allam  and Abom  [1 ].  

To get a full description to the acoustic model of the 

DPF unit, and then to find impedance, transmission losses, 

and other  parameters  used to assess the DPF unit 

performance, equations ((12) -(14) are solved analytically 

using the following approximations for the system 

variables: 
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where   is  a wave propagation constant. 

 

Differentiating all terms in equation (15) and 

substituting them in equations (12) and (13) leads to 
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Then  dropping Pj and introducing the parameters 
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where Sj  is the shear wave number, and Mj is Mach 

number, equation(16) becomes 
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Next  using the commonly employed definitions[1]  
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into equation (18), leads to  
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where 
C

V
M jy

0  is the Mach number, and
C

w
k 1

 is the 

wave number. Also substituting equation (15) in equation 

(14) one obtains 
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Next  using state equation (5), rearranging and divided by 

Pj, and Kthj  equation (23) yields 
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where Pr is the Prandtle number. In order to find a solution 

to equations (21) , (22) and (24) in a weak (Galerkian) 

sense, the fields H, and F  are  expanded in double Fourier 

Sine series [1] such that Hjx(x, y, z)  and F  are  assumed to 

be just varying in y and z directions only  which implies 

that 
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where m, l, n=1, 3, 5, 7,…, and the expansion for F will 

be, for convenience, presented in a later part of this 

section. The above series includes only symmetric terms 

since the assumed pressure distribution is symmetric over 

the cross- section and the no slip wall boundary condition 

is assumed. 

To calculate ( lnaandamn )the above series are 

substituted  into equation (21) the result is integrated over 

the cross-section and using the orthogonality property of 

the terms in these  series one obtains ,  

2
1

1

2

,

)( I
ik

Iaa
j

jjmnj

nm

mn





  (29) 

 

where  

 

)()(4
1)(

222

2

nma
a

jj

jjmn






  (30) 

 

dydz
a

zn

a

ym

a

zn

a

ym
I

jjj
aa

j
jj 2

sin
2

sin
2

sin
2

sin
''

*
1


 

 
(31) 

 

dydz
a

zn

a

ym
I

jj
aa jj 2

sin
2

sin
''

*
2


   (32) 

 

Next carrying out the above integrations for m=m', n=n' 

and m ≠ m', n≠n', leads to  
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where  m, n and m', n' are  odd integers= (1,3,5…..)  . 

Substituting equations (33) and (34) into equation (29) 

gives 
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Then solving the above equation for mna , one obtains 
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Also following the same procedure as above, using 

equation (22) instead of equation (21), leads to 
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Similarly, an approximate solution to equation (24), and as 

indicated above, is obtained by using the approximations   
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Then following the same procedure used in calculating 

amn, aln,  yields 
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where bln are undefined and thus will be neglected, e.g, so 

the problem will be treated only in x- direction and the y-

direction variations are ignored.  

    In order to get a complete solution for the acoustic 

problem, continuity equation (3) is solved as follows.  First  

averaging equation (3) and sate equation (5) ,one has. 
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To find  ju. , one writes 
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where cj is the curve around the channel perimeter and  uw  

is the acoustic wall velocity. 

Then using Darcy's law (equation (7)). 
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and substituting equations (48) and (49) into equation 

(47)gives: 
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Then substituting equations (48) and (50) into equation 

(41) yields 
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(51) 

 

Rearrange equation (51) and substituting  the value of  Pj 

(given in equation (15)) one obtains 
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Then   multiplying the above equation by ( 
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The above equation represents a set of  two linear 

homogeneous equations for the amplitudes of pressure 

waves A1, A2 in neighboring channels 1 and2 which can be 

written as [1] 
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and  
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For  a non trivial solution the determinant  
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
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(57) 

 

is set equal to zero which leads to a transcendental 

equation for the propagation constant "Γ". By substituting 

numerical values of different constants and physical 

quantities, and by using "Matlab" for the case of no-mean 

flow i.e. (U0j, V0j=0) the obtained results for the values of 

the propagation constant are as follows. 

 

For the case of cold conditions (T=293˚K,w=200-300 Hz): 

 

Γ1=0.0005+0.0027i, Γ2=-0.0005-0.0023i,  

Γ3= 0.0014+0.0008i, and Γ4=0.0014-0.0008i.   

 

While for the specified hot conditions, (e.g, T=773˚K, 

w=400-1000 Hz), the obtained results are: 

 

Γ1= (0.2451+0.9873i)10 -3, Γ2= (-0.2451-0.9873i)10-3, 

Γ3= (-0.7032+0.3440i)10-3, and Γ4= (0.7032-0.3440i)10-3. 

 

Plots and discussion of wave propagation constant 

variations   with shear wave number  are presented   and 

discussed later on. Note that for each root of eigenvalues 

of Γ there is a corresponding 2-D mode (eigenvector) en. 

Using these eigenvectors and modes the general 

expression of these eigenvectors can be written as follows 

for the time harmonic variation. 
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where  
na
  is the modal amplitude and )(xp

  is the 

acoustics pressure. For each acoustics pressure there is an 

acoustics volume velocity  )(xq j

  given by 
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Where 
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Then using equations (58) and (59) the total four port 

matrix can be written as: 
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where [1] 
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Next applying boundary conditions at x=0, x=L, one has 
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and  
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From equation (64) it can be shown that 
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Introducing the notation )()0( 1 LHH  =S, the four-port 

matrix S can be used to find the two-port matrix T2 by 

using rigid wall boundary conditions in channel 1 and 2 

i.e. 
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which yields 
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and 
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Thus  the two-port matrix can be written as 
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Where 
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If the number of channels at inlet (x=0) and outlet (x=L) is 

N then the total volume flow in all the open channels 

should be added, such that 
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where 

                                                                 
41/11421211 SSSST   

41/11441412 SSSST   

41/31423221 SSSST   
(71) 

41/31443422 SSSST   

 

Substituting values of from above obtained results leads to 

the following expressions for the S matrix: 
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10^-2* ) 0.0001i  0.0002   0.0001i  0.0003   0.0008i  0.0005-  0.0000i - (0.0009

0.7576i - 2.3229-  0.9379i - 3.6978-  0.1530i - 1.4236-  0.3830i  2.2079   

0.7576i - 2.3229-  0.9379i - 3.6978-    0.1530i - 1.4236-    0.3830i  2.2079
                                                                                                                                       

                                                                                        (72) 

SHOT=  1*e2  

 





























10^-2* 0.0001i)0.0039-  .0002i0.0064-  0.0033i0.0011-  0.0045i(0.0012 

10^-2* 0.0001i)-0.0039    .0002i0.0064   0.0033i0.0011  0.0045i(-0.0012

9.8755i - 2.6799-  7.1114i - 3.4061   3.8065i - 5.9253-  6.0904i  9.4804

9.8755i - 2.6799-  7.1114i - 3.4061   3.8065i - 5.9253-  6.0904i  9.4804
 

                                                                                        (73) 

 

To obtain the acoustic resistance of the DPF, it is assumed 

that the acoustic field acts as a quasi-stationary disturbance 

of the steady state pressure drop (ΔP) over the filter unit. 

This pressure drop is modeled using Darcy's law with a 

quadratic Forcheimer extension - equation  

  

p = R1 U + R2 U
2 

 
(74) 

 

By differentiating this equation with respect to U one 

obtains 
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But since dQ=Af*dU,  one has 
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Where 

 

f

ac
A

URR
R 21 2


 

(77) 

 

Rac is the acoustics resistance,  and Af is the filter cross-

sectional area. 

The above lumped impedance model can be used for 

the inlet and outlet sections including the adjacent short 

pipes. This implies that (for  a two-port model) 
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Where 

 

x=IN+1, or 3+OUT sections of the DPF. 
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(79) 

r is the acoustic resistance of the filter section , L is the end 

correction length and 

dhj is the hydraulic radius [1]. 

Note that, as indicated in [1], 
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where R2 can be given as 
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and m IN, m OUT are the open area ratios at inlet and outlet 

respectively. So by multiplying equation (81) by (Cj/Cj) 

and substitute equations (81) into equation (80) one 

obtains 
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Using equation (82) the full transforming matrices for 

different sections of the DPF can be written as follows 
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Where 
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(87) 

 

Finally  using the relations  

 

TDPF = TIN T1 T2 T3 Tout,     (88) 

                                

TL= 20 log ׀TDPF/2(89)                                                                                                   ׀ 

 

Taking all terms of the matrix TDPF in series and then 

applying equation (89) one obtains the transmission losses, 

which take the form 
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where Y1 is the plug mass impedance of section 1  

(Y1=

Nd

wli

hj

2

1 ) and Y3 is the plug mass impedance of section3 

(Y3=

Nd

wli

hj

2

3 ).  

 

Note that the noise reduction factor can be calculated by 

using the following equation 

 

(91) 
1

2
12 log20

P

P
LPLPNRF 

 

 

Equation (90) will be used to find the values of 

transmission losses for different system parameters and for 

different types of DPF shown in Table (1).. The obtained 

results will be discussed in the next section . 

3. Results and Discussion 

3.1. Results: 

 

For the case of time harmonic variation the attenuation 

are represented by the real parts of the propagation 

constant, as indicated in the previous section.  Figure (2) 

represents the attenuation of the four real parts of the wave 

propagation constants for the cold conditions (293˚K. 

w=200-300Hz). 

 
Figure 2: Real part of Γ vs. shear wave number (attenuation), -----
- Γ1, ----- Γ2 propagation constants for uncoupled waves, …… 

Γ3,…… Γ4 propagation constants for coupled waves. (at cold 

conditions). 
 

 

 

 
Figure 3: imaginary part of Γ vs. shear wave number (phase shift), 
------ Γ1, ----- Γ2 propagation constants for uncoupled waves, 

…… Γ3,…… Γ4 propagation constants for coupled waves. (At 

cold conditions). 
 

 
Figure 4: Real part of Γ vs. shear wave number (attenuation), -----

- Γ1, ----- Γ2 propagation constants for uncoupled waves, ------- 

Γ3, ----- Γ4 propagation constants for coupled waves. (At hot 
conditions, T=773C, w=400-1000 Hz.). 

 

 
Figure 5: imaginary part of Γ vs. shear wave number (phase shift), 

------ Γ1, ----- Γ2 propagation constants for uncoupled waves, 

…… Γ3,…… Γ4 propagation constants for coupled waves. (At 
hot conditions). 

 

 
Figure 6: transmission losses vs. frequency in the case of cold 
conditions compared with last recent study [Allam], ----- red for 

Allam, while ____ blue is the proposed study, (With no soot 

layer) and Mach=0.02. 
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Figure 7: transmission losses vs. frequency in the case of cold 

conditions compared with last recent study [Allam], ----- for 

Allam, while _____ is for the proposed study,                                

(With soot layer) and Mach=0.02. 
 

200 210 220 230 240 250 260 270 280 290 300
4

4.2

4.4

4.6

4.8

5

5.2

5.4

5.6

5.8

w (Hz)

TL (dB) 

 
Figure 8: transmission losses vs. frequency for RC:200/12 DPF 

unit type in the case of cold conditions compared with last recent 

study [Allam], --- for Allam, while ___  is  for the proposed study. 
(With no soot layer). Mach=0.02. 
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Figure 9: transmission losses vs. frequency for RC:200/20 DPF 

unit type in the case of cold conditions compared with last recent 
study [Allam], --- for Allam, while ____  is  for the proposed 

study. (With no soot layer). Mach=0.02. 
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Figure 10: transmission losses vs. frequency for EX 80:200/14 

DPF unit type in the case of cold conditions compared with last 

recent study [Allam], --- for Allam, while ____                                                                                             

for the  proposed study. (With no soot layer). Mach=0.02. 
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Figure 11: transmission losses vs. frequency for EX 80:100/17 
DPF unit type in the case of cold conditions compared with last 

recent study [Allam], --- for Allam ____ is for the proposed study. 

(With no soot layer). Mach=0.02. 
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Figure 12: transmission losses vs. frequency, ___ for RC:200/12, -
.-.-.for EX80:200/14, ……..for EX80:100/17, and----- for 

RC:200/20 DPF unit type in the case of cold conditions, (With 

soot layer). Mach=0.02. 
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Figure 13: NRF vs. frequency, ------for RC: 200/12, ____ for 

EX80:200/14, -.-.-.-. for EX80:100/17, and……..for RC: 200/20 
DPF unit type in the case of cold conditions, (With no soot layer). 

Mach=0.02. 
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Figure 14: NRF vs. frequency, ------for RC: 200/12, ___ for 

EX80:200/14, -.-.-.-. for EX80:100/17, and……..for RC: 200/20 

DPF unit type in the case of cold conditions, (With soot layer). 
Mach=0.02, cold conditions. 
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Figure 15: transmission losses vs. frequency in the case of hot 
conditions compared with last recent study [Allam], ----- for 

Allam, while ____ for the proposed study, (With no soot layer) 
and Mach=0.02. 
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Figure 16: transmission losses vs. frequency in the case of hot 

conditions compared with last recent study [Allam], ----- for 

Allam, while ____ for the proposed study, (With soot layer) and 

Mach=0.02. 
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Figure 17: transmission losses vs. frequency for RC:200/12 DPF 

unit type in the case of hot conditions compared with last recent 

study [Allam], --- for Allam, while ____ is  for the proposed 
study. (With no soot layer). Mach=0.02. 
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Figure 18: transmission losses vs. frequency for RC:200/20 DPF 

unit type in the case of hot conditions compared with last recent 

study [Allam], --- for Allam, while ___ is  for the proposed study. 
(With no soot layer). Mach=0.02. 
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Figure 19: transmission losses vs. frequency for EX80:100/17 

DPF unit type in the case of hot conditions compared with last 

recent study [Allam], ---for Allam  ____  for the proposed study. 
(With no soot layer). Mach=0.02. 
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Figure 20: transmission losses vs. frequency for EX80:200/14 

DPF unit type in the case of hot conditions compared with last 

recent study [Allam], ----for Allam, ____ is for the proposed 
study. (With no soot layer). Mach=0.02. 
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Figure 21:  transmission losses vs. frequency, ___ for RC:200/12, 

-.-.-.for EX80:200/14, -----for EX80:100/17, and…..for 

RC:200/20 DPF unit type in the case of hot conditions, (With soot 
layer). Mach=0.02. 
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Figure 22: NRF vs. frequency for typical DPF  in the case of hot 

conditions, (With soot layer). Mach=0.02. 
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Figure 23: NRF vs. frequency for typical DPF in the case of hot 
conditions, (With no soot layer). Mach=0.02. 
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Figure 24: NRF vs. frequency, ___ for RC: 200/12, -.-.-. for 

EX80:200/14, -------for EX80:100/17, and……..for RC: 200/20 

DPF unit type in the case of cold conditions, (With no soot layer). 
Mach=0.02. 
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Figure 25: NRF vs. frequency, ____ for RC: 200/12, -.-.-. for 
EX80:200/14, -------for EX80:100/17, and……..for RC: 200/20 

DPF unit type in the case of cold conditions, (With soot layer). 

Mach=0.02. 
 

3.2. Discussion: 

 

The propagation constants for a typical the diesel 

particulate filter  ( with specifications shown in table (1)),  

are shown in figures (2) to (5) for both cold and hot 

conditions for time harmonic variation. These roots can be 

divided into two parts: real and imaginary parts. The  real 

parts , shown in figures (2), (4), represent the attenuation 

and correspond to uncoupled waves. While the imaginary 

parts of these roots represent the phase shift, figure (3), 

and (5). These parts correspond to coupled waves that are 

significantly more damped than the uncoupled waves. To 

investigate the predictions resulting from the proposed 

models and comparing them with the previous 1-D model 

by Allam [1 ] a typical DPF unit is analyzed. The results 

are plotted in two cases time harmonics variation (cold and 

hot). Figure (6) describes the transmission losses (TL) 

against the frequency in the case of time harmonic 

variation for the typical filter with no soot layer and for 

cold conditions. It can be noticed from figure (6) that the 

transmission losses are increased with frequency, by 

comparing TL of the proposed study with that of Allam [1 

] it can be noticed that there is an improvement in the 

proposed study, the more TL the more noise reduction. 

The reason that TL values for the proposed study are 

higher than that given by Allam [1 ] is that the proposed 

study deals with the flow of gases emission as a 2-D flow 

and so the flow in y-direction is not negligible as in last 

studies, hence TL can be of a noticeable value in y-

direction. At w=300 Hz it can be noticed that there is a 

good agreement between two studies. Figure (7) describes 

TL for the typical filter with soot layer compared with 

Allam [1 ] at Mach =0.02. It can be noticed from the figure 

that there is a good agreement in the behavior but the TL 

for the proposed study is higher than that of Allam [1 ] (the 

dashed line), but a more agreement at higher frequency is 

achieved. Figures from (8) to (11) represent TL of 

different types of DPF unit with no soot layer, compared 

with results given by Allam [1 ], and it can be noticed 

from these figures that there is a good agreement in the 

behavior of TL against the frequency between the two 

studies, but there is an improvement for the proposed 

study.  Figure (12) represents the TL of different types of 

DPF against frequency with soot layer, it can be noticed 

that EX80:200/14DPF type has the best capability of 

transmission losses, but EX80:100/17 DPF type has the 

lowest capability to do this. Figure (13) shows noise 

reduction factor (NRF) against frequency for different 

types of DPF unit, with no soot layer, it can be noticed that 

EX80:200/14 filter type has the best capability in noise 

reduction comparing with other types. In the same way 

figure (14) proves this but with soot layer. Figure (15) 

shows the TL versus frequency for the typical DPF unit in 

hot condition, time harmonic variation case compared with 

results given by Allam [10 ], with no soot layer, and 

M=0.02. From the figure a full agreement can be noticed 

between the proposed study and that given by Allam [1]. 

Also figure (16) shows TL versus frequency for the typical 

filter at hot conditions, time harmonic variation, M=0.02, 

and with soot layer. From last figure a good agreement 

between results given by last pervious study for Allam [1 

], and the proposed study. Figure (17) represents the 

relation between TL and frequency for RC: 200/12 DPF 

unit type at hot conditions, with no soot layer, M=0.02, 

and time harmonic variation. From last figure a good 

agreement between results given by last pervious study for 

Allam [1 ], and the proposed study. It can be noticed from 

last figure that the agreement between the proposed study 

and results of Allam is more at high frequencies. Figure 

(18) represents the relation between TL and frequency for 

RC: 200/20 DPF unit type at hot conditions, with no soot 

layer, M=0.02, and time harmonic variation. This figure 

shows a good agreement between results given by last 

pervious study for Allam [1 ], and the proposed study, but 

it can be noticed that TL values given by Allam for this 

type of DPF is higher than the proposed study.  A full 

agreement between values of TL for EX80: 11/17 DPF 

unit type at the same previous conditions for the proposed 

study and values given by Allam [10 ] for the case of no 

soot layer can be seen in figure (19). Figure (20) represents 

the relation between TL and frequency for EX80: 200/14 

DPF unit type at hot conditions, with no soot layer, 

M=0.02, and time harmonic variation. These figures show 

a good agreement between results given by Allam [1 ], and 

the present study specially at higher frequencies. Figure 

(21) represents transmission losses for different types of 

DPF unit, at hot conditions, time harmonic variation, 

M=0.02, and with soot layer. From lthe results in this 

figure it can be noticed that the EX80: 200/14 DPF unit 

type is the best one while RC: 200/20 DPF unit type is the 

worst. The variation of NRF with frequency for a typical 

filter at the same conditions is represented in figure (22) 

with soot layer and in figure (23) for no soot layer. The 

results in these two figures indicate that NRF with the 

existence of soot layer is more than that with no soot layer.  

An explanation for this behavior is that the soot layer 

forms a new absorber for noise but this is bad for gas 

emission reduction because the channels of the DPF unit 

becomes dirty and has less capability to make a reduction 

for gases emission. Figure (24) and figure (25) represent 

the relation between NRF and frequency (w),  with no soot 

layer and with soot layer, respectively. From  these two 

figures it can be noticed that EX80: 200/14 DPF unit type 

is the best type in noise reduction, while RC: 200/20 DPF 

unit type is the less efficient type in noise reduction 

operations. 
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3.3. Conclusion: 

 

The main conclusions drawn from the results of this 

investigation can be summarized as follows: 

 

 Wave propagation through the DPF unit leads to both 

attenuation and phase shift, and both attenuation and 

phase shift  are damped as shear wave number 

increase. 

 Both transmission loses and noise reduction factor for 

the typical filter and other types of DPFs tend to 

increase as frequency increases. 

 Transmission losses for the case of existing soot layer 

are higher than those with no soot layer. 

 EX80:200/14 DPF type has the best capability of 

transmission losses, but EX80:100/17 DPF type has 

the lowest capability to do this, and this appears in all 

cases and conditions. 

 Transmission losses and NRF have a positive 

relationship with frequency. 

 

Table 1: Filter Specifications. 

 

1- Typical filter. 

 
 
2- Different types of filters. 
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Abstract 

In machining as a result of the cutting motion, the surface of workpiece will be influenced by cutting parameters, cutting 

force and vibrations etc. But the effects of vibrations have been paid less attention. Thus, by monitoring the machined surface 

topography of the workpiece and extracting the relevant information the cutting process and tool wear state should be able to 

be monitored and quantified. In a automated manufacturing systems, an accurate detection of the tool conditions under given 

cutting conditions so that worn tools can be identified and replaced in time. This work is aimed at to predict the effects of 

displacements due to vibration during face milling and to examine the surface topography of different workpiece materials so 

as to develop a base for on-line tool condition monitoring system. First part consists of a data acquisition and signal 

processing using acousto optic emission sensor (i.e., laser doppler vibrometer) for on line tool condition monitoring and the 

second part of the work presents the vision based surface topography analysis of machined surfaces during the progression of 

the tool wear. The encouraging results of the work paves the way for the development of a real-time, low-cost, and reliable 

tool-condition-monitoring system.  

© 2011 Jordan Journal of Mechanical and Industrial Engineering. All rights reserved 
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1. Introduction 

In manufacturing environments, it is often a challenge 

to find an effective means of reducing costs and improving 

product quality. The continuous demand for higher 

productivity and product quality asks for better 

understanding and control of the machining process. A 

better understanding can be achieved through experimental 

measurement and theoretical simulations and modeling of 

the process and its resulting product. On line tool wear 

identification is finding an important role in modern 

engineering. Many approaches have been proposed to 

accomplish tool condition monitoring, and some have been 

successfully employed in industry. Several conventional 

tool condition monitoring methods are compared on the 

basis of their strengths and weaknesses for on line 

monitoring. Most methods essentially involve processing 

information such as acoustic emission (AE), tool tip 

temperature, vibration signatures (acceleration signals), 

cutting force, etc. However acousto optic emission 

methods have recently introduced as a reliable way detect 

the vibration amplitudes with non contact mode to identify 

the corresponding tool wear. When employed efficiently, 

tool condition monitoring aids in attaining the above 

objectives in machining applications.  

The wear and breakage of cutting tools will affect the 

accuracy of dimension and the surface quality of machined 

workpieces, even breakdown the machine. Tool wear 

dramatically affects the texture of the machined surface. 

Analyzing the texture of machined surfaces has been 

shown to be promising for tool wear monitoring [1]. Tool 

wear monitoring is a critical operation in automatic 

manufacturing. The recent development of highly 

automated machine tools and increase of competitiveness 

makes on-line tool condition monitoring (TCM) as an 

alternative to statistical tool life prediction more and more 

interesting for the reduction of manufacturing costs [2]. 

Although several models [3-6] have been developed to 

predict cutting tool life, none of these are universally 

successful due to the complex nature of the machining 

process. All these studies have pointed out the importance 

of sensing technology in the development of flexible 

manufacturing systems. Research has proved that the 

vibration produced by a machine tool gives useful 

information for the maintenance of its structural parts [7]. 

This is very important when the goal is to monitor the 

cutting process in real time and to establish automatically 

the end of tool life. If the vibration signal can indirectly 

monitor the tool wear growth, it is also able to monitor 

surface roughness growth and, consequently, to establish 

the end of tool life in this kind of operation.  

One of the main difficulties of monitoring the tool life 

through vibration signal is to identify the frequency range 
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that is actually influenced by the tool wear, since the 

machining process has a lot of factors that produces 

vibration, many of them not correlated with the wear and 

breakage processes. Frequency ranges sensitive to tool 

wear are discussed elaborately in and values are tabulated 

[8]. A.E.Diniz et al [9] have conducted experiments in an 

attempt to monitor the changing of workpiece surface 

roughness caused by the increase of tool wear, through the 

variation of acoustic emission in finish turning. G.H.Lim 

[10] performed vibration signature analysis during in-

process turning. This work affirms that vibration 

acceleration feed direction consistently produces two peak 

amplitudes just prior to rapid tool degradation. This 

information can be can be used to assess the tool wear 

state. Martin et al. [11], after choosing the frequency range 

sensitive to tool wear, concluded that, when the ratio 

between the vibration signal generated by the worn tool 

and the signal generated by the fresh tool exceeded 10, it is 

time to change the tool. Measurement of vibration is a vital 

factor that limits the precision and accuracy of machining.  

B.K.A.Ngoi et al [12]., proposed a novel method for 

measurement of vibration using an acousto-optic 

modulator which highlights an improved approach in 

measuring vibration. One of the main difficulties in on line 

monitoring the tool life through vibration signal is to 

identify the frequency range that is actually influenced by 

the tool wear being non - contact, to solve the problem 

S.J.Rothenberg et al [13] gave a comprehensive theory and 

practical application for rotational vibration measurement 

using laser Doppler Vibrometry. Peter Norman et al[14] 

demonstrated the use of non – contact Laser Doppler 

Vibrometer in the investigation for the behaviour of a 

high-speed rotating system, such as a machine tool spindle. 

Yuji Sugiyama et al [15] developed a method for on-line 

monitoring of chatter vibration in end milling process 

using laser Doppler Vibrometer. There are numerous 

machining factors that affect surface quality in machining 

using cutting tools, but those effects have not been 

adequately quantified. Feng and Wang [16]., demonstrated 

the procedure for calculating the experimental exponents 

for the regression models for surface roughness and flank 

wear by applying a logarithmic transformation. W. H. 

Cubberly et al [17],. developed a rough general rule, forces 

and power consumption increase with increasing 

workpiece hardness. As a result of the cutting motion, the 

surface of workpiece will be influenced by cutting 

conditions (cutting parameters, cutting force, and cutting 

tool state), and the surface topography of the workpiece 

will include much information pertaining to the cutting 

process [19] . Thus, by monitoring the machined surface 

topography of the workpiece and extracting the relevant 

information the cutting process and tool wear state should 

be able to be monitored and quantified.  

L.Blunt et al [20], outlined the procedure based on 

surface texture parameters to characterise the machined 

surfaces of workpieces in order to evaluate the tool wear is 

outlined. A set of areal surface roughness parameters have 

been listed in [21] are used to differentiate anisotropic and 

isotropic machined surface textures. Evaluation of the 

surface topography on component functionality, a set of 

3D surface parameters have studied and developed relation 

with functional aspects in J. Kundrak et al [22,23].  

Roughness of the hard turned surfaces are analysed with   

and are the amplitude parameters of the so-called 

“Birmingham 14” parameters. A comprehensive 

characterization of 3D surface topography for isotropic 

and anisotropic surfaces is outlined in [24]. 

The present paper presents the application of acousto 

optic emission (AOE) techniques for tool condition 

monitoring (TCM) in face turning operation. An optic 

signal from laser doppler vibrometer (LDV) is focused on 

rotating workpiece and the way of mode conversion and 

reflection from the surfaces workpiece can lead to 

interference pattern during the machining. In the analysis 

of acousto optic signature in experimental data, a time 

domain is converted into frequency domain to obtain 

output in the specified range of frequency. In the present 

work the problem of overlapping of the modes is made for 

force calculation there by determination surface roughness 

(Ra) and flank wear(VB). An experimental setup is 

developed for acousto optic pulse generation and different 

cutting tool materials with different conditions (sharp, 

semi sharp & dull) of tool state introduced are tested in 

their stable, chatter and severe chatter vibratory conditions 

on the test setup.  

In the present study multi point cutting operation face 

milling is identified to examine the effectiveness of 

proposed methodology for TCM. Forces and vibration are 

always a matter of concern in metal cutting. Forces 

relevant to size control and power requirements. 

Vibrations can be beneficial if they lead to lower friction 

and forces. On the other hand they can aggravate the 

problems associated with surface finish, tool life, energy 

requirements and temperature. Therefore a series of studies 

devoted to these problems. Vibration monitoring studies 

are made with workpiece stationary in the present case of 

face milling. Establishment of correlation between 

vibration analysis and workpiece surfaces texture is made 

with experimental data. 

2. Mechanism in face milling 

A milling operation is an „intermittent cutting action‟ , 

where each individual cutting insert continuously enters 

and exit‟s the cut, unlike turning, which is basically a 

continuous machining operation, once the cut has been 

engaged. It follows that with each cutting tooth impacting 

onto the work‟s surface („intermittent cutting‟), its 

operation will be affected by: the cutter‟s inherent 

robustness, the machine tool‟s condition and the spindle 

power availability. These factors will have a great 

influence on the cutter‟s ability to efficiently machine the 

desired component features. The cutting operation is done 

by a rotating tool that moves along various axes while the 

workpiece is fixed. More complex parts can be produced 

by milling operation. Figure.1 presents the cutter path and 

this is the trajectory followed by the centre of the cutter. 

The cutting speed is the rate at which the cutter edge 

moves relative to part surface. The feed rate is the rate at 

which the uncut part moves towards the cutter. Schematic 

diagram for face milling operation shown in figure 2 is 

selected for experimental investigation where D is the 

diameter of the face mill, V is the cutting speed, fz is the 

feed per tooth, aa is the axial depth of cut, ar is the radial 

depth of cut and z is the number of teeth. Different kinds 
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of damages can develop on the tool during the cutting 

process and some of these damages are called as tool wear. 

The amount of total tool wear and time horizon to reach 

the maximum limit of wear determine the tool life.  

Milling forces can be modeled for given cutter 

geometry, cutting conditions, and work material. In face 

milling, cutter is perpendicular to the machined surface. 

The cutter axis is vertical. In face milling, machining is 

performed by teeth on both the end and periphery of the 

face-milling cutter. In face milling, the cutter rotates at 90° 

to that of the direction of radial feed against the workpiece. 

In conventional face milling operation the face-milling 

cutter machines the entire surface. The cutter diameter is 

greater than the workpart width. 

 
Figure 1: Cutter path motion. 
 

 
Figure 2: Schematic view of face mill. 
 

The cutting forces exerted by the cutting tool on the 

work piece during a machining action to be identified in 

order to control the tool wear and occurrence of vibration, 

thus to improve tool-life. Modeling of cutting force in 

milling is often needed in machining automation to predict 

the effects of cutting parameters on the variations of 

cutting forces during face milling operation. 

Displacements in cutter due to cutting forces are measured 

for various feed rates using Laser Doppler Vibrometer. 

Free body diagram for Self excited vibration system for 

face milling operation is presented in figure .4 and actual 

machining zone is shown in figure 3. 

Static deflection of workpiece in face milling may 

cause tolerance violation on machined parts. These 

deflection need to be modeled in order to check the 

tolerance integrity for potential compensation of the errors. 

Workpiece having rectangular cross-section is considered 

for static analysis. A cantilever beam model is used to 

perform the static analysis of the workpieces under load. 

Therefore, the primary objective of the static analysis is to 

determine the maximum deflection on the workpiece at the 

end. 

The work piece deflection is important to evaluate 

surface error. In order to perform static analysis, a model 

of the workpiece is needed to determine the necessary 

geometric and loading parameters, moment of inertia and 

bending moments. A model has been developed to 

determine the maximum deflection using cantilever 

method. The cutting force is represented by a point force, 

which is an approximation. However, it should be noted 

that this model is used for both stiffness calculation and for 

final tool deflection also. Accurate surface generation 

models can be used for form errors, once the stiffness is 

determined. The cutting force in the feed direction is 

determined using the feed back signal from LDV. 

Modeling and FEA can be impractical and time 

consuming for each tool configuration in a virtual 

machining environment. Therefore, simplified equations 

are created to predict deflections of workpiece for given 

geometric parameters and material properties (elastic 

modulus and density). The static characteristics of cutting 

workpiece can be easily determined by analytical 

expressions. Analytical model for workpiece deflection is 

developed and later compared with experimental results. In 

the analytical deformation equations, the evaluation of the 

integral formulas is very complex. In an attempt to further 

simplify the deflection calculation, the following analysis 

is performed. The maximum deflection could be 

determined using laser Doppler Vibrometer (LDV). 

 
Figure 3: Face milling teeth are spaced around the circumference 

of the cutter body. 

 
Figure 4: Milling system (2 DOF), with self-excited vibrations. 
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The boundary and loading condition shown in figure .5 

in which the applied force (F) can be calculated by using 

the following equation: 

 

qkF .  (1) 

   
where k- is the stiffness(N/mm) and q- is displacement 

(mm). 

 
Figure 5: Boundary and loading conditions for rectangular 

specimen. 

 

If the shape of the workpiece is assumed to be a 

rectangular the stiffness can be obtained from simplified 

equation. 

 

3

3

L

EI
k   (2) 
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I   (3) 

    
where I-moment of inertia , diameter (D) and length (L) of 

the rectangle, width (b) and thickness(d) are in mm. E is 

elastic modulus in Gpa and q  is the displacement (mm) 

measured with LDV. 

 

2.1. Modeling of surface roughness and tool wear: 

 

The mathematical model adopted for estimating the 

surface roughness and tool wear in this is similar to 

previous case except the change in values of stiffness of 

the workpiece after every pass of the cut. This change is 

due to cross section of the specimen used in the 

experimental investigation. In the case of steel, empirical 

relationships between hardness and specific power 

consumption (
spE ) or cutting force can be stated in terms 

of the Esp value. Kronenberg has found the following 

approximate relationships: 

 
For steel: 
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where cutting force (F), metal removal factor Kn (or 

specific power consumption, Esp ),  depth of cut (d) , feed 

per revolution (f), A= (depth of cut).(feed per revolution) = 

fd. , n rake angle, and CF  is a constant whose value 

depends on the material being cut and the true rake angle 

of the tool, x and y are exponents. In machining of parts, 

surface quality is one of the most specified customer 

requirements. Major indication of surface quality on 

machined parts is surface roughness. Because of the 

elevated temperature in the cutting zone, the tool tip 

temperature increases, this softens the tool material and 

which in turn causes increased tool wear (VB). In addition, 

surface roughness also increases. The variation in the 

hardness of material and case depth are the other 

parameters affecting surface finish and tool wear. 

Machined surfaces with surface roughness( aR ) values 

above 6.3 m  are treated as highly rough surfaces and the 

surface roughness parameters (Ra) and corresponding flank 

wear(VB) can be derived from experimental data by using 

the following relations. 
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The face milling tests are continued till tool wear 

reaches the limiting criterion of flank wear of 0.3mm. 

where v  is cutting speed (m/min), t  machining time 

(min), L  is the length of the cut (mm) and 

zpbayxn ,,,,,, are exponents. 

3. Experimental Design and Methodology 

The present work is planned to develop a base for on-

line tool condition monitoring strategies and experimental 

plan is presented in figure 6. The block diagram for vision 

and acousto optic based tool condition monitoring in the 

present work is shown in figure 6. The objective of the 

present work is also to analyse the proposed methodology 

in face milling for tool condition monitoring. In the present 

work, data acquisition has been done in two ways, one of 

them is on-line continues data in the form of acousto optic 

emission signal and the other one is off line discrete mode 

of data acquisition through measurements and capturing of 

surface textures using machine vision systems. To achieve 

the objectives of the present work, a methodology has been 

developed and it is presented in the figure 7. An 

experimental setup is designed for face milling to validate 

this methodology. 

Table .1 gives the various machining combinations and 

test conditions used in the work. The cutting parameters 

are selected according to the tool supplier‟s 

recommendation for tool and work piece combinations. 

Cutting tests are conducted at dry machining conditions. 

This condition decreases tool life and also experimental 

time.  Cutting velocity and feed rates are selected based on 

the tool manufacturer‟s (Sandvik) recommendations for 

work-piece material and tool combination. During 

experimentation for every test condition cutting speed (V) 

and feed rate (h) are kept constant. The depth of cut value 

(b) varies in every chatter condition the same logic is 

applied in the face milling for validation of results. For 

evaluating the experimental results, AISI 1040 and AISI 

4140 steels are used as workpiece materials. The vibration 

measuring equipment shown in figure .8 is kept at two 
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meters away from the machine and an optic signal from 

laser doppler vibrometer is focused on to a rotating object 

(rotating milling cutter) and the way of mode conversion 

and reflection from the surfaces workpiece can lead to 

interference pattern during the machining. In case of face 

milling this is generally cutting direction and regarded as 

the direction in which most significant increase in 

vibration amplitude is observed. This signal is amplified 

and fed to the FFT analyser which is connected to 

computer for analysis. 
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Figure 6:  Block diagram for vision and acousto optic based tool 

condition monitoring. 

 

When all instruments are ready, a CNC program is 

executed to perform face milling operation. With this 

designed experimental setup the following procedural 

steps have been implemented to carry out experimental 

investigation in face milling. In the analysis of acousto 

optic signature in experimental data, a time domain is 

converted into frequency domain to obtain output in the 

specified range of frequency. In the present work the 

problem of overlapping of the modes is made for force 

calculation there by determination surface roughness (Ra) 

and flank wear (VB). Experimental setup developed in the 

work is used for acousto optic pulse generation with 

different workpiece materials at different conditions 

(sharp, semi sharp & dull) of tool state are tested in their 

stable, chatter and severe chatter vibratory conditions on 

the test setup. When all instruments are ready, a CNC 

program is executed to perform facing operation, with this 

designed experimental setup the following procedural 

steps have been implemented to carry out experimental 

investigation. 

Step 1. Each test started with a fresh insert tip , experiment 

has been started with test conditions 1 and machining is 

stopped at the end of every 4th pass of cut. The workpiece 

has been machined four times (with depth of cut) and this 

process continued up to 40 passes of cut. 
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Figure 7: Methodology developed in the present work. 

 

Step 2. Vibration signals are measured just before the 

machining is stopped. 

Step 3. Surface textures are captured under CCD using 

rapid vision inspection system. 

Step 4. A new workpiece is loaded on to the machine and 

machining is initiated with next test condition and step 3 

and step 4 are repeated for this test condition. 

Step 5. For remaining test condition also the same 

procedure has been implemented.  

Step 6. In the experiment, besides measuring the surface 

roughness and vibration, the tool was removed from the 

machine after a given cutting time to have its flank wear 

measured and to be photographed under rapid vision 

inspection system. 

4. Experimental setup and procedure for face milling 

Schematic diagram for face milling is shown in figure 

.9. In a milling process, the cutting parameters are the 

cutting speed, feed rate, axial and radial depth of cut. 

Table .1 gives the details of test conditions. The axial 

depth of cut depends on the vibration displacement. 
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(a) Laser doppler vibrometer   

                                  

 
(b) Workpieces used in experiment 

 
(c) Tool maker‟s microscope  

for flank wear. 

 
(d)  TalySurf10 for surface 

  roughness. 

Figure 8: Data acquisition systems used in the experiment. 
 

Tables 1: Test conditions selected for face milling. 

Face milling  Carbide insert tip 

Cutting speed(m/min) 92,115, 138 

Feed rate(mm/tooth) 0.254, 0.381, 0.508 

Depth of cut(mm) 0.5, 0.8,1.5 

 

The cutting is a dry cutting process with no coolant. 

This condition decreases tool life and also experimental 

time. The metallurgical properties and cutting parameters 

of AISI 1040 and AISI 4140 presented in table 1. The 

workpieces used in the experiment are shown in figure 

8(b). The feed rate was kept constant during machining 

and depth of cut values 0.5, 0.8 and 1.2 mm are varied for 

stable to severe vibratory conditions respectively. The 

cutting tool has four teeth in order to distribute the wear 

among four different teeth. 

 
Figure 9: Schematic diagram for experimental setup in face 

milling. 

 

 
Figure 10: Experimental setup for face milling. 

 

The cutting tool is clamped to the holder with a torque 

about 35 Nm for both tool lengths. With this designed 

setup, ISO recommended machining conditions are tested 

on  AISI 1040 and AISI 4140 steels with common face 

milling cutter with four carbide tip flutes has been used. 

Based on the ISO standards, three conditions of the tool 

are considered; sharp tool (0 m of the flank wear), semi 

dull tool (0.3mm of tool flank wear), dull tool (0.6mm of 

tool flank wear) in face milling. Tool maker‟s microscope 

is used for flank wear is measurement and it is shown in 

figure 8(c). 

5. Surface textural analysis for tool condition 

monitoring using machine vision system 

In recent years surface texture has been recognized as 

being significant in many fields. In particular the surface 

roughness is an important factor in determining the 

satisfactory performance of the workpiece and cutting tool 

combination. Second part of the proposed methodology is 

that analyzes images of workpiece surfaces that have been 

subjected to machining operations and investigates the 

correlation between tool wear and quantities characterizing 

machined surfaces.  

The machine vision system consists of CCD camera 

and frame grabber it is shown in figure.11 is used to 

process the image data. The CCD camera operates at 768 x 

574 pixels. The images were analysed in the surface 

metrology software TRUEMAP and the values of different 

surface amplitude parameters were obtained. A sub image 
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of the original image, of size 100 × 100, used for further 

processing with image metrology software. Then the 

comparison is made between Ra and 3D parameter values 

extracted from images of the machined surfaces. This 

system provides sufficient information about a machined 

surface and is much faster than a stylus based system. The 

following 3D parameters used in the analysis. Figure 8(d) 

shows the conventional measurement of surface roughness 

with TalySurf10. 

 

 
Figure 11: Surface texture and tool wear measurement under 
machine vision system. 

 

5.1. Surface texture parameters used for cutting tool 

condition monitoring: 

 

The following 3D parameters are used for surface 

textural analysis of workpiece surface. Root mean square 

roughness (Sq)  parameter is assumed to provide an 

estimate of the average asperity height measured from 

datum, Skewness of surface height distribution( skS ) to 

measure the asymmetry of surface deviations about the 

mean plane, Kurtosis of surface height distribution, ( kuS ) 

to measure peakedness or sharpness of the surface height 

distribution, Texture aspect ratio ( trS ) is used to identify 

texture pattern, i.e., isotropy or anisotropy. 

6. Results and Discussion 

In the present work, identification of changes in 

displacement characteristics due to tool wear condition for 

worn tool with respect to its fresh tool state is used for on 

line tool condition monitoring. All the time domain signals 

in these experiments were filtered using a 100-1000 kHz 

band-pass filter. The sampling frequency was 4MHz and 

signal processing using blocks of 8000 data points 

collected over a period of sampling interval 1ms. Time and 

frequency domain spectrographs for face tuning and face 

milling are presented in figure 7. Flank wear value of 

0.3mm is considered as tool life rejection criterion as per 

ISO 3685 throughout the present study. 

 

6.1. Correlation between tool wear and displacement: 

 

When a tool is new there is relatively little friction 

between the tool and the workpiece, therefore the 

amplitude of vibration will naturally be lower. 

 

 
(a) FM-AISI 1040-3-Time. 

 
(b) FM-AISI 1040-3-FFT. 

 
(c) FM-AISI 4140-3-Time. 

 
(d) FM-AISI 4140-3-FFT. 

 
Figure 12: Time and frequency domain spectrograph in face 

milling. 

 

Further, as the workpiece has a heavier mass during the 

early cutting stage, there will be an increase in vibration 

spectra can be considered to represent the system 

characteristics. As the increase in stiffness of the 

workpiece increases, a corresponding increase in vibration 

amplitude is recorded. Further increase in vibration spectra 

is due to the increasing friction between the workpiece and 

cutting tool as the tool wear increases. Therefore, second 

peak is taken as the indicator for tool state and its wear 

limits.  

The vibration is measured in the feed direction since 

this direction has more dominant signals than other two 

directions. In this work, vibration parameter considered for 

the experimental analysis is displacement. The peak 

amplitude varies from m5  to 150 m  depending on 

the severity of the chatter and cutting speed as shown in 

f igure 12. As per ISO 2372(10816) for vibration severity 
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standards, displacements in rotating cutter up to 20 m  do 

not have any effect on tool flank wear. Tool flank wear is 

found to be effected by the measured displacements in the 

range between 20 m  to 60 m . A displacement value 

beyond 60 m  is not a acceptable as per ISO 10816. The 

results plotted in figure 13(a) justify this standard. All the 

test condition in each curve indicates the same. Any 

displacement beyond this value is showing excessive 

vibration which deteriorating the work piece surface and 

reducing the tool life. In figure.12 the correlation between 

tool wear and vibration amplitude is presented for test 

condition FM AISI 4140-3 and FM AISI 1040-3.  

 

6.2. Surface roughness and tool flank wear: 

 

The graphs in figure.13 (b) exhibits a correlation 

between surface roughness and flank wear in all test 

conditions with different workpiece materials. The rate of 

the tool wear increases as the number of passes increases. 

The effect of cutting speed on tool life is pronounced but it 

becomes less descent for higher speeds. Surface roughness 

is almost remains constant when tool is sharp irrespective 

of workpiece material. It can be seen that the growth in 

surface roughness is similar to the increase with flank wear 

in figure 13(b). From results table .2, it is clear that the 

severe chatter (dull tool) results in surface quality nearly 

two times worse than the stable cutting(sharp tool). 

Surface roughness values remained almost constant 

although flank wear increases with feed rate, depth of cut 

and cutting speed. However the magnitude of surface 

roughness (Ra) is higher for higher feed rates and depths o 

cuts. 

 
(a) 

 

 
(b) 

 
Figure 13: Variations of displacement and surface roughness with 

respect to wear. 

The test results for face milling are summarized in table 

2. If red and blue colored curves are compared, it can be 

seen that the variation in tool life at stable condition for 

two different workpiece materials is more regular and the 

slopes are very similar to each other. The same result is not 

valid for test conditions with excessive displacements due 

to vibration because the variation between tool life and 

vibratory conditions for different stiffnesses in workpiece 

is much higher and irregular. That difference of 

displacement is more obvious at higher cutting speeds. 

From results tables 2 it is found that hardness of the 

specimen and its stiffness at different test conditions is 

influencing the displacement in cutter during the 

machining. Because of this variations tool life at vibratory 

conditions is much higher and irregular. The effects of 

displacement variation on tool life in milling are shown in 

figure 13(a). 

Figure 14 is the carbide insert tip after 38 minutes. The 

flank wear under vibration is obviously greater than the 

results of stable cutting condition. The cutting forces in 

feed direction only derived from displacements measured 

with LDV this can be done many times throughout the 

total experimentation i.e,. up to 40 pass of cuts with a test 

condition. The time interval between two displacement 

measurements varies 16 sec to 19 minutes. 

 

 
 

 
Figure 14: Worn tools at different stages in face milling. 
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6.3. Analysis of machined surfaces: 

 

When the tool is worn, the texture distribution strength 

in feed direction is weakened. With the increasing tool 

wear the effect of randomly occurring deeper furrows 

along the feed direction on the machined surface is more 

apparent. This is indicated in the figures in table .3 shows 

the 3D plot of machined surface when tool is in semi dull 

condition. Table 2 also compares the traces of the work 

piece surfaces. It is observed that the surface topography 

has good texture in the feed direction, the surface is very 

flat, and it has low levels of waviness when tool is new; 

with increasing tool wear the regular texture loses 

“strength” with scuffs and furrows appearing, with further 

tool wear, the surface appears very irregular having 

alternate rough and smooth zones. 

6.3.1. 3D RMS roughness (Sq) and flank wear: 

 

qS
, the 3D root mean square roughness, increases with 

tool wear increase, with the amplitude of the roughness 

rising with the increasing tool wear i.e., between test 

condition1 and test condition 2 for two machined surfaces 

with two cutting tool. A good understanding is found 

between 3D rms roughness with flank wear in the results 

table 3.  

 

 

Table 2: Images of the machined surfaces in face milling. 

Traces of workpiece surfaces in face milling 
Sharp condition Semi sharp condition Dull condition 

 

  

   3D plots for anisotropic surfaces in face milling 

0  
  

6.3.2. Skewness and tool wear: 

 

Skewness ( skS
)is the measurement of asymmetry of 

surface deviations about the mean/reference plane. From 

the figure 10(a), skS
 is near zero when the cutting tool is 

in good condition, which means that the surface height 

distribution curve is very like a standard normal 

distribution and a symmetrical distribution. When the tool 

is worn, Ssk becomes increasingly negative, due to the fact 

that the height distribution curve is changed to an 

asymmetrical distribution with a negative skew, which 

shows that the height of the surface is mainly above the 

mean plane with the surface tending towards having a 

“flatter top” with some deep valleys below the mean 

surface plane.  

 

 

6.3.3. Kurtosis and tool condition: 

 

Graphs developed for kurtosis parameters are presented 

in figure 10(b). Kurtosis ( ) characterises the spread of the 

height distribution. These curves indicate that the Sku is 

near 3 when cutter in good conditions, which shows that 

the surface surface height distribution is very close to a 

Gaussian distribution. When tool is worn, the machined 

surface has greater “peakedness”, with the Sku will lee 

than 3.   

Variation in hardness of the samples with progress in 

machining time is more in case of AISI 4140 steels 

compared to AISI 1040 steel, the reason being higher tool 

tip temperatures generated in carbide tool. However in 

both cases, samples machined using different test 

conditions vary significantly in terms of hardness. The 

observations of milling tests bring some conclusions. 

Chatter results significant reduction on tool life about 30% 

when the tool in semi dull state and more than 50 % in 
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when tool reaches to dull state are presented in results 

table 3. Displacement has direct influence on tool life. 

Higher vibration amplitude means lower the tool life and 

all the results indicate the same. 
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Figure 15:Variation skewness and kurtosis with tool flank wear. 

 

Cutting time, derived cutting force, displacements and 

hardness are given. The cutting force data a l s o  

presented in t ables for all tests. It is easily seen that the 

displacement due to vibrations generally increase cutting 

forces. The increase of cutting forces is directly 

proportional with the severity of vibration. It is clearly 

seen in the milling tests with carbide tipped cutter that 

chatter vibration increases tool wear. 

A logarithmic transformation is applied to convert the 

non linear form equations 4.15 and 4.17 into the following 

linear from: 

tzx

dpnfyHaCR nRaa

lnln

lnlnlnlnlnln







   (9) 

 

LbfyxnHaCVB n lnlnlnlnlnlnln    (10) 

 

This most popularly used data transformation method as 

per literature review [16]. Table 4 gives the new functions 

for flank wear and surface roughness after processing 

extensive experimental data of the present work. From the 

results table 3, texture aspect ratio parameter, Str is found 

to be greater than 0.5 it indicates the texture strength of 

isotropic face milled surface this trend confirms ISO 25178 

standards . 
 

 
Table 3. Experimental results for test condition FM AISI-4140-3. 

No.of  

passes 

Cutting force 

(N) 

Displa 

cement 

( m ) 

Time 

(min) 

Hard 

ness 

Sq 

(µm) 

Ssk Sku Sds Str VB 

(mm) 

Ra  

)( m  

Rq 

)( m  

4 281.36 3 0.67 197 1.60 0.19 4.77 1235 0.63 0.02 1.54 1.92 

8 282.29 6 1.21 198.7 3.94 0.23 4.33 1249 0.62 0.07 3.25 4.06 

12 283.69 8 2.10 199 4.23 0.33 3.97 1256 0.61 0.10 3.49 4.36 

16 286.09 24 2.42 201 4.65 0.43 3.72 1269 0.59 0.13 3.79 4.73 

20 287.37 30 3.22 203 5.04 0.52 3.54 1277 0.57 0.15 4.15 5.18 

24 288.95 38 4.31 205 5.67 0.62 3.27 1285 0.55 0.20 4.67 5.83 

28 290.70 58 4.53 209 6.6 0.70 3.07 1309 0.52 0.23 5.44 6.8 

32 292.36 65 5.32 210 8.16 0.82 2.71 1325 0.50 0.27 6.72 8.4 

36 293.71 85 6.43 213 13.27 - 0.07 2.42 1339 0.47 0.32 9.35 11.6 

40 295.49 117 6.59 215 22.65 - 0.18 2.17 1350 0.41 0.39 15.95 19.9 

 

Table 4. Experimentally derived function for surface roughness and tool wear. 

Test condition 
New developed functions for surface roughness(Ra) and flank 
wear(VB) based experimental data 

FM-AISI 4140 -1 

245.0063.0507.00988.0733.0393.0 ......7571.0 tdfHRa    

514.0.2487.00533.01020.08173.28 .....10.433.2 LfHxVB    

FM-AISI 4140 -2 

3062.0078.0633.01235.09162.04972.0 ......946.0 tdfHRa    

7196.0.3481.00742.01428.0944.38 .....10.406.3 LfHxVB    

FM-AISI 4140 -3 

 

4286.01092.0886.01729.0282.16960.0 ......3244.1 tdfHRa    

986.0.4873.01038.01999.05216.48 .....10.768.4 LfHxVB    

FM-AISI 1040 -1 

195.00509.04058.0079.0586.0314.0 ......605.0 tdfHRa    

4113.01989.0042.00807.02534.28 .....10.946.1 LfHxVB    

FM-AISI 1040 -2 

234.00610.04869.00948.07032.03977.0 ......726.0 tdfHRa    

5141.0.2486.00525.01008.08167.28 .....10.432.2 LfHxVB    

FM-AISI 1040 -3 

3159.00823.06573.01279.09493.0596.0 ......980.0 tdfHRa    

7197.0.3480.00735.014112.09433.38 .....10.404.3 LfHxVB    
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7. Conclusion 

In this study, relationship between the surface textural 

analysis, vibration and tool wear is investigated during 

face milling. Vibration signature analysis during face 

milling appears to be a promising method for tool flank 

wear detection. Measurements have shown that the 

analysis of vibration displacement amplitudes are used to 

assess tool wear in face milling. Vibration displacement in 

the feed direction consistently produces two peak 

amplitudes just prior to rapid tool degradation. Throughout 

the experimentation the vibration amplitudes are found to 

be increases as the progression of tool wear. As expected, 

with increase of speed, feed rate, depth of cut tool life 

became shorter. It is demonstrated that the AOE signal can 

be used successfully to distinguish between new and worn 

tools. The non contact monitoring capability of laser 

doppler vibrometer allows automatic tool wear 

classification with minimum human interaction.   

Face milled surfaces with isotropy are extensively 

analysed in the present work. The level of isotropy in face 

milled surfaces is clearly revealed by texture aspect ratio 

parameter Str. Tool wear influences almost all the 3D 

surface parameters. The surface textural analysis of 

machined surfaces is very effective in tool condition 

monitoring. Thus, combined analysis of 3D surface 

topography of workpiece surface textures  and acousto 

optic emission method for vibration displacement during 

the machining can be a choice for on line monitoring the 

tool wear state and can be used to monitor the machine 

states; therefore, it could provide a means to optimise the 

machining process. The encouraging results of the work 

paves the way for the development of a real-time, low-

cost, and reliable tool-condition-monitoring system. A 

high degree of correlation is established between the 

results of the AOE signal and vision based surface textural 

analysis in identification of tool wear state. 
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Abstract 

In this paper Aluminum casting defects when the pouring rate is varying are investigated using green sand casting process by 
the aid of two nondestructive testing techniques. Ten Al casting samples have been prepared with different pouring rate for 
each. Then they have been tested using the Penetrant Test (PT) and the Ultrasonic Test (UT) to describe the surface and 
subsurface defects respectively. It was found that when the pouring rate is increases surface defects are significantly increases 
as the penetrant testing results showed. On the other hand when the pouring rate is increases, there are much less defects 
appeared internally as the ultrasonic testing showed. 
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1. Introduction 

Cast aluminum alloys are widely used in the 

automotive industry due to their excellent cast ability, 

corrosion resistance, and especially their high strength to 

weight ratio. 

There are many surface and subsurface casting defects 

occur during casting process.  Some of these defects which 

are related to the molten material pouring rate are mention 

in this paper. Short Casting (the mold didn't fill all the 

way. This is usually caused by the metal solidifying before 

it fills the cavity. It could also be a restriction: too small a 

sprue, gate, not enough venting keeping the metal from 

going in or pouring rate is varying small). Gas defects 

which resulted from Gas pockets come from gas dissolving 

in the melt then coming out when it solidifies. This usually 

manifests itself as a rough surface on areas exposed to air 

(such as the top of the sprue, riser or ingots) or pockets of 

varying size in the cross-section of the metal. Gas comes 

from melting too long or heating too hot, 'stewing' the 

metal (keeping it molten longer than needed), using an 

unusually oxidizing or reducing flame in the furnace, 

getting water (or pretty much anything else that has 

hydrogen in it, or will burn; painted scrap for instance) in 

the melt, and the alignment of the Moon with the Earth and 

Sun. A good idea is to recycle scrap into ingots as a first 

step since the scrap might be wet, oily or painted and will 

add gas to the melt. The gas comes out in the ingots, not 

your casting). 

 

 

2. Literature Review 

A method for detecting the surface defects of cast 

metals was proposed by Okawa [1]. The proposed 

automatic inspection system consists of an industrial 

television camera (ITVC) and a microcomputer. A picture 

is taken from the ITVC in I-bit digital form and stored in 

the memory of the microcomputer. The computer 

calculates features from the picture and decides if there is 

any defect on the surface of the cast metal. On the other 

hand, Wang et. al. [2] studied the influence of casting 

defects on the room temperature fatigue performance of a 

Sr-modified A356-T6 casting alloy has been studied using 

un-notched polished cylindrical specimens. The numbers 

of cycles to failure of materials with various secondary 

arm spacings (SDAS) were investigated as a function of 

stress amplitude, stress ratio, and casting defect size. 

Atzori et. al. [3] studied fatigue behavior too to verify the 

applicability of the Atzori–Lazzarin diagram to the 

AA356-T6 cast Aluminum alloy. They found that the 

mechanical properties of AA356-T6 are strongly 

influenced by the metallurgical and microstructural 

features, and the accurate study of these parameters is the 

main way to improve the fatigue performance of a 

material. Mayer et. al. [4] worked influence of porosity on 

the fatigue limit of die cast magnesium and aluminum 

alloys. They used ultrasonic fatigue tests to show mean 

fatigue limits of approx. 38–50 MPa (magnesium alloys) 

and 75 MPa (AlSi9Cu3) in the tested casting condition.  

Similar results were found for low and high frequency 

ultrasonic tests in detecting porosity of castings. Linder et. 

al. [5] worked too on the influence of porosity on the 

fatigue life for sand and permanent mould cast aluminum. 
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Fatigue testing of sand cast and permanent mould cast 

specimens has been performed. They concluded that for 

smooth specimens an increased porosity level has been 

found to decrease the fatigue strength compared to notched 

specimen geometry where almost no influence of the pore 

fraction on the fatigue strength could be found. Avalle et. 

al. [6] produced a comparison between standard specimens 

and production components by casting defects and fatigue 

strength of a die cast aluminum alloy. Their experimental 

and numerical results showed that static characteristics, 

like tensile strength, are sensitive to defects. Nadot et. al. 

[7] worked on Influence of casting defects on the fatigue 

limit of nodular cast iron. They showed in their study that 

the near surface defects are much more dangerous with 

regard to the fatigue limit than internal defects. Webster 

[8] used images in a language and culture-independent 

expert system for diagnosing pressure die-casting defects. 

Experiments were conducted using the JPEG compression 

method. The compression and re-expansion times are very 

short, adding only a few seconds to the normal images disk 

access. The conclusion drawn was that defect catalogue 

and its interface to the expert systems are now essentially 

complete and satisfying the original purpose of providing a 

language and a culturally- independent interface. A study 

was carried out by Dharmar et. al. [9] to determine the 

defects in the internal microstructure of clasps of cast 

chromium cobalt removable partial denture frameworks. 

Dharmar et. al. used radiographic and metallographic 

evaluation of porosity defects and grain structure of cast 

chromium cobalt removable partial dentures. The aim of 

this study was to determine the defects in the internal 

microstructure of the clasp assemblies. The radiographic 

study revealed a large number of internal defects in 

various parts of the removable partial denture frameworks. 

Balaskloa et. al.  [10] continued the work started by 

Dharmar et. al [9] and added neutron  radiography in 

revealing the defects in an Al casting. The joint application 

of NR and XR revealed hidden defects located in the Al 

casting. Image analysis of the NR and XR images unveiled 

a cone-like dimensionality of the defects. The spectral 

density analysis of the images showed a distinctly different 

character for the hidden defect region of Al casting in 

comparison with that of the defect-free one. Ahameda et. 

al. [11] detected the casting defects by using UT.  They 

worked on detecting defects in cold flakes and crack 

propagation in aluminum alloy die-cast plate. Their results 

show the ability of nondestructive detection of cold flakes 

by the ultrasonic microscopy. Cendrea et. al. [12] 

established X-ray methods for inspection of cast aluminum 

components by combining two approaches, a radioscopic 

inspection, and a photon-counting system. Cendrea et. al. 

[12] concluded that the radioscopic system is not well 

adapted to high thicknesses; defects are detected in thin 

parts of the cast component. Verran et. al. [13] studied the 

influence of the speed injection parameters in the first and 

second phases and of the upset pressure over the die 

casting parts quality, in 305 aluminum alloys is 

investigated. Initially, an experiment planning was 

performed, where several combinations of the three 

injection parameters were used, in order to enable the 

evaluation of their influence on the occurrence of foundry 

defects, such as porosities and cold shuts. The obtained 

castings sanity evaluation was performed by visual 

inspections and quantitative metal graph analyses, as well 

as by density measurements in a significant casting region, 

in which great quantities of porosities appear after surface 

machining. 

Based on the previously discussed literature review, it 

can be clearly seen that many researchers tried to detect 

the casting defects using fatigue performance. The main 

disadvantage of this method is that it will damage the 

sample and it's not as accurate as needed to describe the 

surface and subsurface defects, because crack initiation 

occurs depending on shape of void or porosity. Other 

researchers tried to use other methods to detect the defects 

such as UT and RT. So, no researches studied have been in 

the literatures which discuss the effect of pouring rate on 

the formation of surface and subsurface defects.   

3. Experimental Procedure 

In this paper we will use ten samples of casted 

aluminum pieces to study the effect of pouring rate on the 

surface and subsurface defects. The samples should be 

tested without destroy them by using UT and PT.  

The first step was to choose the casting piece. The key 

shown in Figure 1 was chosen. It has flat surface besides 

curved surfaces. That makes testing surface defects using 

PT easy. The thickness of the piece was around 2 cm. That 

makes using the UT possible, especially it needs the 

surfaces to be grinded first. The molten material was 

aluminum without any additives. The green sand casting 

process was used by making the mold and pattern. The 

pattern was made from wood. For each sample of the 10, a 

sand mold was made to exclude the effect of the mold 

surfaces in creating surface defects on the sample. The 

total volume of the mold cavity and the gates and risers 

was almost 46 cm3. So each time a volume of 46 cm3 of 

molten Al was added and the required time to finish 

pouring was recorded. Since the pouring speed was 

changed each time, the pouring rate was estimated and 

recorded as shown in Table 1.  

After collecting the samples from the casting molds and 

the risers were cut, the 10 samples were tested, first using 

the PT and pictures describing the surface defects were 

takes (Figures 1-10), and then the upper surfaces of the 

samples were polished and tested using the UT. The results 

of the UT are shown in Figures 11-20. 

Penetrant Testing (PT) is a method that is used to 

reveal surface breaking flaws by bleed out of a colored or 

fluorescent dye from the flaw. The technique is based on 

the ability of a liquid to be drawn into a "clean" surface 

breaking flaw by capillary action. After a period of time 

called the "dwell," excess surface penetrant is removed and 

a developer applied. Colored (contrast) penetrants require 

good white light while fluorescent penetrants need to be 

used in darkened conditions with an ultraviolet "black 

light". Fluorescent dyes were added to the liquid penetrant. 

These dyes would then fluoresce when exposed to 

ultraviolet light. Using this nondestructive technique, the 

surface defects of the casted sample can be detected. 
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Ultrasonic Testing (UT) is a technique for detecting 

internal defects through introducing high frequency sound 

waves into a material which are reflected back from 

surfaces or flaws. Reflected sound energy is displayed 

versus time, and inspector can visualize a cross section of 

the specimen showing the depth of features that reflect 

sound. 

 

Table 1: Pouring rate of samples 1-10. 

SAMPLE 

NO. 

POURING 

TIME (S) 

VOLUME 

(CM3) 

POURING 

RATE (CM3/S) 

1 13.5 46 3.4 

2 7.3 46 6.3 

3 5.3 46 8.7 

4 4.9 46 9.4 

5 3.7 46 12.6 

6 3.6 46 12.7 

7 3.1 46 14.9 

8 2.5 46 18.6 

9 2.4 46 19.2 

10 1.9 46 24 

 

Using data provided in Table 1, and using the following 

equation, the pouring rate could be calculated:    

 

PR = V/t                                                                 

 

Where 

 

PR : Pouring rate (cm3/s) 

V : Volume (cm3) 

 t : Time 
 

(1) 

4. Discussion of the Results 

Figures 1-10 show the ten samples when tested using 

the PT. The red color indicates the surface roughness and 

surface defects. So, as you proceed from the first sample to 

the tenth sample the defects are getting more on the 

surface, as a result of increasing the pouring rate. 

Increasing the pouring rate entrapped more gases and 

inclusions melted in the molten material. Those inclusions 

and gases appear on the sample surface as the high pouring 

rate pressurizes them outside the material body, so they 

appear on the surface. Moreover, high pouring rate may 

mean turbulent flow which hits the mold cavity harder and 

results in rough surfaces. 

 

 
Figure 1: Sample 1 surface defects using PT at PR = 3.4 (cm3/s). 

 

Figure 2: Sample 2 surface defects using PT at PR = 6.3 (cm3/s). 

 

 
Figure 3: Sample 3 surface defects using PT at PR = 8.7 (cm3/s). 

 

 
Figure 4: Sample 4 surface defects using PT at PR = 9.4 (cm3/s). 

 

 
Figure 5: Sample 5 surface defects using PT at PR = 12.6 (cm3/s). 

 

 
Figure 6: Sample 6 surface defects using PT at PR = 12.7 (cm3/s). 
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Figure 7: Sample 7 surface defects using PT at PR = 14.9 (cm3/s). 

 

 
Figure 8: Sample 8 surface defects using PT at PR = 18.6 (cm3/s). 

 

 
Figure 9: Sample 9 surface defects using PT at PR = 19.2 (cm3/s). 

 

 
Figure 10: Sample 10 surface defects using PT at PR = 24 (cm3/s). 

 

To perform UT to investigate subsurface defects in the 

ten samples, they were grinded to make their surfaces 

smooth so that the probe moves easily on the surface to 

detect internal defects.  The results of the UT are shown in 

the Figures 11-20 for the ten samples. The first highest 

peak and the last large peak are the boundary surfaces of 

the sample, while the intermediate peaks represents the 

defects inside the sample. As the number and the 

amplitude of these peaks are increasing, the internal 

defects are getting more. It can be easily found that as the 

pouring rate is getting higher, as the internal (subsurface) 

defects are getting less for the same reason mentioned 

above. High pouring rate means more pressurized molten 

material, that pushes the inclusions and gases outside the 

molten material and so they stay on the sample surface. 

 

 
Figure 11: Sample 1 subsurface defects using UT at  PR = 3.4 

(cm3/s). 

 

 
Figure 12: Sample 2 subsurface defects using UT at PR = 

6.3 (cm3/s). 
 

 
Figure 13: Sample 3 subsurface defects using UT at PR = 8.7 
(cm3/s). 

 

 
Figure 14: Sample 4 subsurface defects using UT at PR = 9.4 

(cm3/s). 
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Figure 15: Sample 5 subsurface defects using UT at PR = 12.6 

(cm3/s). 
 

 
Figure 16: Sample 6 subsurface defects using UT at PR = 12.7 
(cm3/s). 

 

 
Figure 17: Sample 7 subsurface defects using UT at PR = 14.9 
(cm3/s) 

 

 
Figure 18: Sample 8 subsurface defects using UT at PR = 18.6 

(cm3/s). 
 

 

 

 
Figure 19: Sample 9 subsurface defects using UT at PR = 19.2 

(cm3/s). 

 

 
Figure 20: Sample 10 subsurface defects using UT at PR = 24 

(cm3/s). 

5. Conclusions 

Based on the two nondestructive testing used, the PT 

and the UT for the ten Al sand casted samples, the 

following conclusions might be drawn: 

 The PT is very good tool for investigating the surface 

defects of casted samples with no need to damage the 

sample structure. Also the UT is very good tool for 

investigating the internal defects with no need to 

damage or destroy the structure of the sample. 

 Both PT and UT are easy to perform and give 

reasonable results in case of inspecting casting 

samples. 

 As the pouring rate of the molten material is 

increasing, as the surface defects of the casted sample 

are getting more, and the internal (subsurface) defects 

are getting less. 

 Since the pouring rate has an opposite effect on 

surface and subsurface defects a compromise must be 

made to obtain the optimum pouring rate, and 

depending on the application where the surface or the 

internal structure is more important. 
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Abstract 

This research addresses the implementation of lean principles in an Indian garment export industry. The objective is to evolve 
and test various strategies to eliminate waste and to improve the productivity. This paper briefly describes the application of 
Value Stream Mapping (VSM) and Single Minute Exchange of Die (SMED). Existing state production floor was modified by 
using VSM efficiently to improve the production process by identifying waste and its causes. At the same time, set up time is 
also reduced considerably. We conclude with evidence of the early results of the programmes as well as a number of key 
learning points for other organizations wishing to follow similar path. 
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1. Introduction 

In the 1980’s the garment industry was led by fashion 

and retailing and the emphasis was on technologies in the 

demand-related parts of the supply chain. India ranks 

among the top target countries for any company sourcing 

textiles and apparel. Indeed, apart from China, no other 

country can match the size, spread, depth, and 

competitiveness of the Indian textile and apparel industry.  

Moreover, the global elimination of quotas at the end of 

2004 has greatly enhanced the opportunities for sourcing 

from India. India supplies over US$13 billion worth of 

textiles and apparel to the world markets. And exports are 

growing rapidly as more and more buyers around the 

world turn to India as an alternative to China. In 2005 – 

spurred by the global elimination of quotas – shipments to 

the EU soared by 30% and those to the USA shot up by 

34%. These increases are remarkable, given that EU 

imports from all sources rose by only 8% while US import 

growth was just 6%. 

Consumer spending is slowing down all over the world. 

Retailers are looking for real innovation from their 

suppliers. They want really new garments made from new 

fabrics and yarns. They want new services to offer their 

customers. Competition in the late 1990s will be based on 

the capabilities and core competences of textile and 

clothing companies and on the building of long-term 

supply relationships. There are many opportunities to be 

addressed. Textile and clothing machinery will continue to 

be improved but the most interesting technologies for the 

2000s are in the areas of fibres, fabrics, measurement, 

control and multimedia. We can say a garment industry is 

an independent industry from the basic requirement of raw 

material to final products, with huge value addition at 

every stage of processing, Apparel industry is largest 

foreign exchange earning sector contributing 15% of the 

total country export. 

In this scenario, the Indian garment industries have 

witnessed substantial improvements in recent years. But 

the unnecessary capital investment is not going to solve 

the problem entirely; moderately this will turn out the 

waste in long run. The implementation of lean 

manufacturing is greatly recommended, in order to identify 

the waste and to eliminate them. This research addresses 

the implementation of lean tool in the shop floor. We 

reveal that how Value Stream Mapping can be integrated 

to show a best picture of non value added activities present 

in the system and, hereby eliminating the problem that 

causes wastes. 

2. Literature Review 

In recent years, many literatures have extensively 

documented the implementation of lean manufacturing, in 

various manufacturing sectors. Lean production is a 

conceptual frame work popularized in many western 

industrial companies since the early 1990’s. Initially, the 

publication of the book “The Machine that Changed the 

World” [1] started diffusion of some lean manufacturing 

practices developed by the most competitive auto 

manufactures in the world.  

The interest on lean production is mostly based on 

empirical evidence that it improves the company’s 
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competitiveness [2-3]. Lean manufacturing is most 

frequently associated with elimination of seven wastes [4]. 

The purpose of implementing it is to increase productivity, 

reduce lead time and cost, and improve quality [5]. Quality 

is a major focus in lean manufacturing, because poor 

quality management should result in huge waste and 

scraps. Right quality management at right time will help to 

control the manufacturing process [6]. Companies such as 

Toyota, Pratt and Whitney, Sikorsky, Delphi, Ford and 

many other companies have achieved large savings by 

implementation of lean principles in their manufacturing 

activities [7]. Lean manufacturing is an integrative concept 

which can be adopted by selective set of keys or factors. 

Those key areas are believed to be very critical for its 

implementation.  

Though many literatures on lean implementation are 

comprehensively available, very few have addressed the 

garment industry. [8]The pressure placed on firms in the 

garment industry from international competition has been 

enormous. The increase in competition has led to an 

increased focus on customer satisfaction as a survival of 

the company in the long run”.  

The garment industry has opportunities to improve, but 

requires some changes. Under the highly competitive 

environment, the garment industry has numerous 

opportunities for improvement using lean principles [9].  

Lean practices can fulfil the customer demands with high 

quality and services at right time. Now, many countries 

have started to practice lean tools in the garment industry 

and observed tremendous improvement [10]. In addition to 

this lean production involves, motivates and develops 

employee skills through education and multi-skilling 

program. 

The companies that adopt lean manufacturing as a 

working philosophy within their organizations can make 

significant improvement in terms of their operational 

performance even if it is in a modified format that best 

suits their particular business culture [11]. The 

organisations intending to go for any Japanese 

manufacturing technology and practices should first 

understand the need to use that tools and its application, 

prepare for its adaption and then identify the ways and 

measures required for its successful 

implementation[12].To implement lean thinking in any 

organization the first step is to identify the value stream 

map[13,14] .Value Stream Mapping is a functional method 

aimed at recognizing production systems with lean 

vision.VSM has been applied in variety of manufacturing 

industries[15]. In this paper we also describe an 

application of VSM in order to identify the various forms 

of waste in garment shop floor. Work process across the 

value stream should be performed with a minimum of Non 

Value Added Activities(NVAA) in order to reduce waiting 

time, quieng time, moving time, setup time and other 

delays [16].. In this research the authors have successfully 

applied VSM and SMED. In the previous years there were 

many illustrations on application of VSM and SMED tools 

in various manufacturing industries, but rarely addressed 

the application of lean manufacturing in garment industry. 

3. Problem Statement: Transportation & Machine 

Assembly 

In general, the key activities usually practiced in every 

garment industry shop floor include: After receiving an 

order from the customer, the design is made and it is 

marked in the marker sheet. 

 The proper size of the material is calculated, taking in 

to account the various allowances from the available 

empirical relationships, the existing database, and 

prior experiences. 

 After procuring the raw material of the desired 

quality, the pieces were cut in to required size. 

 Thereafter, the various processes were carried out. 

 In addition inspection is carried out to ascertain the 

desired quality. 

 Finally, finishing and cleaning operations are 

performed to complete the process. The finished 

component is then sent to the customer. 

Basically the transportation section has various 

problems such as 

 

 Weight carried by a worker was too heavy 

 Distance between each floor was more 

 Time taken for transportation was high 

 Increased delay time. 

 

In order to avoid all these NVAA the company decided 

to implement Lean concepts, so that overall performance 

will be increased. 

4. Case Study 

The case study considered in this research is one of the 

leading garment industries in India. The face of the 

industry was not publicized; but, we shall after refer to the 

industry as G.L. fashions. The organization has 14 

branches. This industry produces various types of inner 

garments to European and American continents. The 

annual turnover of this industry was US $ 18 million. In 

most of the branches, the company was facing severe 

pressures, both externally and internally, to improve the 

performance of production flow line. The industry has 

made huge capital investments to take initiatives in 

expansions, modernizations etc. The company 

management has endeavoured to implement 5S+safety and 

total productive maintenance; but the results achieved 

were not significant compared to the investments made.  

The activities performed in a company can be simply 

categorized as Value Added Activities (VAA), Non Value 

Added Activities (NVAA), necessary but Non Value 

Added Activities (NNVAA). After extreme brain storming 

and a thorough study of the shop floor, it was found that 

the material flow line contains various forms of Non Value 

Added Activities as follows: 

 Distance between the material floor and shop floor 

was high. 

 Floors needed to be converted as sections. 

 Change of machine setup time between styles needs 

to be reduced. 

Certainly, all of these above factors lead to low 

production rate and high setup time. In the existing state 
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the average production rate was 70 products per hour and 

setup time was 28 minutes. In the coming section, the lean 

principles are implemented on the garment shop floor. 

5. Implementation and Results 

5.1. Select the process to be mapped: 

 

The process that we had selected for mapping was 

manufacturing. In this sector we focused to improve the 

production rate of the production line and to reduce the 

fatigue of the worker. We mapped the processes from 

releasing of raw material to finished goods. We studied 

about the flow of materials between various floors. 

 

5.2. Collection of data and mapping of existing state: 

 

The second step was collecting all the data from 

various floors and to draw the existing state map. We 

collected the time taken for transfer of raw materials from 

cutting floor to production floor and for doing operations. 

5.2.1. Existing state map: 

 

In existing state map, the design of the product was 

issued by the design engineer to the cutting floor. In 

cutting floor the designs were given to the operators to cut 

the raw material. After finishing the cutting process the 

material release order was issued by the production 

manager. Then the material is transferred to the production 

floor. 

 
Figure 1: Existing State Map. 

5.2.2. Flow of material from cutting floor to production 

floor: 

 

Materials were transferred from cutting floor to 

production floor using trolley. For a single shift of trolley 

6 boxes of materials were transferred. Every box contains 

100 pieces, in total 600 pieces were transferred per shift. 

The weight of material that was packed per box was 3.2 

kg. The total weight of load in trolley was 19.2 kg (for 6 

boxes). The time taken for loading materials per box was 

36 seconds. Time taken for exchange of box was 3 

seconds. For loading of materials in trolley the total time 

taken was 3minutes and 54 seconds. The distance from 

cutting floor to production floor was measured as 68 feet. 

The time taken for travelling 68 feet with load by the 

trolley was 72 seconds and for unloading of materials from 

the box is 36 seconds per box. Time for exchange of box 

was 3 seconds. The return time from production floor to 

cutting floor was 58 seconds without load. Total time 

taken for transfer of materials per shift of trolley was 9 

minutes and 58 seconds. Production rate of the company 

was 70 products per hour. Total number of products 

produced per shift was 19600. Two shifts running per day. 

Total number of products produced per day were 39200.  

Totally 5 workers required per shift for transfer of 

materials from cutting floor to production floor.  

Total number of pieces transferred by one employee 

was 3920 per shift. Number of boxes transferred by one 

employee was 39.2 say 40 boxes. Load carried by the 

worker per shift was 40*3.2=128 kg. Total load carried by 

worker was 128*2=256 kg. (Both loading and unloading). 

80 times back bone of the worker was strained. This leads 

to severe back pain of the worker within 10 years if he 

does the work continuously. 

5.2.3. Production floor: 

 

In production floor same type were arranged as groups. 

Ten types of operations were done in the production floor, 

so, ten groups of were formed. There were nine junctions 

between ten groups. Total time required for transfer of 

materials between sections was 25*9 = 225 seconds. 

Weight of material transferred by worker per single time 

was 3.4 kg/100 pieces. For 19600 pieces weight 

transferred was 3.4*196 = 666.4 kg. Worker travels about 

600 feet/shift with load. Delay time occurs whenever 

machine breaks down. Then completed products were 

transferred to packing floor. The distance between 

production floor and packing floor was 40 feet. Time taken 

to transfer of products was 35 seconds. 

 
Figure 2: Existing State Production Floor. 
 

5.3. Analyze the Existing State: 

 

The third step for implementation of Value Stream 

Mapping was analyzing the existing state map. We 

analyzed thoroughly to find out the various Non Value 

Added Activities of the existing state map. The time taken 

for transfer of materials from cutting floor to production 

floor and from production floor to packing floor was high. 

The workers were stressed heavily by transferring more 

loads. The production rate was very low. More machines 

were set to idle due to the unavailability of the raw 

material. This is due to the distance from cutting floor to 

production floor. Rework of the product was difficult, 

because after inspection the product which has defect was 

returned to the production floor. This will take more time. 

If a problem occurred in a single machine the production 

time was affected. 
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5.4. Mapping and Implementation of Future State: 

 

We mapped the future state in order to avoid the Non 

Value Added Activities of the existing state map that we 

had analyzed in the third step. We hardly concentrate to 

reduce the time taken to transfer of materials from cutting 

floor to the production floor. Avoid the fatigue of the 

workers. Improve the production rate. Reduce machine 

break downs. Improve the rework process and to reduce 

the time taken for rework. Avoid the machine idleness. We 

constructed the future state map by integrating all the 

floors as a single floor. This single floor contains various 

sections. Those section were, 

 Cutting section. 

 Production section. 

 Inspection section. 

 Packing section. 

In the future state map, the input was raw material and 

the output was the finished product (packed one). 

 
Figure 3: Single Shop Floor Layout. 

5.4.1. Transfer of Materials in Future State Map: 

 

Since the floors were integrated, the distance between 

the cutting section and production section was reduced to 

10 feet. The team leader himself transfer the material from 

cutting section to production section, so separate worker 

was not required. The material was transferred by box only 

not by the trolley so human fatigue was reduced. Time 

taken for loading and unloading of products was calculated 

as 36*2=72 seconds. Travelling time for 10 feet with load 

was 10 seconds. Total time taken=36*2+10=82 seconds. 

Time taken for transfer of 100 pieces of material was 82 

seconds. 

5.4.2. Production Section in Future State Map: 

 

Arrangement of machines in groups was eliminated and 

separate teams were formed. Every team was organized by 

a team leader and the team had 12 workers. Since the 

machines were arranged as per sequence of operation, the 

transfer of materials was made easy and time required for 

transfer of materials in the production section was reduced. 

 
Figure 4: Production Section in Future State Map. 

 

As the material was transferred between the machines 

in the production section, the weight carried by a worker 

between the groups was avoided, which reduces human 

fatigue. The inspection and packing section were 

integrated within the module, so the time taken for transfer 

of material to the packing floor was avoided. 

 

5.5. Non Value Added Activities: 

 

In the existing state map the time taken to transfer of 

100 pieces = 598 / 6= 99.7 seconds say 100 seconds. In 

future state map the time taken to transfer of 100 pieces 

was 82 seconds. Time saved after implementation of future 

state map was 100-82=18 seconds per 100 pieces. Time 

saved per shift= 18*196=3528 seconds = 58 minutes and 

48 seconds. Since load carrying capacity and distance were 

reduced which leads to reduction of human fatigue. 

 

5.6. SMED: 

 

After implementing VSM, the machines were arranged 

as per the sequence of operations. In the existing state the 

time required for change of setup from one style to another 

was 28 minutes. SMED was implemented by the 

following steps; the sequence of operations performed on 

the future style was derived. After completion of first 

operation in the existing style, the first machine of the 

existing style was replaced by the first machine of the 

future style. The time required for this process was 49 

seconds. The same procedure was followed for the next 9 

operations. So the total time required for change of setup 

from existing style to future style was 8 minutes and 10 

seconds. 

 

5.7. Graphical Representation for Clear Understanding: 

5.7.1. Material Transfer: 
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 Time taken to transfer 100 pieces was 100 seconds. 

After Implementation it took only 82 seconds for 100 

pieces.   

 100-82=18 seconds.  Therefore Percentage reduction 

of material transfer is 18. 

5.7.2. Travelling Distance: 

5.7.2.1. Distance from Cutting floor to production floor: 

 

 
 

 The Travelling distance from cutting floor to 

production floor was 68 feet. After implementation 

the distance was reduced to 10 feet. Therefore 

reduction of distance from cutting floor to production 

floor is 85.3%. 

5.7.2.2. Distance from Cutting floor to production floor: 

 

 
 The Travelling distance from production floor to 

inspection floor was 40 feet. After implementation the 

distance was reduced to 1 foot. Therefore reduction of 

distance from production floor  to inspection floor is 

97.5%. 

5.7.2.3. Distance from Cutting floor to production floor: 

 

 
 The Travelling distance from inspection floor to 

packing floor was 10 feet. After implementation the 

distance was reduced to 1 foot. Therefore reduction of 

distance from inspection floor to packing floor is 

90%. 

5.7.3. Distance from Cutting floor to production floor: 

 

 
The load carrying capacity was 19.2 Kg. After 

implementation the capacity was reduced to 4 kg.  

Therefore the load carrying capacity is reduced to79.17%. 

5.7.4. Production Rate 

 
 

 At the earlier stage the production rate was19600 

pieces/shift.  After implementation the production 

rate was increased to 27440 pieces/shift. Therefore 

40.0 % of production rate is increased. 

5.7.5. Production Rate: 

 

 
 

 In the existing state the time required for change of 

setup from one style to another was 28 minutes. Later 

it was reduced to 8 min 10 sec. Therefore the setup 

time percentage is reduced to 70.84. 

6. Conclusion 

Finally, this research has the proof of advantages when 

applying lean principles to the garment shop floor. 

According to our familiarity, it is the prime time that lean 

thinking has successfully implemented in the garment shop 

floor. We hope that this paper contains its worth for 

practitioners in the garment industries. 

Due to increased customer expectations and severe 

global competition, the Indian garment industries try to 

increase productivity at lower cost and to produce with 

best product and service quality. Under these 

considerations, the authors have implemented lean 

manufacturing techniques to improve the process 

environment with reasonable investment. In this paper, the 

effectiveness of lean principles is substantiated in 

systematic manner with the help of various tools, such as 

Value Stream Maps and SMED. 

Even though, the complete success of the application of 

lean thinking in the extensive run depends on close 

understanding between the management and shop floor 

personnel. Effective management information systems are 

required for instilling proper organizational values and 

continuous improvement programs. If these management 

principles are fully integrated with shop floor principles, 

then lean systems can be applied efficiently to attain the 

maximum output. The uneven supply base creates barriers 

in attaining integration between the links in supply chain. 

Therefore future studies can be made on supply chain 

management, to achieve good control, reliability and 

consistent performance. 
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Abstract 

The objective of this experimental investigation is to produce a metal matrix composite (MMC) using pure aluminum as a 
base material reinforced with one of the following ceramic additives each time (alumina Al2O3, silicon carbide SiC, and 
magnesium oxide MgO) with different volume fractions. Liquid state mixing technique was employed for the different 
constituent. Temperature was checked frequently while mixing using a thermocouple. Degasser was added to the content of 
the composite while mixing to minimize gas bubbles at the final cast.After melting and mixing, melts were poured in metallic 
mould then we got a cast from which specimens for various tests were prepared. Complete mixing between the Al matrix and 
the additives was checked by taking specimens from different parts from the cast (from the upper middle and the upper edge, 
and from the middle, then from the lower middle and lower edge then subjected to microscopic observation. Microstructure 
examination and microanalysis were carried out using optical microscope and scanning electron microscope equipped with 
energy dispersive x-ray analysis, moreover tensile mechanical properties were determined in each case.The addition of SiC, 
MgO & Al2O3 particulates into the matrix alloy increased the yield strength, the ultimate tensile strength & the hardness, & 
decreased elongation (ductility) of the composites in comparison with those of the matrix. Increasing wt% of SiC, MgO & 
Al2O3 increased their strengthening effect but SiC is the most effective strengthening particulates, for higher strength, 
hardness, & grain size reduction. On the other hand, it decreases ductility & toughness. 
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1. Introduction 

It is very important to study the composite materials 

because it is the material for advanced technology, high 

temperature application where high strength / stiffness to-

weight ratio is required. Composite Technology combines 

the most important properties of the components together 

in order to obtain a material with overall properties 

suitable for the design of the engineering part required. So 

it is a technology where you can tailor the material for the 

purpose set up. Composite materials consist of two or 

more physically and / or chemically distinct phases, 

suitably arranged or distributed. It has the characteristics 

that are not depicted by any of its components in isolation. 

Generally the continuous phase is referred to as the matrix, 

while the distributed phase is called the reinforcement. 

A lot of work was done in this subject for the last 

decades since the production advances was highly affected 

by composites where you can tailor material properties as 

you need by mixing two different materials without 

chemical reaction. Some of composites are of metallic 

matrices with ceramics additives to have what we call 

metal matrix composite (MMC), and some polymeric 

matrices (PMC) and others are of ceramic matrices 

(CMC). 

Most of the studies on metal matrix composites (MMC) 

has focused on aluminum (Al) as the matrix metal. The 

combination of lightweight, environmental resistance and 

adequate mechanical properties has made Al and its alloys 

composites very popular. The melting point of aluminum 

is high enough to satisfy many application requirements, 

yet low enough to render composite processing reasonably 

convenient. It can accommodate a variety of reinforcing 

agents [1]. 

Particulate Al-MMCs are reinforced usually with SiC 

and Al2O3. Conventional processing methods include 

powder metallurgy and molten metal methods [1]. 

Discontinuous Al/SiC-MMC and Al/Al2O3-MMC have 

found widespread applications in aerospace, transport, 

military energy and electric industries, for example, they 

have been used in electronic packaging aerospace 

structures, aircraft and internal combustion engine 

components and a variety of recreational products [2-5]. 

A number of other reinforcing materials such as 

graphite, illite clay, Zirconia etc have been incorporated in 

Al using molten metal method. The basic limitation of this 

method is the poor wettability of ceramic particles with 

liquid Al alloys,[6-8]. Wettability can be defined as the 

ability of a liquid to spread on a solid surface, and it 

represents the extent of intimate contact between a liquid 

and a solid [24], and this enhances the tendency of 

reinforcement agglomeration. This represents a great 

challenge of producing cast metal matrix composites. This 

would normally result in poor distribution of the particles, 

high porosity content, and low mechanical properties. For 

that we need improve the wettability of matrix with 

additives. For improving wettability of SiC and Al2O3 
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studies proved a high efficiency of wettability 

improvement by addition of silicon or magnesium. 

The retention & distribution of the particulates are very 

important in production of composites materials. MgO 

addition improves the retention and distribution of Al2O3 

within the matrix [8],[9]. Stirring was useful to obtain a 

range of particulate percentages [10]. 

J. Hashim et al. studied the improvement of wettability 

by using clean SiC particles and magnesium as a wetting 

agent, and stirring continuously while the MMC slurry is 

solidifying were found to promote wettability of SiC with 

A359 matrix alloy. Decreasing this solidification time was 

also found to improve the wettability whereas increasing 

the volume fraction of SiC particles present will give the 

opposite effect [23].  

Sajjad et al. employed a new method for uniform 

distribution of very fine SiC particles with average size of 

less than 3 μm was employed. The key idea was to allow 

for gradual in situ release of properly wetted SiC particles 

in the liquid metal. For this purpose, SiC particles were 

injected into the melt in three different forms, i.e., 

untreated SiCp, milled particulate Al–SiCp composite 

powder, and milled particulate Al–SiCp–Mg composite 

powder. The resultant composite slurries were then cast 

from either fully liquid (stir casting) or semisolid 

(compocasting) state. Consequently, the effects of the 

casting method and the type of the injected powder on the 

microstructural characteristics as well as the mechanical 

properties of the cast composites were investigated. The 

results showed that the distribution of SiC particles in the 

matrix and the porosity content of the composites were 

greatly improved by injecting milled composite powders 

instead of untreated-SiC particles into the melt. Casting 

from semisolid state instead of fully liquid state had 

similar effects. The average size of SiC particles 

incorporated into the matrix was also significantly reduced 

from about 8 to 3 μm by injecting milled composite 

powders. The ultimate tensile strength, yield strength and 

elongation of Al356/5 vol.%SiCp composite manufactured 

by compocasting of the (Al–SiCp–Mg)cp injected melt 

were increased by 90%, 103% and 135%, respectively, 

compared to those of the composite manufactured by stir 

casting of the untreated-SiCp injected melt [25]. 

W. Zhou et al. studied a composites based on two 

aluminum alloys (A536 and 6061) reinforced with 10% or 

20% volume fraction of SiC particles were produced by 

gravity casting and a novel two-step mixing method was 

applied successfully to improve the wettability and 

distribution of the particles. The SiC particles were 

observed to be located predominantly in the inter-dendrite 

regions, and a thermal lag model is proposed to explain the 

concentration of particles [21].  

K. R. Suresh et al. studied tensile and wear properties 

of aluminum composites fabricated by squeeze casting 

method and checked uniform particulate distribution. The 

squeeze cast composites show peak strength of 216 MPa 

showing an increase of 11.6% in tensile strength. The new 

composites also have improved wear resistance when 

compared to gravity cast composites. [22] 

Elimination of casting defects such as pores and non-

uniform distribution of the particulates is essential in 

improving the properties of the composite materials [10], 

[11]. 

The matrix should bond strongly with the 

reinforcement but should not be chemically affected by 

adverse reactions. Proper matrix and reinforcement 

selection will promote part formability by various 

processes [13]. 

Reinforcement, as either continuous or discontinuous 

may constitute 10 to 60 vol % of the composite [14]. 

The aim of this study was to investigate the production 

of Al-MMC using a modified liquid state mixing called 

stir casting method. The technique was examined by 

employing the ceramic particulates of SiC, Al2O3 and 

MgO to aluminum in the liquid state where heating 

temperature and casting temperature was determined after 

some trials to achieve two targets: 

 

 High enough to add the additives and mix it properly 

and then cast before the aluminum starts to solidify. 

 Not too high so that it may burn the most of the 

additives before mixing them with the matrix and not 

to take a lot of time to solidify after casting so that the 

particulates may settle in the bottom of the mould due 

to gravity. 

 

After mixing properly and casting, specimens subjected 

to various mechanical tests and micro-structural 

observation. 

2. Experimental Procedure 

Melting was carried out in an electric resistance furnace 

and heated to the temperature of 900ºC (220°C higher than 

melting point of Al). This temperature was found 

convenient to compensate for the temperature drop during 

transferring the crucible and mixing the particulates. It was 

determined after making many trails at various 

temperatures. The ceramic particles were heated to 300˚C 

before addition into the molten Al to avoid high drop of 

temperature just after addition of particulates in case of 

adding them in the cold state. It found that it gives time for 

impeller to stir the mixture & cast the aluminum before 

solidifying. 

As reinforcement particulates, the following ceramic 

powders were added into the molten Al after separating a 

particle size using cylinder mill grinding and sieving: 

 

 SiC powder of 50 μm particle size. 

 Al2O3 powder of 60 μm particle size. 

 MgO powder of 50 μm particle size. 

 

Before addition of Al2O3 or SiC, the furnace was 

opened & 10 wt %Si was added to the melt & stirred then 

furnace was closed & reheated to 900°C, where Si addition 

was not needed for MgO addition due to its high 

wettability with aluminum. After addition of particulates 

with different constituents for each cast stirring process 

was employed to make the ceramic powders uniformly 

dispersed through the matrix (the liquid Al) before casting 

into the metallic mould. The apparatus used during the 

composite mixing are shown in schematic figure 1 which 

consists of: a drilling machine, a steel rod fixed to the drill 

grip welded from the other side to a steel impeller to be 

inserted in the graphite crucible containing the liquid 
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aluminum through a hole in the center of the steel cover 

that was added to avoid splashing of the liquid metal 

during the impeller rotation while mixing. Also, we needed 

a stand of a steel plate to hold the graphite crucible firmly 

on the table of the drilling machine during mixing. 

Operating the drill at 450 RPM for mixing, where the 

temperature of the melt during mixing was monitored by a 

thermocouple every minute until temperature becomes 

700°C, then the degassing powder was added to remove 

gasses from the melt & stirred for seconds then cast 

carefully in a metallic mould of dimensions (15x8x1cm) 

ensuring that it is completely full. After 10 min cooling the 

mould was opened. Details of the melts are shown in table 

1. 

 
Figure 1: Schematic presentation of mixing process. 
 

 

Table 1: Specimens groups & their constituents. 

Melt number Alloy 

1 Al Pure 

2 Al- 10 wt% Si, 5.0 wt %SiC 

3 Al- 10 wt% Si, 7.5 wt %SiC 

4 Al- 10 wt% Si, 10.0 wt %SiC 

5 Al- 10 wt% Si, 15 wt %SiC 

6 Al- 10 wt% Si, 20 wt %SiC 

7 Al- 5 wt %MgO 

8 Al- 10 wt %MgO 

9 Al- 15 wt %MgO 

11 Al- 20 wt %MgO 

11 Al- 10 wt% Si, 5.0 wt %Al2O3 

12 Al- 10 wt% Si, 10.0 wt %Al2O3 

13 Al- 10 wt% Si, 15.0 wt %Al2O3 

14 Al- 10 wt% Si, 20 wt %Al2O3 

 

Specimens for various tests were prepared from each 

melt. For microstructure observations, the constitutional 

metallographic technique was utilized. The volume 

fractions of the particulates and their distribution, and the 

grain size of the Al matrix were determined. 

For tensile test samples was prepared according to 

ASTM-E8-95a and impact test samples were prepared 

according to the ASTM E23.  

Chemical analysis of the samples was done using EDX 

system attached to SEM, Model XL-30W/TMP Philips. 

3. Results and Discussion 

3.1. Mechanical properties: 

3.1.1. Tensile test: 

 

All tensile tests were carried out on Universal Tensile 

Testing Machine (Dartic). Figures 2, 3, and 4 show the 

stress-strain curves for various composites studied in this 

work. These curves are shown from load-elongation curves 

obtained from the tensile testing machine. 

 
Figure 2: Stress strain diagrams for Al-SiC MMC. 

 
Figure 3: Stress strain diagrams for Al-MgO MMC. 
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Figure 4: Stress strain diagrams for Al-Al2O3 MMC. 
 

To show the effect of various ceramic particulates at 

different percentages on the ultimate tensile strengths 

(UTS), figure 5 was drawn for comparison. The results 

show that the UTS increase in all cases with increasing 

wt% of the ceramic particulates, the largest increase being 

in Al-SiC MMC, and the least being in Al-Al2O3 MMC. 

These results indicate the effectiveness of the particulates 

in strengthening of the Al. 

 
Figure 5: Ultimate tensile strength vs. particulate weight 

percentage. 

 

The UTS of the composites represent an increase of 

121%, 108% and 92% over the corresponding values of 

the as cast pure Al at ambient temperature for Al-SiC, Al-

Al2O3 and Al-MgO respectively. 

The increase in UTS of the composites is accompanied 

by a decrease in strains (ductility) with increasing wt% of 

the ceramic particulates. The lowest strain was observed in 

case of Al-SiC MMC, as shown in figure 6. So the 

retention of the particulates confers an overall embrittling 

effect on the composites. The increase of UTS of the 

composites over the pure Al matrix can be related to the 

interaction between the particulates and dislocations within 

the matrix, and to the grain refinement of Al with 

increasing addition of the particulates. 

 
Figure 6: Strain vs. particulate weight percentage. 

3.1.2. Impact test: 

 

Figure 7 shows the variation of the impact strengths 

(ak) in Joules (J) for various Al-MMCs with different wt% 

of the particulates. The results show that the ak value for 

Al-Al2O3 and Al-MgO MMCs increase slightly in general 

by increasing wt% of the particulates while in case of Al-

SiC MMC the ak decreased slightly by increasing wt% of 

SiC particulates. 

 
Figure 7: Impact strength vs. particulate weight percentage. 

3.1.3. Hardness test: 

 

The results of the Brinell hardness measurements are 

shown in figure 8. It increases with increasing wt% of the 

particulates used in this work. These increases can be 

related -as mentioned before- to the interaction of the 

dislocations with the particulates and grain refinement 

with increasing wt% of the particulates. 
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Figure 8: Brinell hardness vs. particulate weight percentage. 

 

3.2. Microstructure: 

 

Optical microscope was utilized to determine the 

particulate volume fractions (Vf), their distribution in the 

casting and the grain size of the Al matrix. 1 mm square 

grid attached to the eye piece of the microscope at a 

magnification of x50 was used for Vf determination [16]. 

Vf was calculated from various parts of the cast and the 

results are shown in table 2. The results indicate that the 

Vf across the casting, horizontally and vertically are quite 

uniform at various parts of the cast, and the variation of Vf 

in horizontal direction is less than that in vertical direction 

as shown in figures 9 and 10. These results indicate that 

the method used in the composite preparation was 

successful and this was reflected in the morphology and 

relatively uniform distribution of the particulates within 

the matrix as shown in figures. 

 

Table 2: The volume fraction of different constituents through the specimen horizontally & longitudinally. 

 Optimal 
Up 

Edge 
Up 

Center 
Mid 
Edge 

Mid 
Center 

Low 
Edge 

Low 
Center 

Al Pure 5.00% 4.41% 4.28% 4.17% 4.20% 3.68% 3.64% 

Al-10 wt% Si, 5.0 wt %SiC 7.50% 6.60% 6.47% 6.29% 6.32% 5.81% 5.88% 

Al-10 wt% Si, 7.5 wt %SiC 10.00% 8.77% 8.66% 8.29% 8.32% 7.53% 7.35% 

Al-10 wt% Si, 10.0 wt %SiC 15.00% 13.35% 13.08% 12.55% 12.59% 11.17% 11.50% 

Al-10 wt% Si, 15 wt %SiC 20.00% 17.53% 17.09% 16.81% 16.84% 15.77% 15.14% 

Al-10 wt% Si, 20 wt %SiC 5.00% 4.47% 4.34% 4.13% 4.16% 3.88% 4.04% 

Al-5 wt %MgO 10.00% 8.87% 8.57% 8.41% 8.45% 7.98% 7.65% 

Al-10 wt %MgO 15.00% 13.15% 12.97% 12.47% 12.51% 11.70% 11.80% 

Al-15 wt %MgO 20.00% 17.67% 17.47% 16.66% 16.71% 15.37% 15.89% 

Al-20wt %MgO 5.00% 4.45% 4.35% 4.17% 4.17% 3.64% 3.77% 

Al-10wt% Si, 5.0wt%Al2O3 10.00% 8.95% 8.67% 8.47% 8.47% 7.35% 7.45% 

Al-10wt% Si, 10.0wt%Al2O3 15.00% 13.13% 12.77% 12.43% 12.43% 11.34% 11.66% 

Al-10wt% Si, 15.0wt %Al2O3 20.00% 17.51% 17.44% 16.66% 16.66% 14.92% 15.74% 

Al-10wt% Si 20.0wt %Al2O3 20.00% 17.67% 17.47% 16.66% 16.71% 15.37% 15.89% 

 
Figure 9: Longitudinal variation of Vf. 

 
Figure 10: Horizontal variation of Vf. 
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Figure 11: Photographs of MMCs microstructure at X50; (a) Al-

10%SiC, (b) Al -20% SiC. 

 
Figure 12: Photographs of MMCs microstructure at X50; (a) Al-

10% Al2O3, (b) Al-20% Al2O3. 

 
Figure 13: Photographs of MMCs microstructure at X50; 

(a) Al-10%MgO, (b) Al-20%MgO. 

 

The grain size of the Al matrix was measured by mean 

lineal intercept method from the same specimens used for 

Vf determination. The average grain sizes are given in 

table 3. 

 

Table 3: The average grain size measured for MMCs. 

Alloy Average Grain Size (μm) 

Al Pure 897 

Al- 10 wt% Si, 5.0 wt %SiC 117 

Al- 10 wt% Si, 7.5 wt %SiC 118 

Al- 10 wt% Si, 10.0 wt %SiC 74 

Al- 10 wt% Si, 15 wt %SiC 59 

Al- 10 wt% Si, 20 wt %SiC 57 

Al- 5 wt %MgO 158 

Al- 10 wt %MgO 116 

Al- 15 wt %MgO 91 

Al- 20 wt %MgO 77 

Al- 10 wt% Si, 5.0 wt %Al2O3 179 

Al- 10 wt% Si, 10.0 wt % Al2O3 124 

Al- 10 wt% Si, 15.0 wt % Al2O3 91 

Al- 10 wt% Si, 20.0 wt % Al2O3 86 

 

The average grain size for pure Al in as-cast condition 

was 897 μm. Addition of the particulates decreased the 

grain size at rates shown in table 4. the largest decrease 

was noticed at initial additions of the particulates, namely 

at 5 wt% in all cases, then the decrease was tapered and at 

20 wt% particulate additions the grain sizes were almost 

constant. The composite grain sizes are finer than that of 

the monolithic matrix. This refinement is caused by the 

ceramic particulates acting as nuclei for the grain 

formation during solidification and at the same time these 

particulates would inhibit the processes of the grain growth 

[17]. The greatest effect in refining the grain size was in 

case of the SiC MMC. Similar observation was seen by 

[18] where 20% Al2O3 addition produced 90% reduction in 

the grain size of the composite. 

 
Table 4: Average grain size reduction with increasing different 

particulate percentages. 

%           Particles SiC Al2O3 MgO 

5% 88% 82% 86% 

10% 31% 27% 33% 

15% 20% 22% 27% 

20% 3% 15% 5% 

 

3.3. Effect of Si: 

 

During the fabrication of Al-SiC composite the major 

problem is the formation of the Al4C3 phase at the SiC/Al 

interface, because the SiC is thermodynamically unstable 

in the Al melt. This brittle reactant Al4C3 forms 

agglomerates at the interface leading to degradation of the 

composite strength, modulus and corrosion [19],[20]. In 

this research work, Si was added to the composite to 

prevent the formation of Al4C3 reactant. The results of the 

tensile test confirm this statement, although the strains and 

impact values for Al/SiC are lower than those for Al/Al2O3 

and Al/MgO by a small amount as shown in figures 14 and 

15 respectively. In general, Si addition reduces the melting 

point of the alloy, until the eutectic composition of 

12.3%Si is reached. This Si addition will increase the 

fluidity and decrease the viscosity thus enhancing the 

wettability of the particles which will have positive affect 

on the particulate distribution and hence on the mechanical 

properties. 

 
Figure 14: Average grain size of Al-MMCs Al-Si-SiC, Al-Si-

Al2O3, & Al-MgO. 
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Figure 15: SEM fracture surfaces of pure Al at X200. (a) Tensile. (b) Impact. 

 

3.4. Fractography: 

 

SEM observations of fractured matrix of pure 

aluminum is shown in figure 15. The fractured surface 

consists of dimpled morphology, revealing ductile fracture 

of the matrix. However, the fracture surface of the 

composites reinforced with SiC, Al2O3, and MgO 

particulates essentially consist of a bimodal distribution of 

dimples, as shown in figure 16, 17, and 18. The 

micrographs are for 20 wt% of each particulate. The 

dimples of large sizes are associated with the particulates 

and the smaller ones are associated with ductile fracture of 

the matrix. 

 
Figure 16: SEM fracture surfaces of Al-20%SiC MMCs at X400. (a) Tensile. (b) Impact. 

 
Figure 17: SEM fracture surfaces of Al-20%Al2O3 MMCs at X400. (a) Tensile. (b) Impact. 
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Figure 18: SEM fracture surfaces of Al-20%MgO MMCs at X400. (a) Tensile. (b) Impact. 

 

 

In most cases the fracture surfaces of the particulates 

show smooth surfaces indicating that the particulate has 

fractured rather than decohered, which means that high 

interfacial strengths dominate in these composites and the 

composites failed through particulate fracture and matrix 

ligament rupture, similar observations were reported in the 

work [17]. 

4. Conclusion 

Addition of SiC, MgO & Al2O3 individually at 

different percentages to aluminum matrix composite 

resulted in the following: 

 

 High reduction in grain size of MMCs compared with 

grain size of the matrix before particulate addition. It 

is affected by the presence of the particulates in the 

matrix alloy where they act as grain nucleation cites. 

 The addition of SiC, MgO & Al2O3 particulates into 

the matrix alloy significantly increases the yield 

strength, the ultimate tensile strength & the hardness, 

& decreases elongation (ductility) of the composites 

in comparison with those of the matrix alloy. 

 The improvement of mechanical properties by 

particulate addition & homogeneous distribution 

depends on wettability of particles with matrix & 

homogeneous distribution. 

 Si addition to matrix before SiC & Al2O3 addition 

improved wettability & facilitated homogeneous 

distribution. 

 Increasing wt% of SiC, MgO & Al2O3 increases their 

strengthening effect but SiC is the most effective 

strengthening particulates, for higher strength, 

hardness, & grain size reduction. On the other hand, it 

decreases ductility & toughness. 

 The composite reinforced with SiC, Al2O3 & MgO 

particulates failed mainly through particulate 

decohesion followed by ductile failure of the matrix, 

although in some cases particulate fracture was 

observed. 

 One of the important application for Al-SiC and Al-

Al2O3 MMC in internal combustion engine, like 

piston crown, cylinder liners where alumina & carbon 

fiber reinforced aluminum have proved a good 

substitute for cast iron. 

 Al-MgO MMC have many applications in structural 

and industrial purposes, where light weight and high 

strength-to-weight is needed. 

5. Recommendations 

Some of the worthwhile investigating parameters: 

 Study the effect of stirring speed, stirring time & 

mixing impeller angle on MMC's homogeneity & 

mechanical properties. Stirring speed allows vortex 

formation, & hence penetration of air to the melt 

increasing oxidation, where low speed decreases 

stirring efficiency in mixing. 

 Study the effect of degasser amount addition on 

MMC's mechanical properties may be studied. 

 The effect of addition of more than one additive on 

MMC's mechanical properties. 

 Study the effect of application of secondary plastic 

deformation process on the mechanical properties. 
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Abstract 

Supplier selection, which is the first step of the activities in the product realization process starting from the purchasing of 

material till to the end of delivering the products, is evaluated as a critical factor for the companies desiring to be successful 

in nowadays competition conditions. With the scope of this paper, supplier selection was considered as a multi criteria 

decision problem and its complexity is further aggravated if the highly important interdependence among the selection 

criteria is taken into consideration. The objective of this paper is to suggest a comprehensive decision method for identifying 

top suppliers by considering the effects of interdependence among the selection criteria. Proposed in this study is a hybrid 

model, which incorporates the technique of Analytic Network Process (ANP) in which fuzzy triangular priority weights using 

logarithmic least square method, Technique for Order Performance by Similarity to Ideal Solution (TOPSIS) is adopted to 

rank competing suppliers in terms of their overall performances. An example is solved to illustrate the effectiveness and 

feasibility of the suggested model also identified the most potential supplier.  

© 2011 Jordan Journal of Mechanical and Industrial Engineering. All rights reserved 

Keywords: Supplier selection; Multiple criteria decision-making (MCDM); Fuzzy Analytic Network Process (FANP); Fuzzy Technique for 

Order Performance by Similarity to Ideal Solution (FTOPSIS); Logarithmic Least Square Method (LLSM)

1. Introduction  

Due to the ever-mounting global competition, supplier 

management has come to play an increasingly crucial role 

as a key to business success. To secure competitive 

advantages, organizations have to integrate their internal 

core competencies and capabilities with those of their 

suppliers. How to choose capable suppliers is thus an 

imperative issue in the management of modern business 

organizations. Existing researches in the field of supplier 

selection can be divided into two major categories: those 

focusing on isolating different supply source selection 

criteria and assessing the degree of their importance from 

the purchasing firm‟s point of view [1]; and those aiming 

to identify different alternative suppliers by developing 

and applying specific methods, such as cluster analysis [2], 

case based reasoning systems [3], statistical models [1], 

decision support systems [1, 3], data envelopment analysis 

[2, 4, 5], analytic hierarchy process [2, 6], total cost of 

ownership models [2, 7], activity based costing [8], 

artificial intelligence [2, 3], and mathematical 

programming [ 9, 5, 10]. 

 Some of the above methods tend to treat each of 

the selection criteria and alternative suppliers as an 

independent entity. Price and quality, for example, are 

treated as two separate criteria without affecting each 

other. This is, however, seldom the case in the real world 

business context in which selection criteria and alternative 

suppliers are in fact characterized by interdependence. 

Analytic network process (ANP) can therefore be adopted 

to accommodate the concern of interdependence among 

selection criteria or alternatives. 

The traditional ANP requires crisp judgments. 

However due to the complexity and uncertainty involved 

in real world decision problems, a decision maker(DM)  

may sometimes feel more confident to provide fuzzy 

judgments than crisp comparisons. This makes fuzzy logic 

a more natural approach to this kind of problems. 

A number of methods have been developed to handle 

fuzzy comparison matrices. Van Laarhoven and Pedrycz 

[11] suggested a fuzzy logarithmic least squares method 

(LLSM) to obtain triangular fuzzy weights from a 

triangular fuzzy comparison matrix. Wang et al. [12] 

presented a modified fuzzy LLSM. Buckley [13] utilized 

the geometric mean method to calculate fuzzy weights. 

Chang [14] proposed an extent analysis method, which 

derives crisp weights for fuzzy comparison matrices. 

Xu[15] brought forward a fuzzy least squares priority 

method(LSM). Mikhailov[16]  developed a fuzzy 

preference programming method (PPM),  which also 

derives crisp weights from fuzzy comparison matrices. 

Csutora and Buckley [17] came up with a Lambda-Max 

method, which is the direct fuzzification of the well-

known kmax method. 

Among the above approaches, the extent analysis 

method has been employed in quite a number of 

applications [18-35] due to its computational simplicity. 

Shin-ichi Ohnishi [36] proposed fuzzy representation of 
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criteria weights in order to reduce inconsistency in 

pairwise comparison matrix. Y-M. Wang [37] showed by 

examples that the priority vectors determined by the extent 

analysis method do not represent the relative importance of 

decision criteria or alternatives and that the misapplication 

of the extent analysis method to fuzzy AHP problems may 

lead to a wrong decision to be made and some useful 

decision information such as decision criteria and fuzzy 

comparison matrices not to be considered. In this work, 

modified fuzzy LLSM [12] is used to estimate the fuzzy 

priority weights in ANP. 

The technique for order performance by similarity to 

ideal solution (TOPSIS) [38] is a widely accepted multi 

attribute decision-making technique due to its sound  logic, 

simultaneous consideration of the ideal and the anti-ideal 

solutions, and easily programmable computation procedure 

[39]. This technique is based on the concept that the ideal 

alternative has the best level for all attributes, whereas the 

negative ideal is the one with all the worst attribute values. 

In fuzzy TOPSIS, attribute values are represented by fuzzy 

numbers. Using this method, the DM‟s fuzzy assignments 

with different rating viewpoints and the trade-offs among 

different criteria are considered in the aggregation 

procedure to ensure more accurate decision-making.  

The objective of this paper is to suggest a 

comprehensive decision method for identifying top 

suppliers by considering the effects of interdependence 

among the selection criteria. The proposed method 

accordingly incorporates two stages: (i) Prioritizing criteria 

using FANP, where fuzzy triangular priority weights are 

obtained using modified logarithmic least square method 

(ii) Applying FTOPSIS for ranking of suppliers based on 

priority weights derived and to find the best supplier. 

2. The ANP 

The ANP is the most comprehensive framework for the 

analysis of corporate decisions. It allows both interaction 

and feedback within clusters of elements (inner 

dependence) and between clusters (outer dependence). 

Such feedback best captures the complex effects of 

interplay in human society, especially when risk and 

uncertainty are involved. The elements in a cluster may 

influence other elements in the same cluster and those in 

other clusters with respect to each of several properties. 

The main object is to determine the overall influence of all 

the elements. In that case, first of all properties or criteria 

must be organized and they must be prioritized in the 

framework of a control hierarchy. Then the comparisons 

must be performed and synthesized to obtain the priorities 

of these properties. Additionally, the influence of elements 

in the feedback system with respect to each of these 

properties must be derived. Finally, the resulting 

influences must be weighted by the importance of the 

properties and added to obtain the overall influence of 

each element [40, 41]. 

The modeling process can be divided into three steps 

for the ease of understanding which are described as 

follows: 

 

2.1. Step I: the pairwise comparisons and relative weight 

estimation: 

The pairwise comparisons and relative weight 

estimation before performing the pairwise comparisons, all 

criteria and clusters compared are linked to each other. 

There are three types of connections, namely one-way, 

two-way and loop. If there is only one-way connection 

between two clusters, only one-way dependencies exist 

and such a situation is represented with directed rows. If 

there is a two-way dependence between two clusters, 

bidirected arrows are used. Loop connections indicate the 

comparisons in a cluster and inner dependence. The 

pairwise comparisons are made depending on the 1–9 scale 

recommended by Thomas L. Saaty, where 1, 3, 5, 7 and 9 

indicate equal importance, moderate importance, strong 

importance, very strong importance and extreme 

importance, respectively, and 2, 4, 6 and 8 are used for 

compromise between the above values. The score of     in 

the pairwise comparison matrix represents the relative 

importance of the component on row (i) over the 

component on column (j), i.e.,         ⁄  . The 

reciprocal value of the expression (1/   ) is used when the 

component j is more important than the component i. If 

there are n components to be compared, the matrix A is 

defined as 

   

[
 
 
 
 
    ⁄       ⁄     ⁄

    ⁄       ⁄     ⁄

 
    ⁄

    
    ⁄   

 
    ⁄ ]

 
 
 
 

  

=      [

        

    ⁄
 

 
 

 
 

   

 
    ⁄     ⁄   

]            (1) 

Once the pairwise comparisons are completed, like the 

AHP, a local priority vector (eigenvector) w is computed 

as an estimate of the relative importance accompanied by 

the elements being compared by solving the following 

equation: 

 

                                     (2) 

 

where      is the largest eigenvalue of matrix A. 

 

Table 1: Linguistic variables describing weights of the criteria and 

values of ratings. 

Linguistic scale Triangular fuzzy 

scale 

Triangular fuzzy 

reciprocal scale 

Just equal 

Equally important 
Weakly important 

Strongly more 

important 
Very strong more 

important 
Absolutely more 

important 

(1, 1, 1) 

(1/2, 1, 3/2) 
(1, 3/2, 2) 

(3/2, 2, 5/2) 

(2, 5/2, 3) 
(5/2, 3, 7/2) 

(1, 1, 1) 

(2/3, 1, 2) 
(1/2, 2/3, 1) 

(2/5, 1/2, 2/3) 

(1/3, 2/5, 1/2) 
(2/7, 1/3, 2/5) 

 

 

2.2. Step II: formation of the initial supermatrix: 

All obtained priority vectors are then normalized to 

represent the local priority vector. To obtain global 

priorities, the local priority vectors are entered in the 

appropriate columns of a matrix of influence among the 
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elements, known as a supermatrix [41]. The supermatrix 

representation of a hierarchy with three levels is given as 

follows (Fig. 1a): 

 

   

       

           
               

(
   

     
     

+                        (3) 

 

where w_21 is a vector that represents the impact of the 

goal on the criteria, w_32 is a vector that represents the 

impact of the criteria on each of the alternatives, and I is 

the identity matrix. W is referred to as a supermatrix 

because its entries are matrices. For example, if the criteria 

are dependent among themselves, then the (2, 2) entry of 

W given by w_22 would be nonzero. 

 
Figure 1: Hierarchy and Network (a). Hierarchy (b). 

Network [42]. 

 

The interdependence is exhibited by the presence of the 

matrix element    of the supermatrix W (Fig. 1b). 

 

   (
   

       
     

+                                           (4) 

 

The influence of a set of elements belonging to a 

cluster, on any element from another component, can be 

represented as a priority vector by applying pairwise 

comparisons [43]. Note that any zero value in the 

supermatrix can be replaced by a matrix if there is an 

interrelationship of the elements within a cluster or 

between two clusters. Fig. 1a and b shows hierarchy and 

network. 

2.3. Step III: formation of the weighted supermatrix: 

An eigenvector is obtained from the pairwise 

comparison matrix of the row clusters with respect to the 

column cluster, which in turn yields an eigenvector for 

each column cluster. The first entry of the respective 

eigenvector for each column cluster, is multiplied by all 

the elements in the first cluster of that column, the second 

by all the elements in the second cluster of that column 

and so on. In this way, the cluster in each column of the 

supermatrix is weighted, and the result, known as the 

weighted supermatrix, is stochastic. Raising a matrix to 

exponential powers gives the long term relative influences 

of the elements on each other [41]. 

3. Fuzzy Control 

The fuzzy set theory introduced by Zadeh [44] and 

Zadeh [45] is suitable for dealing with the uncertainty and 

imprecision associated with information concerning 

various parameters. Human judgment is generally 

characterized by vague language, like „equally‟, 

„moderately‟, „strongly‟, „very strongly‟, and „extremely‟. 

Using such language, DMs quantify uncertain events and 

objects. Fuzzy theory enables DMs to tackle the 

ambiguities involved in the process of the linguistic 

assessment of the data. The theory also allows 

mathematical operators and programming to apply to the 

fuzzy domain. It provides numerous methods to represent 

the qualitative judgment of the DM as quantitative data. 

Triangular fuzzy numbers are used in this paper to assess 

the preferences of DMs. Subsequently, a multi-criteria 

decision method can be applied to linguistic assessments to 

determine the best alternative [48]. 

Generally, the fuzzy sets are defined by the 

membership functions. The fuzzy sets represent the grade 

of any element x of X that have the partial membership to 

A. The degree to which an element belongs to a set is 

defined by the value between 0 and 1. If an element x 

really belongs to A,          and clearly not,         

Higher is the membership value,       greater is the 

belongingness of an element x to a set A. 

A triangular fuzzy number is defined as       , 

where     . The parameters l, m and u respectively, 

denote the smallest possible value, the most promising 

value, and the largest possible value that describe a fuzzy 

event,         has the following triangular type 

membership function. 

 

       

{
 
 

 
 

 
                            

                        
 

                                                  

                 (5) 

 

By the extension principle [45], the fuzzy addition, the 

fuzzy multiplication, fuzzy division and the fuzzy 

subtraction of triangular fuzzy numbers are also triangular 

fuzzy numbers. 

4. Fuzzy ANP 

In the proposed methodology, the fuzzy Analytical 

Network Process has been used to solve the problem of 

supplier evaluation. It is very useful in situations where 

there is a high degree of interdependence between various 

attributes of the alternatives. In this approach, pair-wise 

comparison matrices are formed between various attributes 

of each level with the help of triangular fuzzy numbers. 

The FANP can easily accommodate the interrelationships 

existing among the functional activities [46]. The concept 

of supermatrices is employed to obtain the composite 

weights that overcome the existing interrelationships. The 

values of parameters such are transformed into triangular 

fuzzy numbers and are used to calculate fuzzy values. 

In the pairwise comparison of attributes, DM can use 

triangular fuzzy numbers to state their preferences. 

Kahraman‟s scale mentioned in Section 2 is precise and 

explicit. 

To evaluate the DM preferences, pairwise comparison 

matrices are structured by using triangular fuzzy 
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numbers(l,m,u)in fig2. The mxn triangular fuzzy matrix 

can be given as follows (Ramik, 2006). 
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The element     represents the comparison of 

component m (row element) with component n (column 

element). If Ã is a pairwise comparison matrix, it is 

assumed that it is reciprocal, and the reciprocal value, 

i.e.,    ⁄ , is assigned to the element ̃  . 
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,     (7) 

 

 ̃ is also a triangular fuzzy pairwise comparison 

matrix. There are several methods for getting estimates for 

fuzzy priorities,  ̃ where  ̃  (  
     

    
  ), i = 1, 2, . . 

., n, from the judgment matrix  ̃ which approximate the 

fuzzy ratios ãij so that ãij  ̃  ̃  ̃ ⁄ One of these methods, 

logarithmic least squares method [12], is reasonable and 

effective, and it is used in this study. Hence the triangular 

fuzzy weights for the relative importance of the criteria, 

the feedback of the criteria and the alternatives according 

to the individual criteria can be calculated [47]. In our 

proposed model, only the triangular fuzzy weights for the 

relative importance of the criteria and the interdependence 

priorities of the criteria (Eq. (8)) will be used to support 

the fuzzy TOPSIS for selecting the best alternative. 
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*                                                            (8) 

5. The Logarithmic Least Squares Method 

Y.M. Wang et al. [12] presented a modified fuzzy 

LLSM for calculating triangular fuzzy weights as follows: 
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6. Evaluation of closeness coefficient for each 

alternative using Fuzzy TOPSIS 

              In the following subsection, some basic 

important definitions of fuzzy sets from Zimmermann 

[48], Buckley [13], Zadeh [45], Kaufmann and Gupta [49], 

Yang and Hung [50] and Chen et al. [51] are reviewed and 

summarized. It is often difficult for a DM to assign a 

precise performance rating to an alternative for the criteria 

under consideration. The merit of using a fuzzy approach 

is to assign the relative importance of criteria using fuzzy 

numbers instead of precise numbers. This subsection 

extends TOPSIS to the fuzzy environment. 

Definition 1: Let    ̃ = (        ) and  ̃ = (        ) 

be two triangular fuzzy numbers, then the vertex method is 

defined to calculate the distance between them, as: 

 

   ̃   ̃    √
 

 
  [        

          
          

 ]    (10) 

 

The problem can be described by following sets: 

 

 A set of m possible candidates called K = {  ,    , . . 

.   }  

 A set of n criteria, C = {   ,   , . . .   }. 

 A set of performance ratings of   (k=1, 2, 3. . . m) 

with respect to criteria   (i =1, 2, 3 ..., n) called  ̃= { 

 ̃      i = 1, 2, 3. . . n, k = 1, 2, 3, . . . m }. 

 A set of importance weights of each criterion     (i = 

1, 2, 3. . . n) 

 

As stated above, decision matrix format can be expressed 

as follows: 

 

 ̃= [

 ̃   ̃    ̃  

 ̃   ̃    ̃  

 
 ̃  

 
 ̃  

 
 

 
 ̃  

] 

 

Definition 2: Considering the different importance values 

of each criterion, the weighted normalized fuzzy-decision 

matrix is constructed as: 

 

  ̃ = [ ̃   ]     for i=1, 2...n,  k=1, 2… m, where  ̃    =  ̃    

(.)                                                                    (11) 

 

According to the briefly summarized fuzzy theory above, 

fuzzy TOPSIS steps can be out lined as follows: 

Step 1: Choose the linguistic ratings ( ̃     i = 1, 2, 3 . . . , 

n, k = 1, 2, 3 . . . , m) for alternatives with respect to 

criteria. The fuzzy linguistic rating ( ̃      preserves the 

property that the ranges of normalized triangular fuzzy 

numbers belong to [0, 1]; thus, there is no need for 

normalization. 

 

Let  ̃      = (   ,       ),      ̃  
  = (  
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Step 2: Calculate the weighted normalized fuzzy decision 

matrix. The weighted normalized value  ̃    calculated by 

Eq. (11) 

Step 3: Identify positive ideal (  ) and negative ideal (  ) 

solutions. The fuzzy positive ideal solution (FPIS,   ) and 

the fuzzy negative ideal solution (FNIS,   ) are shown in 

Eqs. 13 and 14. 
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  =  { ̃  
 ........., ̃  

 } =   {        
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          )}  

i =1, 2…n, k =1, 2 ….m                                         (13) 

                        

  =  { ̃  
 ........., ̃  

 } =  {        
                  

          )    
i =1, 2…n, k =1, 2 ….m                                        (14) 

 

Where    is associated with benefit criteria and     is 

associated with cost criteria. 

 

Step 4: Calculate the distance of each alternative from     

and     using Eqs. 15 and 16. 

 

  
   =     ∑    ̃     ̃  

   
    k = 1, 2. . . m             (15) 

 

  
   =     ∑    ̃     ̃  

   
    ,k = 1, 2. . . m                         (16)  

 

Step 5: Calculate similarities to ideal solution. 

 

    
  =  

  
 

  
    

  , kj = 1, 2. . . m               (17) 

 

Step 6: Rank the alternatives based on closeness 

coefficient. Rank alternatives according to    
   in 

descending order. 

7. Application of Proposed Methodology for Supplier 

Evaluation 

7.1. Step 1: Identifying criteria for supplier evaluation: 

In the supplier evaluation process, an objective, 

unbiased decision is very hard to reach given the numerous 

criteria that need to be carefully considered and examined. 

One formal group management technique for determining 

a set of evaluation criteria is Nominal group technique 

(NGT) [52]. This well-known process forces everyone to 

participate and no dominant person is allowed to come out 

and control the proceedings. In NGT, all ideas have equal 

stature and will be judged impartially by the group. In this 

work, four potential evaluation criteria are determined as 

follows: 

 

 Cost (C1): The total money, time and resources 

associated with a purchase or activity. 

 Quality (C2): Quality is meeting the customer's needs 

in a way that exceeds the customer's expectations. 

 Supply (C3): It is the ability to supply a good or 

service. 

 Time to delivery (C4): It refers to the time required to 

a deliver a good or service according to the product 

specifications. 

7.2. Step2: Structuring the ANP model hierarchically 

(goal, factors and alternatives): 

The ANP model formed by the factors determined in 

the first step is shown in Fig. 2. ANP model is composed 

of three stages. In the first stage, there is the goal of 

determining factor weights. There are factors related to 

them in second. The factors of second stage are connected 

to the goal with a single directional arrow. The arrows in 

the second stage represent the inner-dependence among 

the factors. The third stage represents various alternate 

suppliers which are to be ranked. 

 
Figure 2: ANP model for supplier evaluation. 

7.3. Step3: Recognition of the interdependence between 

criteria: 

To simplify the process and avoid any 

misunderstandings, the interaction between any two of 

these criteria is not considered in the first instance. Next, 

in order to reflect the interdependence property between 

the criteria, we need to identify the exact relationship in a 

network structure of ANP. Another NGT process is taken 

to construct the relationship of interdependency. 

7.4. Step4: Determination of local weights of the criteria: 

In this step, local weights of the factors which take part 

in the second level of ANP model are calculated. Pairwise 

comparison matrices are formed by the decision committee 

by using the scale given in Table 1. For example the 

question „„How important is Quality when it is compared 

with Cost?” and the answer „„strongly more important”, to 

this linguistic scale is placed in the relevant cell against the 

triangular fuzzy numbers (2/5, 1/2, 2/3). All the fuzzy 

evaluation matrices are produced in the same manner. 

Pairwise comparison matrices are analyzed by Y.M. Wang 

et al. [12] modified logarithmic least square method to 

obtain the fuzzy priority weights. The local weights for the 

factors are calculated in a similar fashion to the fuzzy 

evaluation matrices, as shown under Table 2. Pair wise 

comparison matrices are given in Tables 3–6 together with 

the priority weights. 

 

Table 2: Pairwise comparison matrix. 

CRITERIA Cost Quality Supply Time to deliver Local Priority weights 

Cost (1, 1, 1) (3/2, 2, 5/2) (2/7, 1/3, 2/5) (5/2, 3, 7/2) (0.0012, .0016,0.0064) 

Quality (2/5, 1/2, 2/3) (1, 1, 1) (2/7, 1/3, 2/5) (7/2, 4, 9/2) (0.0013,0.0016,0.0063) 

Supply (5/2, 3, 7/2) (5/2, 3, 7/2) (1, 1, 1) (5/2, 3, 7/2) (0.7087,0.7476,0.7721) 

Time to deliver (2/7, 1/3, 2/5) (2/9, 1/4, 2/7) (2/7, 1/3, 2/5) (1, 1, 1) (0.2206,0.2492,0.2835) 
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Table 3: Interdependency matrix for “Cost”. 

CRITERIA Quality Time to deliver Supply Priority weights 

Quality (1, 1, 1) (3/2, 2, 5/2) (3/2, 2, 5/2) (0.2987, 0.3238, 0.4359) 

Time to deliver (2/5, 1/2, 2/3) (1, 1, 1) (2/3, 1, 3/2) (0.1846, 0.2253, 0.2478) 

Supply (2/5, 1/2, 2/3) (2/3, 1, 3/2) (1, 1, 1) (0.3717, 0.4508, 0.4613) 

 

Table 4: Interdependency matrix for “Quality”. 

CRITERIA Cost Time to deliver Supply Priority weights 

Cost (1, 1, 1) (3/2, 2, 5/2) (3/2, 2, 5/2) (0.0010, 0.0511, 0.2003) 

Time to deliver (2/5, 1/2, 2/3) (1, 1, 1) (2/3, 1, 3/2) (0.3996, 0.4745, 0.4798) 

Supply (2/5, 1/2, 2/3) (2/3, 1, 3/2) (1, 1, 1) (0.3199, 0.4745, 0.5994) 

 

Table 5: Interdependency matrix for “Supply”. 

CRITERIA Cost Quality Time to deliver Priority weights 

Cost (1, 1, 1) (5/2, 3, 7/2) (3/2, 2, 5/2) (0.0144, 0.0287,0.0376) 

Quality (2/7, 1/3, 2/5) (1, 1, 1) (2/7, 1/3, 2/5) (0.2185, 0.2428,0.2757) 

Time to deliver (2/5, 1/2, 2/3) (5/2, 3, 7/2) (1, 1, 1) (0.6892, 0.7285,0.7647) 

 

Table 6 Interdependency matrix for “Time to Deliver”. 

CRITERIA Cost Quality Supply Priority weights 

Cost (1, 1, 1) (2/9, 1/4 2/7) (2/7, 1/3, 2/5) (0.0144, 0.0287, 0.0376) 

Quality (7/2, 4, 9/2) (1, 1, 1) (2/7, 1/3, 2/5) (0.2185, 0.2428, 0.2757) 

Supply (5/2, 3, 7/2) (5/2, 3, 7/2) (1, 1, 1) (0.6892, 0.7285,0.7647) 

 

7.5. Step 5: Determination of overall weights of the 

criteria: 

In this step, interdependent weights of the factors are 

calculated and the dependencies among the factors are 

considered. Dependence among the factors is determined 

by analyzing the impact of each factor on every other 

factor using pair wise comparisons. Based on the 

dependencies, pair wise comparison matrices are formed 

for the factors (Tables 3–6). The following question, 

„What is the relative importance of „Quality‟ when 

compared with „Time to deliver‟ on controlling „Cost‟?” 

may arise in pair wise comparisons and lead to a value of 

(3/2, 2, 5/2) as denoted in Table 3. The resulting relative 

importance weights are presented in the last column of 

Tables 3–6. Using the computed relative importance 

weights, the dependence matrix of the factors is formed. 

Interdependent weights of the factors are computed by 

multiplying the dependence matrix of the factors we 

obtained with the local weights of factors provided in 

Table 2. The interdependent weights of the factors are in 

last column of the Table 7. 

 

 

 

 

 

 

 

 

 

 

Table 7: overall weights of factors. 

CRITERIA Local weights Overall weights 

Cost (0.0012, .0016,0.0064) (0.0012,0.0016,0.0064) 

Quality (0.0013,0.0016,0.0063) (0.0013,0.0016,0.0063) 

Supply (0.7087,0.7476,0.7721) (0.7087,0.7476,0.7721) 

Time to 
deliver 

(0.2206,0.2492,0.2835) (0.2206,0.2492,0.2835) 

7.6. Step6: Preparation of Decision matrix: 

In this step, the decision makers are asked to establish 

the decision matrix by comparing candidates under each 

criterion separately. Table8 represents the decision matrix, 

in this some criteria Quality and Supply are assumed to be 

benefit criteria and Cost and Time to deliver are cost 

criteria. After the decision matrices are determined, we 

normalize these matrices via Eq. (12). Results are shown 

in Table 9. Then weighted normalized decision matrix is 

determined using Eq. (11). The results are shown in Table 

10. 
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Table 8: Decision matrix. 

SUPPLIER Cost Quality Supply Time to deliver 

Supplier1 (3/2,2,5/2) (1/2,1,3/2) (3/2,2,5/2) (2,5/2,3) 

Supplier2 (1/2,1,3/2) (1,3/2,2) (5/2,3,7/2) (2,5/2,3) 

Supplier3 (1,3/2,2) (3/2,2,5/2) (1,3/2,2) (1/2,1,3/2) 

Supplier4 (1/2,1,3/2) (1,3/2,2) (1/2,1,3/2) (1,3/2,2) 

Supplier5 (5/2,3,7/2) (1/2,1,3/2) (1,3/2,2) (3/2,2,5/2) 

Table 9: Normalized decision matrix. 

SUPPLIER Cost Quality Supply Time to deliver 

Supplier1 (1/3,1/2,3/5) (1/3,1/2,3/5) (3/5,2/3,5/7) (1/4,2/5,1/2) 

Supplier2 (1,1,1) (2/3,3/4,4/5) (1,1,1) (1/4,2/5,1/2) 

Supplier3 (1/2,2/3,3/4 (1,1,1) (2/5,1/2,4/7) (1,1,1) 

Supplier4 (1,1,1) (2/3,3/4,4/5) (1/5,1/3,3/7) (1/2,2/3,3/4) 

Supplier5 (1/5,1/3,3/7) (1/3,1/2,3/5) (2/5,1/2,4/7) (1/3,1/2,3/5) 

Table 10: Weighted Normalized Decision matrix. 

SUPPLIER Cost Quality Supply Time to deliver 

Supplier1 (0.0045,0.0143,0.0246) (0.0678,0.1213,0.1763) (0.0916,0.1218,0.1587) (0.0205,0.0449,0.0654) 

Supplier2 (0.0134,0.0287,0.041) (0.1356,0.1819,0.2351) (0.1527,0.1827,0.2222) (0.0205,0.0449,0.0654) 

Supplier3 (0.0067,0.0191,0.0307) (0.2034,0.2425,0.2938) (0.0611,0.0913,0.1269) (0.082,0.1123,0.1308) 

Supplier4 (0.0134,0.0287,0.041) (0.1356,0.1819,0.2351) (0.0305,0.0609,0.0952) (0.041,0.0749,0.0981) 

Supplier5 (0.0027,0.0096,0.0176) (0.0678,0.1213,0.1763) (0.0611,0.0913.0.1269) (0.0273,0.0562,0.0785) 

7.7. Step 7: Ranking of supplier based on closeness 

coefficient: 

The positive ideal solution (K^*) and negative ideal 

solution (K^-) are determined by using the weighted 

normalized values. Equations 13–14 are used to determine 

the positive ideal solution and negative ideal solution. The 

positive triangular fuzzy numbers are in the range [0, 1]. 

Hence the fuzzy positive ideal reference point (FPIS, K^*) 

is (1, 1, 1) and fuzzy negative ideal reference point (FNIS, 

K^-) is (0, 0, 0). In the last step, the relative closeness to he 

ideal solution D_k^* and D_k^- are calculated. The 

relative closeness to the ideal solution is defined on Eqs. 

15-16. Equation 10 is used to calculate distances to ideal 

solutions. Table 11 summarizes the results. The higher the 

closeness means the better the rank, so the relative 

closeness to the ideal solution of the alternatives can be 

substituted as follows:  

 

Supplier3>Supplier2>Supplier4>Supplier1>Supplier5. 

Supplier2 is defined as the most potential supplier. 

 

Table 11: The Results. 

SUPPLIER   
    

      Rank 

Supplier1 3.6979 0.1063 0.0279 4 

Supplier2 3.5604 0.2222 0.0587 2 

Supplier3 3.5347 0.2525 0.0667 1 

Supplier4 3.6563 0.14 0.0369 3 

Supplier5 3.7229 0.089 0.0233 5 

8. Conclusion 

Supplier selection is a complex multi-criteria decision-

making problem, and its complexity is further aggravated 

if the highly important interdependence among the 

selection criteria is taken into consideration. ANP, 

providing a systematic approach to set priorities among 

alternative suppliers, can effectively capture the 

interdependencies among various criteria. However, ANP 

handles only crisp comparison ratios. To tackle uncertain 

decision making judgments and to accommodate the 

criteria with interdependence Fuzzy Analytical Network 

Process is used to find the priority weights. To overcome 

the problem of inconsistency of pairwise comparison 

matrix fuzzy priority weights are derived using logarithmic 

least square method. FTOPSIS is used for supplier ranking 

based on criteria weights and supplier selection. As a result 

of the empirical study, we find that the proposed method is 

practical for ranking competing suppliers in terms of their 

overall performance with respect to multiple 

interdependence criteria. 
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Abstract 

In this paper the continuous bending under tension (CBT) test is analyzed by numerical simulation. In CBT test, the material 
is deformed to high level of strain that is beyond the achieved strain by the standard tensile test. The main stability criterion 
describes the importance of compressive stress produced by bending in stabilizing the deformation. At the symmetry line of 
the strip, the material can be assumed simply to deform by bending and stretching in plane strain condition. The focus of this 
paper is to study the deformation modes through thickness at the symmetry line. It is found that the material experiences three 
deformations modes. The cyclic parts through thickness experiences two deformation modes: the first is limited between 
uniaxial tension and plane strain and the second deformation mode is limited between pure shear and uniaxial compression. 
The third deformation mode is observed at the middle part through thickness and it is based on tension and the contribution of 
through thickness stress.  
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1. Introduction 

The continuous bending under tension (CBT) test can 

be seen as a tensile test on strip material with additional 

bending by a set of rolls that is traveling over the length of 

the strip. The main effect of additional bending is that the 

required tensile force for the same elongation is reduced 

[1]. The CBT test was proposed as a method for increasing 

elongation to investigate material properties at high levels 

of straining [2]. The deformation around rolls in the CBT 

test bears resemblance with the deformation around the 

spherical tool in incremental sheet forming (ISF). This 

resemblance motivated Hadoush et al to present a 2-

dimensional finite element model for the CBT test as a 

simplified test of ISF process [3]. The main focus was to 

study the contribution of bending in stabilizing the 

deformation of a strip to high strain. Experimentally, 

Emmens and Boogaard showed that high levels of strain 

are obtained for various materials using CBT test [4]. 

Also, the CBT test is identified as incremental forming 

process because the strip, that is used in CBT test, is 

deformed incrementally rather than continuously as in a 

standard tensile test, the proposed CBT setup by Emmens 

and Boogaard is shown in figure 1. 

 

 

 

 

 

 

 

 
Figure 1: CBT setup [4]. 

 

CBT test is a simple test to perform but many aspects 

of the test have not been investigated yet e.g. deformation 

modes during the test. Hadoush et al. present a numerical 

investigation, focusing on the process description, to 

analyze the obtained cyclic force-displacement curve of 

CBT test [5]. It is concluded that the cyclic force-

displacement curve consists of two parts: a steady part and 

a transient part (peak). A simple mechanical model 

incorporating non-constant bending radius and cyclic 

material behaviour is presented in [6] in addition to an 

extensive overview on stability and formability of CBT 

test. 

The focus of this work is to study the deformation 

modes during continuous bending under tension. 

Numerically, part of the CBT test is simulated which 

mimics qualitatively half cycle of the process. The stress 
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evolution near the symmetry line of the strip, in 

longitudinal direction, is recorded and analyzed to 

investigate the variation of the deformation modes through 

the thickness of the strip. 

2. CBT Test 

The experimental description of the CBT test has been 

explained in detail in [4]. Within this section, some of the 

experimental descriptions will be mentioned for their 

relations to the numerical model. The CBT setup is shown 

in figure 1. The roll set consists of 3 frictionless cylinders 

of 15 mm diameter. In longitudinal direction, the rolls are 

separated from each other by 17.5 mm. The roll set can 

travel in the longitudinal direction only. First, the central 

roll is placed such as to fit the specimen in between the 

rolls without deforming it. Then the central roll can move 

in thickness direction to introduce bending. A two 

dimensional schematic of the FE model is shown in figure 

2.  

 
Figure 2: Continuous bending under tension process description. 

 

The bending in the specimen is introduced by the 

movement of the central roll downwards. The movement 

of the roll set in longitudinal direction introduces the 

bending in a cyclic manner. 

The left edge of strip, as shown in figure 2, is fixed to 

the cross bar of the tensile machine while the right edge of 

the strip is fixed to stationary part of machine. At the 

beginning of CBT test, the bending is introduced then the 

roll set is moved from left to right with zero displacement 

of the cross bar. After this initial part, the current position 

of the roll set defines the starting point of the cycle, the 

roll set starts traveling forward 'left' and backward 'right' 

performing one cycle and so on. In this work, the initial 

stage of the CBT test is considered only because it mimics 

qualitatively half cycle of the process. The clamped 

longitudinal force for both the initial stage and for one 

cycle is shown in figure 3. During the cycle, the cross bar 

movement introduces tension. In the initial stage, the strip 

has to stretch to follow the curved geometry of the roll set 

and this introduces the tension. The movement of the roll 

set introduces the bending in cyclic manner in both cases. 

 

 
(a) Initial stage. 

 
(b) One cycle. 

Figure 3: The clamped longitudinal force a) The initial stage as 

predicted in this work b) One cycle with experimental verification 
[5]. 

3. Numerical model 

The used specimen in CBT test is shown in figure 4a. 

Through the length of the specimen, the specimen has 

uniform thickness and piecewise uniform width. The 

cyclic bending is performed only in the middle part of the 

specimen. Experimentally, it is observed that the part that 

experiences the combined tension and bending deforms as 

shown in figure 4b. The plastic deformation of the wider 

parts is neglected and a rigid body motion of these parts 

can be assumed for mild steel. Only the middle part of the 

specimen is considered in the simulation. Because of 

symmetry along the longitudinal axis, half of the middle 

part of the specimen is modeled. The modeled part of the 

specimen is 200 mm in length and 10 mm in width. The 

thickness of the modeled part of the sheet is 1 mm. A 

regular mesh made of solid-shell element is used to 

discretize the geometry of the strip, the 200 mm length is 

discretized by 2000 element, the 10 mm width is 

discretized by 10 element and one element through 

thickness. The solid shell element is based on enhanced 

assumed strain and modified assumed natural strain 

methods for one-point quadrature solid-shell, the element 

is called MRESS [7]. MRESS element has an eight-node 

brick topology, three displacement degrees of freedom per 

node. MRESS has one integration point in-plane and a 

flexible number of integration points can be used through 

thickness, here, seven integration points are used. 

The material model is kept as simple as possible. The 

isotropic yield behavior of the material is modeled with the 
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von Mises criterion. The work hardening is governed by 

linear relation: 

 

 500200  
 

Where σ and ε are the flow stress and equivalent plastic 

strain, respectively. The material has a Young's modulus of 

200 GPa and Poisson's ratio of 0.3. For experimental 

verification, it is acknowledge that a better material model 

is required that includes e.g. the anisotropic behavior of 

the sheet and a nonlinear work hardening model. 

 
Figure 4: Specimen of CBT test a) Schematic of the specimen, 

dimension is in mm and the drawing is not to scale b) Unused and 

used specimens: untested (top), tensile tested (middle) and CBT 
tested (bottom). A uniform deformation is observed in the white 

rectangle [4]. 

4. Results and Discussion 

In CBT test, a material portion has to be deformed by 

two sets of bend-unbend-bend in order to experience one 

complete cycle. Here, bending term is used to refer to 

bending by lower rolls while unbending is used to refer to 

bending by central roll. The material portion has to be 

straightened each time the strip changes its curvature 

direction from bending-unbending and from unbending-

bending. In this demonstration, the roll set will moves 60 

mm from its initial position to the right and this will mimic 

half cycle of CBT test. A finite element simulation is 

performed. The stresses are recorded for a particular 

location that is originally 5 mm to the right of the roll set 

at its initial location and it will be 5 mm to the left of the 

roll set at the end of its movement. This location is as close 

to symmetry section in longitudinal direction of the strip. 

The predicted stress components are plotted in figure 5, 

these stresses are global stresses. The first observation to 

mention is that the achieved values of the shear stresses are 

almost negligible compared to the achieved values of the 

normal stresses. Focusing on the order of the normal 

stresses, the longitudinal stress σxx is the major stress 

component then σyy through width. The normal stress 

through thickness σzz ratio to σxx has an order of one to 

four. Based on this observation, It can be assumed that the 

normal stresses coincide with the principal stresses with 

acceptable margin of error. Actually, σxx and σzz can be 

rotated around y-axis, transformed, so that it results in 

reducing through thickness stress to zero except when the 

surface has contact with the rolls.  
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Figure 5: Stress state evolution through thickness: upper (solid 
line), mid (dotted line) and lower integration point (dashed line). 

 

Prior to increment 166, the studied material portion is 

in tension and it is outside the roll set zone. It is bent by 

the right lower roll Between increment 167-466, the top 

surface is in tension while the bottom surface is in 

compression because of bending. In addition, the entire 

strip is under tension, therefore, the top surface has a 

higher stress value compared to the value of the stress at 

the bottom surface. This situation is flipped when the 

material portion experiences the central roll, it is unbent. 

At this stage, the material experiences the smallest radius 

of curvature that is larger than the radius of the roll, 

therefore, the bottom surface reaches a higher level of 

stress than the achieved level at the top surface. The 

longitudinal stress σxx at mid-plane is always in tension for 

the entire history of the process. The introduced plastic 

deformation will reduce the tension in the strip, this results 

in reducing the achieved value of the longitudinal stress 

when the strip is bent by the lower roll. The stress state 

that results in producing the plastic deformation will be the 

topic of the following discussion. 

The material portion experiences different deformation 

modes when it passes the roll set. Mainly, three 

deformation modes are identified, two of these 

deformation modes (I and II) are observed in the material 

layers, through thickness, that are deformed by cyclic 

loading. The third deformation mode III is observed in 

mid-plane that is monotonically loaded in tension. The 

material portion is deformed by deformation mode I when 

it is bent or unbent by the rolls, a sample of the normal 

stresses evolution during this mode is plotted in figure 6. 

This deformation mode is characterized by: the normal 

stresses have the same sign, σxx has the largest achieved 

value followed by σyy then σzz, the magnitude of σxx – σyy 

decreases, σyy – σzz increases and σzz – σxx increases. In 

case of ignoring σzz, or assuming plane stress condition, 

and defining α as the ratio of σyy to σxx, it is observed that 

the material is deformed plastically starting from a 

deformation mode close to uniaxial deformation in tension 

α = 0.128 and shifts continuously toward a deformation 

mode close to plane strain α = 0.54 as plotted in figure 6b. 

Keep in mind that in plane stress condition α = 0 indicates 

uniaxial deformation, α = 0.5 indicates plane strain, α = 1 

indicates biaxial stretching and α = -1 indicates pure shear. 
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Figure 6: Deformation mode I a) Normal stresses: σxx (solid line), 

σyy (dashed line) and σzz (dashed-dotted line). b) Yield surface, 
marker indicates plastic deformation. 

 

The material portion experiences deformation mode II 

when it is straightened, a sample of the normal stresses 

evolution during this mode is plotted in figure 7. The main 

characteristics of this deformation mode are: the normal 

stress σxx is negative while σyy and σzz are positive, the 

magnitude of σxx – σyy decreases, σyy – σzz decreases, σzz – 

σxx increases. With similar simplification as made in 

deformation mode I, it can be considered that the material 

starts deforming plastically from a deformation mode near 

pure shear with α=-1.45 passing the point of pure shear to 

uniaxial deformation in compression at α =-0.215 as 

shown in figure 7b. 
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Figure 7: Deformation mode II a) Normal stresses: σxx 

(solid line), σyy (dashed line) and σzz (dashed-dotted line). 

b) Yield surface, marker indicates plastic deformation. 

 

Deformation mode III is observed only in the mid-

plane when the material is bent or unbent, it is loaded in 

tension. Prior to the plastic deformation, a sudden increase 

of σxx and a sudden decrease of σzz are observed, a sample 

of the normal stresses evolution during this mode is plotted 

in figure 8. The deformation mode is characterized by: the 

normal stress σxx is positive while σyy and σzz are negative, 

the magnitude of σxx – σyy decreases, σyy – σzz increases, 

σzz – σxx increases. It is observed that the material deforms 

plastically in tension at a low value of σxx because of the 

contribution of σzz. Keep in mind that Boogaard et al. 

concluded that through thickness stress, contact stress, 

reduces the yield stress in tension if it bends over some 

radius [8]. 

 
Figure 8: Normal stresses of deformation mode III: σxx (solid 

line), σyy (dashed line) and σzz (dashed-dotted line). 

5. Conclusions 

In this work, the continuous bending under tension is 

studied focusing on the stress state at the symmetry line 

along the longitudinal direction of the strip. It is observed 

numerically that the value of shear stresses are almost 

negligible compared to the value of the normal stresses. 

Three deformation modes are identified, two of these 

deformation modes (I and II) are observed in the material 

layers that are deformed by cyclic loading. The third 

deformation mode III is observed in mid-plane that is 

monotonically loaded in tension. Deformation mode I is 

active when the material is bent or unbent and it varies 

from uniaxial deformation in tension to plane strain. 

Deformation mode II deforms the material starting from 

pure shear mode to uniaxial deformation in compression 

and it is active when the material is straightened between 

the rolls. The third deformation mode is observed in the 

mid-plane through thickness and it is based on the 

contribution of thickness stress in reducing the required 

tension to plastically deform the material when it is bent. 

The focus of future work is to study the variation of the 

deformation modes through the width of the strip in CBT 

test incorporating anisotropic material model. The 

variation of deformation modes for the entire cross section, 

that is perpendicular to longitudinal direction, may provide 

a better understanding of how the deformation of material 

is stabilized to achieve high strain. 
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Abstract 

Experimental investigation of heat transfer and friction factor characteristics of circular tube fitted with plain twisted tapes 
(PTT) and  U–cut twisted tapes (UTT) with twist ratios y = 2.0, 4. 4 and 6.0 were studied. The experimental data obtained 
from plain tube and PTT were verified with the standard correlation to ensure the validation of experimental results. The 
experimental results reveal that heat transfer rate, friction factor and thermal enhancement factor in the tube equipped with 
UTT significantly higher than those in the tube fitted with PTT and plain tube. The additional disturbance and secondary flow 
in the vicinity of the tube wall generated by the UTT compared to that induced by the PTT is referred as the reason for the 
enhancement. Subsequently an empirical correlation is also formulated to match with experimental results with ± 6% and ± 
5%, variation respectively for Nusselt number and friction factor. 
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Nomenclature 

A  Area  : [m2] 

Cp  Specific heat  : [J/kg K] 

d Tube diameter, : [m] 
de U-cut depth : mm 

Dh Hydraulic diameter : [m] 

f  Friction factor 

 h  Heat transfer coefficient  : [W/m2 K] 

H Pitch length based on 180°  : [m] 

k  Thermal conductivity  : [W/m K] 
L Tube length  : [m] 

m  Mass flow rate  : [kg/s] 

Nu  Nusselt number 

 ΔP  Pressure drop 

 Pr Prandtl number 

 Q  Heat transfer rate  : [W] 

Re Reynolds number 

 Th Hot water temperature  : °C 

Tc Cold water temperature  : °C 
ΔTlm Logarithmic mean temperature difference 

 U  Overall heat transfer coefficient : [W/m2 K] 

u  Velocity  : [m/s] 
W Twisted tape width  : mm 

w U- cut width : mm 

y  Twist ratio 

 ρ  Density : [kg/m3] 

μ  Dynamic viscosity  : [kg/m-s] 

 

 
 

Thermal enhancement factor  

  

 

 

 

 

Subscripts 

 
avg : Average 

a : Annulus  

c  : Cold water 
h  : Hot water 

i : Inner  

lm  : Logarithmic mean temperature 
o : Outer 

p : Plain tube  

t  : Turbulator  
1 : Inlet 

2 : Outlet 

 

Abbreviations 

 
PTT : Plain twisted tape 
UTT : U –cut twisted tape 

1. Introduction 

Heat transfer augmentation techniques are widely used 

in areas such as heat recovery process, air conditioning and 

refrigeration systems, and chemical reactors. Passive and 

active methods of heat transfer augmentation techniques 

have been discussed [1]. The passive techniques 

particularly twisted tape and wire coil insert are 

economical heat transfer augmentation tools [2]. The heat 

transfer and friction factor characteristics in a circular tube 

fitted with different tube inserts were experimentally 

investigated and correlations for Nusselt number and 

η
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friction factor were proposed [3-7]. The heat transfer and 

friction factor characteristics were experimentally 

compared between smooth twisted tape with broken and 

serrated twisted tape inserts [8 & 9]. More information 

about heat transfer by means of twisted tapes fitted in a 

circular tube can be viewed in other reports [10-14].  

Based on the available literature, it was pointed out that 

the modification on PTT i.e. small cuts on the tape [6-9], 

for example delta –winglet tape (DWT), peripherally –cut 

tape (PT), broken tape and serrated tape gave assurance for 

enhancement of both heat transfer rate and thermal 

enhancement factor. The reason behind the high thermal 

enhancement factor is that those small gaps bring pressure 

drop in the system to the reasonable level.  

The present work reports the experimental work on 

heat transfer rate and friction factor characteristics of tube 

in tube heat exchanger fitted with PTT and UTT for twist 

ratios 2.0, 4.4 and 6.0 with Reynolds number between 

2000 and 12000. The modified twisted tapes comprise U –

cut alternately in the peripheral region of the tape. This 

type of tape is believed to perform in same manner as 

mentioned in the literature for the case of broken or spiky 

tape, delta –winglet tape and peripherally –cut tapes. The 

experimental results obtained for the tube fitted with UTT 

were also compared with those for the tube fitted with PTT 

and the plain tube. 

2. Experimental details 

Schematic diagram of   the experimental set-up is 

shown in figure 1. It consists of two concentric tubes in 

which hot water flows through the inner tube (Copper 

tube, di = 25 mm, L = 2000 mm) and cold water flows in 

counter flow through annulus (GI pipe, di = 54.5 mm). The 

outer tube is insulated with asbestos rope and glass wool to 

minimize the heat loss with the surroundings (Insulation 

thickness = 10 mm). Two calibrated crystal rotameters 

having flow ranges of 0-20 l min-1 with ±0.1 l min-1 

accuracy are used to measure the cold and hot water flow 

rates. Seven RTD Pt 100 type temperature sensors with 

±0.1ºC accuracy are used to measure the inlet and outlet 

temperature of the hot and cold water. 

 

 

 

 

 

 

 
 

Figure 1: Schematic diagram of the experimental set-up. 

 

Twisted tapes are made up of aluminum strips [11] of 

thickness 1.5 mm and width 23.5 mm. The twist ratio (y) is 

defined [2, 3 & 11] by ratio between one length of twist 

(or) pitch length (H = 50, 110, and 150 mm) to diameter. 

In the experimentation PTT and UTT with twist ratios 2.0, 

4.4 and 6.0 are used. Geometries of the PTT and UTT are 

shown in figure 2(a-b). U -cut twisted tapes (figure 2b) 

with U –cut (8 mm depth and 8mm width) alternately in 

the peripheral region of the tape to increase the disturbance 

near the walls of the test section. The water is heated using 

3 kW water heaters and the desired temperature is 

controlled by temperature controller. The inlet 

temperatures at the hot and cold water sides were kept 

constant at 54ºC and 30ºC, respectively. The cold water 

was constantly flowed at 0.166 kg s-1 whereas the hot 

water flow rate was adjusted from 0.033 kg s-1 to 0.12 kg 

s-1. 
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As steady state conditions were reached, the inlet and 

outlet temperatures of hot and cold water were recorded 

and pressure drop  was measured using U tube manometer 

(manometric fluid –Carbon tetra chloride) for the case of 

plain tube. Thereafter, the experiment was repeated for 

PTT and UTT. 

 

 
Figure 2: Geometries of twisted tapes with twist ratios y= 2.0, 4.4 
and 6.0 (a) PTT (b) UTT. 

3. Data reduction 

The data reduction [3,10] of the measured results is 

summarized as follows: 

 

Heat transferred to the cold water in the test section: 

 

)Q = m C (T -Tc c p c2 c1
 (1) 

 

Heat transferred from the hot water in the test section    

 

Q = m C (T -T )ph h h1 h2
 

(2) 

 
The error [14] in the present heat exchanger can be 

given as:  

 

Q - Qch%error = ×100%
Qc

 
  
 

 
(3) 

 
The percentage of error was found out to be 2% to 8%. 

Thus it was concluded that the heat loss to the 

surroundings was reasonably small. 

The average heat transfer rate for hot and cold water 

side  

 

Q + Qc hQ =avg
2

 (4) 

The over all heat transfer coefficient  

 
Qavg

U =
A ΔT

i lm

 
(5) 

     

Where, 

 
 A = πd L

i i
 

 
The tube side heat transfer coefficient (hi)  

 

1 1 1
= +

U h hai

 
(6) 

 

Where the annulus side heat transfer coefficient (ha) is 

estimated using the correlation of Dittus -Boelter equation: 

 
h Da 0.8 0.4hNu = = 0.023 Re  Pra

k
 (7) 

 

Where, hD  = Hydraulic diameter = di – do  

 

Thus, 

 
h d

i iNu =
i k

 (8) 

 
Friction factor  

 

Δp
f =

2ρuL

d 2
i

   
   
     

 

(9) 

4. Results and Discussion 

4.1. Plain tube data: 

 

The variation of Nusselt number with Reynolds number 

for plain tube is shown figure 3a. 

 
(a) 
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(b) 

Figure 3:  Validation of Plain tube: (a) Nusselt number and (b) 

friction factor.   

 

The experimental data are matching with the plain tube 

forced convection correlations [15] of Dittus–Boelter 

(1930) (10) and Gnielinski (1976) equation (11) with the 

discrepancy of ± 8% and ± 5.0% respectively for the 

Nusselt number. 

 
0.8 0.3Nu = 0.023 Re  Pr  (10) 

 

 
f

Re -1000 Pr
8

Nu =
20.5

f 31+12.7 Pr -1
8

 
 
 

 
   
 

  
 

 
(11) 

 

The variation of friction factor with Reynolds number 

for plain tube is shown in figure 3b. The data obtained by 

the experiment is compared with Blasius (12) and 

Petukhov (1970) equation (13) with the deviation of ± 10% 

and ± 8% respectively for the friction factor. 

 
-0.25f = 0.0791Re  (12) 

 

 
-2

f = 0.790 ln Re -1.64  (13) 

 

In addition, the experimental results of the plain tube 

are correlated and the equation for Nusselt number (14) 

and friction factor (15) as follows: 

 
0.95 0.33Nu 0.00595Re Pr  (14) 

 
0.3740.255Ref   (15) 

 

The equations (14) and (15) are found to represent the 

experimental data within ±4% for Nusselt number and 

±6% for friction factor deviation is shown in figure. 3(a-b). 

These correlations (14) & (15) are useful to evaluate the 

thermal enhancement factor associated by PTT and UTT.  

 

4.2. Plain twisted tape (PTT) data: 

 

The tube fitted with PTT experimental results are 

validated using the correlations developed by Manglik and 

Bergles [12] which yields  maximum deviation of ± 20 % 

[6, 7, 11 & 13]  for both Nusselt number and friction factor 

respectively. Nusselt number and friction factor of a tube 

fitted with PTT are compared with the results obtained 

from the correlations by Manglik and Bergles [12] for the 

twist ratios of y = 2.0, 4.4 and 6.0 as demonstrated in 

figure 4(a-b). Apparently, present results reasonably agree 

well with the available correlations with in ± 10% for 

Nusselt number and ± 20% friction factor respectively. 

 
(a) 

 
(b) 

Figure 4: Validation of Plain twisted tapes (a) Nusselt number and 

(b) friction factor.   

 

4.3. Effect of U –cut twisted tape (UTT) on heat transfer: 

 

Variation of Nusselt number with Reynolds number in 

the tube fitted with UTT, PTT and also the plain tube are 

presented in figure 5. It is observed that for all cases, 

Nusselt number increases with increasing Reynolds 

number. As expected, PTT heat transfer rates are higher 

than those from the plain tube fitted without twisted tape 

and also lower twist ratio (y =2.0) heat transfer rate  is 

higher than those from higher ones (y = 4.4 and 6.0) due to 
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increase in turbulent intensity and flow length across the 

range of Reynolds number. Mean Nusselt numbers for 

PTT with twist ratios, y =2.0, 4.4 & 6.0 are respectively, 

1.67, 1.50 and 1.32 times better than that for the plain tube.  

Nusselt number (figure 5) in the tube with UTT is 

higher than those in the plain tube and tube with PTT 

insert over the range of Reynolds number 2000-12000. 

UTT provides an additional disturbance to the fluid in the 

vicinity of the tube wall and vorticity behind the cuts and 

thus leads to a higher heat transfer enhancement in 

comparison with plain tube and PTT. In the range of the 

present experiments considered,  mean Nusselt numbers 

for tube equipped with UTT of twist ratios of  2.0, 4.4 and 

6.0, are respectively 1.81, 1.61 and 1.40 times of that plain 

tube and 1.08, 1.07 and 1.06 times of that for  the tube 

equipped with PTT.  

 
Figure 5: U–Cut (UTT) and Plain twisted tapes (PTT): Nusselt 

number Vs Reynolds number. 

 

4.4. Effect of U–cut twisted tape (UTT) on friction factor: 

 

Variation of friction factor with Reynolds number in 

the tube fitted with UTT, the tube fitted with PTT and also 

the plain tube are depicted in figure 6. It shows that 

friction factor continues to decrease with Reynolds number 

and friction factor for lower twist ratio (y = 2.0) is 

significantly more than that of higher twist ratios (y = 4.4 

& 6.0) due to stronger swirl flow in the tube. Over range 

studied, the mean friction factor for the PTT with twist 

ratios, y =2.0, 4.4 and 6.0 are respectively, 3.48, 2.92 and 

2.45 times higher than that for the plain tube. 

It shows (figure 6) that UTT yields higher pressure 

drop those in the plain tube as well as the tube fitted with 

PTT. This is because of additional disturbance increases 

the tangential contact between secondary flow and the wall 

surface of the tube. Mean friction factor for the UTT with 

twist ratios of 2.0, 4.4 and 6.0 are respectively, 3.82, 3.28 

and 2.8 times of that for the plain tube and 1.09, 1.12 and 

1.16 times of that for the tube with PTT insert. 

 
Figure 6: U–Cut (UTT) and Plain twisted tapes (PTT): Nusselt 

number Vs friction factor. 

 

The following correlations for Nusselt number and 

friction factor developed for the present experimental 

results respectively for a plain tube fitted with PTT 

equation (16, 17) and UTT equation (18, 19) . 

 

0.862 0.33 0.215Nu 0.027Re Pr y  (16) 

 
0.474 0.302f 2.642Re y   (17) 

 
0.817 0.33 0.224Nu 0.044Re Pr y  (18) 

 
0.575 0.257f 6.705Re y   

(19) 

 
The fitted values are agreeing with experimental data 

within ± 6%, ± 5% respectively, for both Nusselt number 

and friction factor shown in figure 7 (a-b). 

 
(a) 
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(b) 

Figure 7: Comparison between predicted and experimental results 
(a) Nusselt number and (b) friction factor. 

 

4.5. Thermal enhancement factor for PTT and UTT: 

 

According to the literature studies [6-7] a comparison 

of heat transfer coefficients in a plain tube (p) and the tube 

fitted with turbulator (t) was made at the same pumping 

power since it is relevant to operation cost. 

 
For constant pumping power 

 
. .

(V P) (V P)p t    (20) 

  

Where the relationship between friction factor and 

Reynolds number can drawn as below  

 
3 3(f Re ) (f Re )p t  (21) 

 

Thermal enhancement factor ( ) at equal pumping power 

is defined as ratio of the convective heat transfer 

coefficient of the tube with turbulator to that of the plain 

tube which can be expressed as 

ht

hp pp

 
 

(22) 

 

Using equations (15), (17), (19) and (21), the Reynolds 

number for the plain tube (Re)p is written as the function of 

Reynolds number (Re)t  for the tube with turbulator for 

PTT  equation (23), UTT equation (24) 

 
0.962 0.115Re 2.436Re yp t

  (23) 

 
0.924 0.098Re 3.473Re yp t

  (24) 

 
Employing equations (14), (16), (18) and (22), the 

enhancement efficiency for the plain twisted tape and U-

cut twisted tape can be written as  

 

h -0.052 -0.106tη = = 1.95 Re yt(PTT) hp pp

 
(25) 

 

h -0.060 0.131tη = = 2.27 Re yt(UTT) h
P PP

  (26) 

 

 
Figure 8: Thermal enhancement factor Vs Reynolds number for 

tube with PTT and UTT.   

 

Thermal enhancement factor for PTT and UTT at 

different twist ratios y = 2.0, 4.4 and 6.0 calculated from 

equations (25) and (26) respectively for PTT and UTT are 

presented in figure 8. 

At the same Reynolds number, the thermal 

enhancement factors for UTT are found to be greater than 

those for the PTT. The thermal enhancement factor for all 

twisted tapes tends to decrease with increasing Reynolds 

number. With the use of PTTs, thermal enhancement 

factors were in a range between, 1.12 - 1.2, 1.03 -1.10 and 

1.0 - 1.06 respectively for the twist ratios y = 2.0, 4.4 and 

6.0. On the other hand the use of UTTs offered thermal 

enhancement factors in a range between 1.19 - 1.28, 1.07 - 

1.16 and 1.03 - 1.11 respectively for the twist ratios y = 

2.0, 4.4 and 6.0. The above data indicates that the use of 

UTTs gave more efficient heat transfer enhancement than 

the application of PTT. 

5. Conclusion 

Experimental investigations of heat transfer, friction 

factor and thermal enhancement factor of circular tube 

fitted with PTT and UTT in turbulent regimes 

(2000<Re<12000) for twist ratios 2.0, 4.4 and 6.0 are 

described in the present report. The conclusions can be 

drawn as follows: 

 

 The Nusselt number and friction factor values for the 

tube with UTT are noticeably higher than that of plain 

tube and also tube equipped with PTT. 

 Over the range of Reynolds number considered 

average thermal enhancement factors in the tube 

equipped with PTT are found 1.15, 1.06, and 1.02 and 

tube equipped with UTT are 1.22, 1.10 and 1.06 

respectively for twist ratios y =2.0, 4.4 and 6.0. The 

thermal enhancement factors for all the cases are 

more than unity indicates that the effect of heat 

transfer enhancement due to the enhancing tool is 
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more dominant than the effect of rising friction factor  

and vice versa 

 The empirical correlations for the Nusselt number, 

friction factor and the thermal enhancement factor for 

PTT and UTT are developed and it was reasonably 

fitted with the experimental data. 

 The UTT offered better heat transfer enhancement 

than that PTT therefore UTT can be used in place of 

PTT to reduce the size of heat exchanger. 
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1. Introduction 

Linearization of nonlinear dynamical systems makes 

use of available literature in the linear system to design 

and analyze nonlinear systems [1]. Optimal linear model is 

a promising linearization technique that continues to find 

wide acceptance in the areas of nonlinear and chaos 

systems [2, 3, 4]. This method was first introduced by 

Teixeira and Zak [5]. 

In fact, typical approach to handle nonlinear systems is 

to utilize linearization at their operating points, including 

Jacobian analysis for local dynamics of control systems. 

Optimal linear model is another method that generates 

optimal local models; it is an online linearization technique 

for finding a local model that is linear in both the state and 

the control terms. This technique provides a new tool to 

control nonlinear systems and it is briefly described in the 

next section. 

Furthermore, the inverted pendulum problem has been 

used as benchmark to motivate the study of nonlinear 

control systems and techniques [6, 7]. This system is 

inherently nonlinear unstable non-minimum phase system 

and provides a challenging system to test different control 

techniques [8]. 

In addition, Duffing system is well-known chaos 

attractor and has used to address many practical 

applications in Engineering and Science [9, 10]. In this 

paper two Duffing systems are synchronized together. 

Where synchronization is when two systems come to 

behave in accordance with each other as time passes. 

The rest of paper is organized as follows. In Section 2, 

the optimal linear model is discussed and generation of 

linearized models around operating points is shown In 

Section 3, the effectiveness of the optimal linear model is 

demonstrated and its performance is compared with the 

Jacobian method performance. Finally, conclusions are 

presented in section 4. 

2. Optimal Linear Model of Non-linear Systems 

Consider a nonlinear system model 

     
( ) ( ( )) ( ( )) ( ),x t F x t G x t u t       (1) 

 

where : n nF    and : n nxmG    are nonlinear 

function, ( ) nx t   is the state vector, and ( ) mu t   is the 

control input. The optimal linear model objective is to find 

linearized models of a nonlinear dynamical system around 

operating points and it is described as follows.   

Suppose that it is desired to have a local linear model 

( , )op opA B  at the i-th operation point of interest ( , )op opx u , 

which is not necessarily an equilibrium point of the 

system. Let the linearized model be given as 

         

( ) ( ) ( )op opx t A x t B u t   (2) 

 

where 
opA  and 

opB  are constant matrices of appropriate 

dimensions.  For this purpose, Taylor expansion method is 

commonly used in this case, however, the truncation used 

in this method results in an affined rather than linear 

model.  Suppose that the operating point ( , )op opx u  is an 

equilibrium point, where ( ) n

opx t   and ( ) m

opu t  , that is, 

 
( ) ( ) 0.op op opF x G x u   

(3) 

 

The linear model then is expressed as: 

 

( ) ( ) ( ) ( ) ( )

( ) ( ).

op op op op op op op op

op op op op

d
x x F x G x u A x x B u u

dt

A x x B u u

      

   

 
(4) 
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The model (4) can be represented in the following form: 

 
( ) ( ) ( ) ( ).op op op op op opx t A x t B u t A x B u     

(5) 

 

The state equation (5) is an affined rather than a linear 

model due to the non-vanishing constant term in (5). One 

exception is the trivial case where the equilibrium point is 

zero, which, however, cannot be ensured throughout a 

nonlinear control process.  The goal is to construct a local 

model, linear in state and also linear in control, that can 

well approximate the dynamical behavior of (1) around the 

operating point ( , ).op opx u   In other words, two constant 

matrices, 
opA  and 

opB , are to be found such that they are 

located in a neighborhood of ,opx  

  

( ) ( ) op opF x G x u A x B u    (6) 

 

for any u, 

 

and     

  
( ) ( )op op op op opF x G x u A x B u    (7) 

 

for any u.  

 

Since the control input u is to be designed, it is arbitrary, 

and therefore 

 

( ),op opB G x  (8) 

 

Furthermore, 

 

( ) opF x A x  (9) 

         

And 

 

( )op op opF x A x  (10) 

 

Now let T

opa  denotes the i-th row of the matrix
opA .  Then 

    

nixaxF T

ii ,,3,2,1,)(   (11) 

   

and  

 

( ) , 1,2,3, ,T

i op op opF x a x i n   (12) 

 

where : n

iF    is the i-th  component of F.  Then, 

expanding the left-hand side of (1) about 
opx , and 

neglecting the second and higher order terms, the 

following equation can be obtained 

 

( ) [ ( )] ( ) ,T T

i op i op op iF x F x x x a x     (13) 

 

where ( ) : n n

i opF x    is the gradient column vector of 

iF  evaluated at 
opx .  Now, using (12), equation (13) can 

be written as 

 

[ ( )] ( ) ( ),T T

i op op i opF x x x a x x     (14) 

 

in which x  is arbitrary but should be close to 
opx  so that 

the approximation is good.  To determine a constant 

vector, ,T

ia  such that it is as close as possible to [ ( )]Ti opF x  

and satisfies ( ),T

i op i opa x F x  consider the following 

constrained minimization problem: 

 
2

1
2 2

min : ( )i op iE F x a       

 

subject to  

 

( )T

i op i opa x F x     
(15) 

 

Given that this is a constrained optimization problem; 

therefore, the first order necessary condition for a 

minimum of E is also sufficient, which is  

 

( ( )) 0
i i

T

a a i op i opE a x F x      (16) 

 

( ),T

i op i opa x F x  (17) 

 

where λ is the Lagrange multiplier and the subscript 
ia  in 

ia  indicates that the gradient is taken with respect to 
ia .  

Then  

 

( ) 0.i i op opa F x x    (18) 

 

Recalling the case where 0,opx   so by solving (18), the 

following can be obtained 

 

2

2

( ) ( )
.

T

op i op i op

op

x F x F x

x


 


 
(19) 

 

Substituting this λ into (18) gives 

 

2

2

( ) ( )
( )

T

i op op i op

j i op op

op

F x x F x
a F x x

x

 
 

 
(20) 

 

where 0opx    It is easily verified that when 0opx   

equation (18) yields 

 

( )i i opa F x  (21) 

 

which is also a special case of (20).   

3. Simulation Examples 

Most often, control algorithms are tested on standard 

nonlinear models, and the objective is to first find the 

linearized model then to design suitable controller based 

on our skills with linear systems. These linearized models 

of the nonlinear model are valid only for small deviations 

of the state values from their nominal value. Such a 

nominal value is called the equilibrium point. Therefore, 

the linear models are acceptable around a small range of 

the operating point. In this section, the effectiveness of the 

above method described in previous section will be 

presented and its performance is compared with Jacobian 

method performance. 
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3.1. Inverted Pendulum: 

 

The inverted pendulum, shown in Figure 1, is highly 

nonlinear system which can be considered as an important 

benchmark system for controller testing. 

 

 
Figure 1: Inverted pendulum system. 

 

The nonlinear dynamical equations of motion is given 

by [11]. 

 
2

2

( ) cos sin

( ) sin cos 0

rm M x f x ml ml F

I ml mgl mlx

   

  

    

   

 
(22) 

 

where m is the pole mass, M is the cart mass, fr is the cart 

friction coefficient, x is the horizontal displacement, l is 

the pole length, θ is the angle of the pole from upright 

position, F is the applied force on the cart, I is the pole 

moment of inertia, and g is the gravity. The state space 

model can be presented as follows: 

 

2 2

2 22
1 13

2 2

3 3

4 43

2 2

0 1 0 0

cos( )
0 0

( ) ( )

0 0 0 1

cos ( )
0 0

( ) ( )

r

r

x xm l g xf I ml

x xm M I mMl m M I mMl

x x

x xmlf x m M mgl

mI M I ml mI M I ml

 
 

     
   

         
   

 
   

        
 

     

 

2

2

3

2

0

( )

( )

0

cos

( )

I ml

m M I mMl
u

ml x

mI M I ml

 
 

 
  
 
 
 
 

   

 
(21) 

 

Where 

 

1 2 3 4[ ] [ ] .T Tx x x x x x    

 

Given equations (20) and (21) the optimal model 

 

3 3 3

3 3 2

0 1 0 0

0 (cos ) (sin ) 0

0 0 0 1

0 (cos ) (sin ) 0

op

a b x b x x
A

d x d x x e

 
 


 
 
 

   

 

2

32

3

0

0cos
0

cos

op

c
B for x x

h x

 
 
  
 
 
  

 
 (24) 

 

 

 

And 

 

2

3 3 2 3 3
3 3 32 2

2 2

2

3 2 3 3 2
3 3 22 2

2 2

0 1 0 0

(sin ) (sin )
0 (cos ) (sin ) 0

0 0 0 1

(sin ) (sin )
0 (cos ) (sin ) 0

op

b x x x b x x
a b x b x x

x x
A

d x x d x x x
d x d x x e

x x

 
 
   
 
 
 
 
    
 
 

 

2

2

3

0

0
0

cos

op

c
B for x

h x

 
 
  
 
 
  

 

(25) 

 

where    

 
2 2 2

2

1 2 3 4 1 2 3 4 2 22

2

2 2 2

2

( )
[ ][ ] , ,

( ) ( )

( ) ( )
, ,

( ) ( ) ( )

( )

T r

r

f I ml m l g
x x x x x x x x x a b

m M I mMl m M I mMl

I ml mlf m M mgl
c d e

m M I mMl mI M I ml mI M I ml

ml
h

mI M I ml

 
  

   

  
  

     




 

The Jacobian model is gradient of the system is given by:  

 

3 3 3

3 3 2

0 1 0 0

0 cos (sin ) 0( )

0 0 0 1

0 cos (sin ) 0

i
a b x b x xF x

x

d x d x x e

 
 

  
 
 

   

 

(26) 

 

The inverted pendulum parameters are assigned the 

following values [11], m = 0.23 kg, M = 2.4 kg, l = 0.38 

m. fr = 0.05 Ns/m, I = 0.099 kg.m2, and g = 9.81 m/s2. 

Furthermore, the simulation for the controllers, with pole 

placement at poles -1±j1 and -2±j1, was carried out in 

SimuLink of MatLab using a fifth-order Dormand-Prince 

algorithm with a fixed integration step of 0.005 and initial 

condition of [0, 0, 0, 1]T. The performances for both 

optimal linear model and Jacobian method are displayed in 

Figure 2. It is obvious that first method has less overshoot 

and better performance than the second method. 
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Figure 2: Comparison between Optimal linear model and Jacobian 

method. 
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3.2. Synchronization of Duffing System: 

 

The chaotic Duffing system is a popular benchmark 

example in the study of nonlinear system. The Duffing 

system can be expressed as [4, 12]: 

 

1 2

3

2 1 2 2 1 3 1 cos( )

x x

x p x p x p x q wt



    

 
(27) 

 

with parameters  p1 = -1.1, p2 = 0.4, p3 = 1, q = 1.8 and w 

=1.8, the system is chaotic and the attractor for 

uncontrolled system is shown Figure 3 below. 
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Figure 3: Duffing system chaotic attractor. 

 

Applying equations (20) and (21), the optimal linear model 

is derived as: 

 

2

2 2
2 3 1 1

0 1
0

3
op

k

A for x
p p x p

 
  

   

 

24 3
2 3 1 3 1 2 2

2 3 1 12 2

2 2

0 1

2 2 0
3op

p x p x xA for x
p p x p

x x

 
 

      
 
 

 

 TkB 10   
and  

 01kC  
 

(28) 

 

where and 2

1 2 1 22
[ , ] [ , ]Tx x x x x  is the square magnitude 

of the operating point.   

In general, synchronization is when two systems come 

to behave in accordance with each other as time passes; an 

example is the transmitter / receiver unit in communication 

system. The goal here is to consider the synchronization 

problem from the point of view of control theory [3]. 

Mathematically speaking, consider two dynamical 

systems,  

 

))(()( txftx  , 0)0( xx   
))(()( txhty   

                 (29) 

 

and  

 

))(),(ˆ(ˆ)(ˆ tytxftx 
, 0

ˆ)0(ˆ xx   

))(ˆ()(ˆ txhty   

                 (30) 

 

 

 

 

the two systems are said to be synchronized if 

 

0)(ˆ)(lim 


txtx
t  

(31) 

 

For the optimal linearized model    

 

( ) ( ) ( ),op opx t A x t B u t  0(0)x x  

)()( tCxty   
(32) 

         

with Aop and Bop are the matrices from optimal linear 

model, then an observer can be designed as  

 

ˆ ˆ ˆ( ) ( ) ( ) ( ( ) ( )),ox t Ax t Bu t K y t y t    0
ˆ)0(ˆ xx   

)(ˆ)(ˆ txCty   
(33) 

 

where Ko is the observer gain matrix. 
 

The simulation for this synchronization was carried out 

in SimuLink of MatLab using a fifth-order Dormand-

Prince algorithm with a fixed integration step of 0.005 and 

initial condition of [0, 5]T. Note that state x2 is the state 

that not measurable. The performance of synchronization 

for Duffing system is shown in Figure 4 for the optimal 

linear model and in Figure 5 for the Jacobian method. It is 

obvious that first method is superior to the second method, 

and it was able to synchronize completely with non-

measurable state x2 but the Jacobian method fail to do so 

and the error was huge for most of the time. 
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Figure 4: Synchronization of Duffing system using optimal linear 

model. 
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Figure 5: Synchronization of Duffing system using Jacobian 

method. 
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4. Conclusions 

A linearization technique of optimal linear model was 

briefly presented in this paper, and its performance was 

compared with a popular Jacobian method. Two typical 

nonlinear benchmark examples were used to compare the 

two linearization methods; these are inverted pendulum 

and chaotic Duffing system. In the inverted pendulum 

example, the controllers were designed with pole 

placement for both cases, and as shown in Figure 2 the 

performance of first method was superior to the second 

method with much less overshoot. Furthermore, the 

synchronization of Duffing system was performed, as 

shown by the convincing simulation results in Figure 4 and 

5, the optimal linear model was able to perfectly reproduce 

the non-measurable state x2, but the Jacobian failed to do 

so with large error. It is obvious from these results that 

optimal linear model has better performance than the 

Jacobian method, especially when the system is highly 

nonlinear. Future work might be in conducting 

performance comparison between optimal linear model 

and feedback linearization method. 
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 ن.البحث العلمي في الأرد

 التحزٌز هٍئة

 التحزٌز رئٍس  

 الأصتاذ الدكتىر مىصى محضه 

 قضم الهىدصت الميكاويكيت، الجامعت الهاشميت، الزرقاء، الأردن.

 الأعضبء

 الأصتاذ الدكتىر بـــلال العكــش 

 الأصتاذ الدكتىر عدوـان الكيــلاوي 

 الأصتاذ الدكتىر علي بـــــدران 

 طــت الأصتاذ الدكتىر أيمـه المعاي

 الأصتاذ الدكتىر وضيم صـــــىاقد 

 الأصتاذ الدكتىر محمد الىمـــــر
 

 التحزٌز هٍئة رئٍس مسبعد

  أحمد الغىدورالدكتىر 

 الدعم فزٌق

    

 تنفٍذ وإخزاج

 حضه البعباعالمهىدس 

 

 المحزر اللغىي

 عبدالله جرداث الدكتىر
 

 

 التبلً: العنىان إلى البحىث تزسل

  
 رئيش تحرير المجلت الأردويت للهىدصت الميكاويكيت والصىاعيت

 عمادة البحث العلمي والدراصاث العليا

 الجامعت الهاشميت

 الأردن -الزرقاء 

 :747فرعي    33395 8 6336666هاتف : 

Email: jjmie@hu.edu.jo 

Website: www.jjmie.hu.edu.jo 

 

mailto:jjmie@hu.edu.jo
http://www.jjmie.hu.edu.jo/
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