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Abstract 

This paper proposes an Art Modified Single Linkage Clustering approach (ART-MOD-SLC) to solve cell formation 
problems in Cellular Manufacturing. In this study, an ART1 network is integrated with Modified Single Linkage Clustering 
(MOD-SLC) to solve cell formation problems. The Percentage of Exceptional Elements (PE), Machine Utilization (MU), 
Grouping Efficiency (GE) and Grouping Efficacy (GC) are considered as performance measures. This proposed heuristic 
ART1 Modified Single Linkage Clustering (ART-MOD-SLC) first constructs a cell formation using an ART1 and then 
refines the solution using Modified Single Linkage Clustering (MOD-SLC) heuristic. ART1 Modified Single Linkage 
Clustering has been applied to most popular examples in the literature including a real time manufacturing data. The 
computational results showed that the proposed heuristic generates the best solutions in most of the examples. The proposed 
method is compared with the well-known clustering approaches selected from the literature namely ROC2, DCA, SLC and 
MOD-SLC. Comparison and evaluations are performed using four performance measures. Finally analysis of results is 
carried out to test and validate the proposed ART-MOD-SLC approach.   The MCF methods considered in this comparative 
and evaluative study belong to the cluster formation approaches and have been coded by using C++ with an Intel P-IV 
compatible system.  

© 2011 Jordan Journal of Mechanical and Industrial Engineering. All rights reserved 
 
Keywords: Cellular Manufacturing; Group Technology; Cell Formation; Modified Single Linkage Clustering (MOD-SLC); ART-MOD-
SLC; Performance Measures

1. Introduction 

In the competitive business environment today, many 
businesses focus attention especially on the rapidity for 
responding to their customers’ needs. For this reason, 
continuous improvements are needed to increase response 
times to customer changes. One of the strategies is called 
Group Technology which focuses on Cellular 
Manufacturing.                  Group technology (GT) is a 
manufacturing philosophy that has attracted a lot of 
attention because of its positive impacts in the batch-type 
production. The problems in batch manufacturing are high 
level of product variety and small manufacturing lot sizes                      
(Singh and Rajamani 1996). In the design of a CM system, 
similar parts are grouped into families and associated 
machines into groups so that one or more part families can 
be processed within a single machine group. The process 
of determining the part families and machine groups are 
referred to as the cell formation (CF) problem. Group 
technology is a tool for organizing and using information 
about component similarities to improve the production 
efficiency of manufacturing firm. Successful application of 
group technology, promises improvement of productivity 

through the reduction of material handling cost, throughput 
time etc.  

The two major tasks that the company must undertake 
are (a) Identification of part families: if the plant makes 
10,000 different parts, reviewing all the part drawing and 
grouping the parts into families is a substantial task that 
consumes a significant amount of time. (b) Rearranging 
production machines into machine cells: It is time 
consuming and costly to plan and accomplish this 
rearrangements and machines are not producing during 
change over. GT offers a substantial benefit to companies 
that have the perseverance to implement it. Formation of 
machine cells is one of first important steps in the 
development and implementation of GT. New 
achievement in computer technology and artificial 
intelligence have provided the opportunity to apply more 
advanced clustering technique to group technology 
problem.  

The ART1 neural network is a novel method for the 
cell formation problem in-group technology. ART1 is an 
unsupervised network where the desired output (desired 
number of clusters) is not known. Cluster formation is 
dependent on the vigilance parameter value as well as the 
number of machines and parts present in an input 
incidence matrix. Iteration taken by ART1 for cluster 
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formation also depends on size of input of the incidence 
matrix and group efficiency. After forming a cell or a 
cluster of machines or parts, Modified Single Linkage 
Clustering (MOD-SLC) is used to obtain the optimized 
part family or machine cell according to its maximum use 
in a cluster. 

2. Literature Survay 

Detailed survey of literature has been carried out to 
identify the findings and directions given by the 
researchers. The contributions and directions of selective 
research works reported in the literature have been 
presented below. The literature yields seven             array-
based clustering heuristics, namely:   1. Bond Energy 
Analysis (McCormick et al [1]); 2. Rank Order Clustering 
(King, [2]; King et al. [3]); 3. Modified rank order 
clustering (Chandrasekharan et al. [4]); 4. Direct clustering 
analysis (Chan et al. [5]); 5. Occupancy Value Method 
(Khator et al. [6]); 6. Cluster Identification Method 
(Kusiak et al. [7]); and 7. Hamiltonian Path Heuristic 
(Askin et al., [8]). The SLC method (McAuley, [9]; Carrie, 
[10]; Waghodekar et al., [11]) merges clusters based on the 
maximum similarity of their members. Chandrasekharan et 
al. [12] analyzed the performance of the grouping 
efficiency in evaluating the solution qualities of a set of 
well-structured and ill-structured problems. The deficiency 
of the grouping efficiency has been investigated by Kumar 
et al.  [13]. Chu et al. [14] compared three array-based 
machine-part grouping methods: ROC, DCA and BEA. 
Murugan and Selladurai (15) compared three array-based 
cell formation methods on a real time manufacturing data. 
Miltenburg and Zhang [16] compared nine cell formation 
methods including similarity measure method, non-
hierarchical clustering and rank order methods.                                   
Cheng C.H. et al. [17] carried out comparative 
examination of selected cellular manufacturing clustering 
algorithms.  Dimopoulos et al. [18] used the grouping 
efficacy performance measure in evaluating and 
comparing a genetic programming based SLC method to 
five other procedures. The following neural network 
models have been used to solve the machine and/or part 
grouping problems: back propagation network   (Kaparthi 
et al. [19]), self-organizing network (Lee et al. [20]). 
Adaptive Resonance Theory (ART) (Dagli et al. [21], 
Kusiak et al. [22]. There are several variations of an ART 
network, namely, ART1 (Carpenter et al. [23, 24]), ART2 
(Carpenter et al. [25]). The ART1 can handle binary input 
patterns, while others can process both binary and 
analogue. Kusiak. A, et al. [26] addressed on neural 
networks to form machine cells to map the concept of 
machine cell formation onto the network.                                 

Akturk et al. [27] proposed an integrated algorithm 
that solves the machine/product-grouping problem by 
simultaneously considering the within-cell layout problem.                           
Charles C. Willow [28] proposed a feed forward multi-
layer neural network for machine cell formation in 
computer integrated manufacturing. Hark Hwang et al. 
[29] proposed another measure to enhance the 
performance of the model using p-median model. [30] 
Baroni et al. proposed on Similarity on binary data. Yong 
Yin et al. [31] compared the performance of 20 well-
known similarity coefficients. Yong Yin et al. [32] 
developed a comprehensive overview and discussion for 
similarity coefficients. Prabahakaran et al. [33] addressed 
on an application of the maximal Spanning Tree approach 

for machine cell formation. Chang-Chun Tsai et al. [34] 
proposed a multi-functional MP model. Alhourani Farouq 
et al. [35] proposed a new ordinal production data 
similarity coefficient based on the sequence of operations 
and the batch size of the parts. Logendran et al. [36] 
proposed a nonlinear programming model, comprised of 
binary and general integer variables. Mingyuan, et al. [37] 
proposed an integrated model for production planning in 
cellular manufacturing (CM) systems. Zahir Albadawi et 
al. [38] proposed a new mathematical approach for 
forming manufacturing cells.  

Mahdavi et al. [39] proposed a heuristic method based 
on iterative set partitioning for incremental cell formation 
where part of the operations can be processed on 
alternative machines.  Mahdavi et al. [40] proposed on 
minimizing of the Exceptional Elements (EE) and number 
of voids in cells to achieve the higher performance of cell 
utilization. Bin Hu et al. [41] developed an integrated 
method to solve a multi objective cell formation problem 
that consists of an integer programming model and a 
heuristic algorithm for generating alternative cell 
formations. Steudel et al. [42] developed a similarity 
measure known as the Cell Bond Strength (CBS) which 
depends on part routing and production requirements.  
Harhialakis et al [43] proposed a two-stage heuristic 
algorithm to solve the cell formation problem. Sule [44] 
developed a procedure to determine the number of 
machines. Okogba et al [45] developed an algorithm to 
solve the part-machine cell formation problem. Heragu et 
al. [46] presented a heuristic method for forming part 
families and machine groups. Lin et al [47] proposed a two 
stage integer-programming model for forming part-
machine cells.  

Hassan M. Selim et al. [48] compared a modified 
single linkage clustering heuristic (MOD-SLC) against the 
three well-established machine cell formation methods.  
Adenso-Díaz, et al. [49] proceeded on part-machine 
grouping using weighted similarity coefficients. Foulds et 
al [50] proposed an approach to solve manufacturing cell 
creation with machine modification costs and the objective 
is to minimize the sum of the machine modification cost. 
Peker et al. [51] proceeded on parameter setting of the 
Fuzzy ART neural network to part-machine cell formation 
problem. Gajendra K. Adil et al. [52] proposed an 
enhanced diversity/similarity model to form part families. 
Venkumar et al. [53] addressed on Fractional cell 
formation in group technology using modified ART1 
neural networks. Venkumar et al. [54] proposed the cell 
formation and fractional cell formation using Kohonen 
Self-Organizing Map (KSOM) neural networks.  

While conducting the detailed literature survey, it has 
been found at many cell formation methods have been 
used to reduce the percentage of exceptional elements (PE) 
and to increase the grouping efficiency (GE). The results 
of the literature survey indicated the absence of an analysis 
on cell formation methods using the real time data to 
predict the performance. The findings of the literature 
survey highlighted that there is a wide scope for solving 
the cell formation problem towards achieving the optimal 
performance. A suitable new integrated approach is 
proposed and applied for analysing the performance 
measures by incorporating the ART1 neural network with 
modified single clustering algorithm (ART-MOD-SLC). 

The remainder of this paper is organized as follows. 
Section 3 discusses the statement of the problem and 
Section 4 discusses about the existing clustering 
algorithms with examples and section 5 introduces a new 
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integrated ART- MOD-SLC approach with numerical 
examples are presented to compare with other approaches 
in the literature. Finally, the conclusions are given in 
Section 6. 

 

3. Problem Definition 

Batch manufacturing is a dominant manufacturing 
activity in the world, generating great deal of industrial 
output. It accounts for 60 to 80 percent of all 
manufacturing activities. The major difficulties in batch 
manufacturing are due to high level of product variety and 
small manufacturing lot sizes. The product variations 
present design engineers with the problem of designing 
many different parts. The impact of these product 
variations in manufacturing is high investment in 
equipment, high tooling costs, complex scheduling and 
loading, lengthy setup time and costs, excessive scrap, and 
high quality control costs. For this purpose, some 
innovative methods are needed to reduce product cost and 
lead time and profitability. It needs a higher level of 
integration of the design and manufacturing activities in a 
company. Group technology (GT) provides such a link 
between design and manufacturing. 

 

4. Methodology 

4.1. Rank order clustering 2 (ROC2): 
 
ROC is a well-known clustering technique that attempts to 
create a block diagonal form by repeatedly reallocating the 
columns and rows of a machine/part matrix according to 
binary values. ROC-2 was developed by King and 
Nakornchai (1982) to overcome the limitations of ROC. 
This algorithm is a faster and more efficient method 
compared with ROC. The main feature of ROC-2 is that it 
can identify block diagonal structure (of a machine part 
incident matrix) very quickly that makes it practicable to 
use in an interactive manner even for large matrices. The 
step-by-step procedure is shown in the Figure 1. 
 

4.1.1. Algorithm: 
 

Step 1: Start from the last column, move the rows with 
positive entries to the top of the matrix. 
Step  2: Repeat step1 for all the columns. 
Step 3: Start from the last row, move the columns with 
positive entries to the left of the matrix. 
Step 4:  Repeat step 3 for all rows. 
Step 5: Compare the matrix with the previous result. If the 
matrices are different go to step otherwise go to step 6. 
Step 6: Print the final machine-component incidence 
matrix. 

 
 
 
 
 
 

Flow Chart.  
 

 
 
Figure 1: Flow Chart of Rank Order Clustering -2 (ROC-2). 
 

4.1.2. Rank order clustering-2 (ROC-2) example: 
 

Table 1: Initial Machine-Part Matrix of ROC-2. 
 
a. Initial Metrix. 
 
 
M/C 

Parts 

1 2 3 4 5 6 7 8 

1 1  1      

2 1 1   1 1 1 1 

3   1  1  1 1 

4    1  1   

5 1  1  1 1  1 

6   1   1   

7 1 1   1 1 1 1 

b. Row Ordering. 

Columns Row order 

8 1 2 3 4 5 6 7 

7 2 3 5 7 1 4 6 

6 2 7 1 4 6 3 5 

5 2 7 3 5 1 4 6 

4 5 2 7 3 1 4 6 

3 1 4 6 5 2 7 3 

2 5 3 1 4 6 2 7 

1 1 2 7 5 3 4 6 

Final 2 5 7 1 3 4 6 
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c. Column Ordering 
Rows Column order 

6 1 2 3 4 5 6 7 8 

4 4 7 1 2 3 5 6 8 

3 4 7 1 2 3 5 6 8 

1 3 6 8 4 7 1 2 5 

7 4 7 2 3 6 8 1 5 

5 7 6 8 1 4 2 3 5 

2 6 8 1 3 5 7 4 2 

Final 6 8 1 2 3 5 7 4 

 
Table 2: Final Matrix of ROC-2. 
 
 

 
M/C 

Parts 

6 8 1 7 2 3 5 4 

2 1 1 1 1 1    

7 1 1 1 1 1    

5 1 1 1   1 1  

3 1 1    1   

1    1 1   1 

4    1    1 

6    1    1 

 
4.2. Direct clustering analysis (DCA): 
 

In the DCA algorithm, the initial matrix is rearranged 
according to the row and column assignments. After the 
rearrangement the rows and columns are rearranged to 
form the clustered machine component incidence matrix. 
 

 
Figure 2: Flow Chart of Direct Clustering Analysis. 

4.2.1. Algorithm 
 

Step 0: Input Machine component incidence matrix 
(MCIM) formed from the operation sequence of each part. 
Step 1: The row and column ranks are found by adding 
their corresponding positive entries. 
Step 2: The matrix is rearranged according to the ranks. 
Step 3: Start from the first row, move the columns with 
positive entries to the left of the matrix 
Step 4: Repeat the step 3 for all the rows. 
Step 5: Start from the first column, move the rows with 
positive entries to the top. 
Step 6: Repeat the step 5 for all the columns. 
Step 7: Compare the matrix with the previous result. If the 
matrices are different go to step 3 otherwise go to step 8. 
Step 8: Print the final machine component incidence 
matrix.  

4.2.2. Direct clustering analysis (DCA) example: 
 

M/C 
Parts 

1 2 3 4 5 6 7  

1  1  1   1 3 

2   1  1   2 

3 1 1  1   1 4 

4 1  1   1  3 

5   1 1 1 1  4 

 2 2 3 3 2 2 2  
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Counting the positive cells. 

M/C 
Parts 

6 5 4 3 7 2 1 

5 1 1 1 1    

3   1  1 1 1 

4 1   1   1 

1   1  1 1  

2  1  1    

 
Conducting column interchanges based on First row. 

M/C 
Parts 

7 6 5 2 1 4 3  

5  1 1   1 1 4 

3 1   1 1 1  4 

4  1   1  1 3 

1 1   1  1  3 

2   1    1 2 

 2 2 2 2 2 3 3  

Ranking rows in descending order and columns in 
ascending order. 

Freeze previous changes; continue the column 
interchanges based on the remaining until no further 
changes. 

 

M/C 
Parts 

6 5 4 3 7 2 1 

5 1 1 1 1    

4   1  1 1 1 

3 1   1   1 

1   1  1 1  

2  1  1    

 
Conducting row interchanges based on First column. 
 
4.3. Single linkage clustering: 
 

It is a hierarchical machine grouping method known as 
Single-Linkage Clustering using similarity coefficients 
between machines. The similarity coefficient between two 
machines is defined as the ratio of the number of parts 
visiting both machines and the number of parts visiting 
one of the two machines: 
 

 

(1) 

 
 
 

Where 
 
Xijk = operation on part k performed both on machine i 
and j, 
Yik = operation on part k performed on machine i, 
Zjk = operation on part k performed on machine j. 
 

 
Figure 3: Flow Chart of Single Linkage clustering. 

4.3.1. Single linkage clustering (SLC) Example: 
 
Table 3: Initial Matrix of SLC. 

 

M/C 

Parts 

1 2 3 4 5 6 7 8 

1  1  1     

2 1 1    1 1 1 

3   1   1  1 

4    1   1  

5 1  1  1 1  1 

6    1   1  

7 1 1    1 1 1 

 
Table 4: Similarity Matrix of SLC. 
 

Machine 

Machine 

1 2 3 4 5 6 7 

1  0.33  0.67  0.67 0.33 

2   0.33 0.17 0.43 0.17 1.00 

3     0.60  0.33 

4      1.00 0.17 

5       0.43 

6       0.17 

7        

 
 
 
 



 © 2011 Jordan Journal of Mechanical and Industrial Engineering. All rights reserved - Volume 5, Number 3  (ISSN 1995-6665) 204

Table 5: Final Matrix of SLC. 
 

M/C 

Parts 

4 7 1 2 3 5 6 8 

4 1 1       

6 1 1       

1 1 1  1     

2  1 1 1   1 1 

7  1 1 1   1 1 

3     1  1 1 

5   1  1 1 1 1 

 

 
Figure 4: SLC Dendogram. 

 
4.4. Modified single linkage clustering: 
 

Similarity coefficients are either Jaccardian or non-
Jaccardian, with respect to the similarity coefficient. The 
Jaccardian similarity coefficients are expressed as a 
measure of level of matches, in which the number of 
matches (Xij) is divided by a normalized quantity usually 
represented by the expected number of matches. Non-
Jaccardian similarity coefficients have an additional term, 
the number of misses (Yij), appears in the numerator and 
then divided by the normalizing term. The status of the 
number of misses (Yij) in similarity coefficients applied to 
the CM problem is ambiguous. It refers to the number of 
parts not processed by either machine or the number of 
machines not needed by either part type. The researchers 
who adopted Jaccardian similarity coefficients assume that 
the similarity coefficients measure the degree of 
commonality between the two machines in terms of parts 
processed. Therefore, the number of misses does not 
contribute to the machine pair similarity coefficient. On 
the other hand, a significant part of the literature shows 
that Jaccardian similarity coefficients are unable to reflect 
the true values of similarity, as the Jaccardian measures do 
not consider the number of misses (Yij).  

 
 
 
 
 
 
 
 

Baroni-Urban and Buser (1976) defined a set of 
properties of similarity coefficients and applied these 
properties to the several similarity coefficients. There does 
not exist any similarity coefficient which follows all the 
properties defined by Baroni-Urban and Buser (1976). 
Islam and Sarker (2000) modified the properties proposed 
by Baroni- Urban and Buser (1976) and stated them as 
follows (Sij is the machine i and machine j similarity 
coefficient): 
• No mismatch, Sij→ 1 for Xi = Xj = 0. 
• Minimum matches, Sij→ 0 for Xij, Yij→ 0. 
• No match, Sij→ 0 for Xij, = 0. 
• Complete match, Sij = 1 for Xij = number of parts. 
• Maximum matches, Sij→ 1 for Xij + Yij→ number of 

parts. 
The similarity measure developed by Baroni- Urban 

and Buser (1976) - BUB measure has conformed to the 
five properties. This similarity coefficient has superior 
properties of distribution compared to other coefficients 
because the distribution of its values is more normal and 
continuous and the BUB similarity coefficient is defined as 
follows: 
 

(2) 

Where SBij = BUB similarity between machine i and 
machine j, 0 ≤ SBij ≤ 1. In order to justify the application 
of non- Jaccardian similarity coefficients to the MCF 
problem, Islam and Sarker (2000) used properties 2 and 5 
to conclude that both matches (Xij) and misses (Yij) must 
be included in the numerator of the defining similarity 
coefficient. To satisfy properties 2, 3, 4, and 5, the product 
Xij Yij is considered in addition to Xij in the numerator. 
The square root is used to maintain the order consistency 
(Baroni-Urban and Buser, 1976). When there are no 
misses (Yij = 0), BUB measure is reduced to Jaccard’s 
measure which is the ratio of the number of parts 
processed by both machines to the total number of parts 
processed by both or one of the machines.  

If (Yij) the BUB coefficient value increases to reflect 
the real similarity of machine/part pairs. Islam and Sarker 
(2000) modified BUB measure by adding the number of 
misses (Yij) to the denominator and called it ‘relative 
matching measure’. The Jaccard measure has conformed to 
only three out of the same five properties namely, 
properties 1, 3 and 4. 
 

 
Figure 5: Flow chart of MOD-SLC. 
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4.4.1. MOD-SLC Example: 
 
Table 6: Initial machine component incidence matrix. 

 
 
Table 7: Similarity Co-efficient Matrix of MOD-SLC. 
M/C 1 2 3 4 5 6 7 

1 0 0.33 0 0.62 0 0.62 0.33 

2   0.5 0.5 0.54 0.5 1 

3    0 0.75 0 0.5 

4     0 1 0.33 

5      0 0.54 

6       0.33 

7       0 

 

 
 
Xij = 1 ; Yij = 2; Xi = 1; Xj = 4 
 
Table 8: Final Matrix of MOD-SLC. 

 
 

 
Figure 6: MOD-SLC Dendogram. 

5. Proposed ART-MOD-SLC Approach  

A cell formation problem can be viewed as a clustering 
problem that parts with similar machine operation can be 
grouped into same cluster. There are several neural 
networks that can be used to solve the clustering problem. 
In this research work, the application of ART for the 
machine cell/ part family clustering has been 
demonstrated. The ART1 network accepts an input vector 
X = {xi, i = 1, 2,…….N} directly from a binary machine 
part incidence matrix and assigns it to a cluster whose 
classified parts match with the input vector. Then, a 
vigilance test is carried out to determine whether the input 
vector meets the expectation or not. If input vector passes 
the test it is accepted as a member of cluster and the set of 
weights associated with the cluster are changed. 

The problem of cluster formation methods uses a 
different strategy for cluster formation; their relative 
performance has often been compared in terms of the 
number of inter-cell moves they generate. The MCF 
problem cluster analysis-based solution approaches consist 
of two phases. The first step is to develop an ART network 
for clustering the raw data (Machine Part Incident Matrix) 
and the second phase is to apply a solution methodology to 
solve the MCF problem. 

 
5.1. Architecture of ART-MOD-SLC: 
 

The figure below shows the architecture of ART-
MOD-SLC: 

 
Figure 7: Architecture of ART-MOD-SLC. 
 
5.2. ART-MOD-SLC algorithm: 
 

The ART-MOD-SLC algorithm is explained in detail 
as below and also shown in the flow chart -Figure 8 

Step 0: Define the number of neurons in input layer Nin 
and the number of neurons in the output layer Nout and 
select the value of vigilance parameter ρ between 0 and 1. 
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Nin = the number of columns of machine part incidence 
matrix.  
Nout = the maximum expected number of machine cells. 
 
Step 1: Enable all output units and initialize top down 
weights Wt and bottom up weights Wb. 
 
Wt = 1 (3) 
 
Wb =  

)1(
1

inN+
 (4) 

 
Wt = Top down weights from neuron j in output layer to 
neuron i in input layer.  
Wb = Bottom up weight from neuron ‘i’ in the input layer 
to neuron ‘j’ in output layer. 
Where, Netj is the output of neuron j in output layer. 
Step 2: Present a machine vector X to input layer, X 
consists of zero/one elements. 
Step 3: Compute-matching scores for all the enabled 
output nodes. 
 

 
Figure 8: Flow chart of ART – MOD – SLC. 
 
Step 4: Select the node with the largest value of matching scores 
as best matching exemplar, let this node be j. in the event of tie, 
the unit on left side is selected.   
 
Net = ΣWbji+xi (5) 
 
Step 5: Perform vigilance test to verify that input pattern X 
belongs to cluster (cell). 
 
Netj = max {Netj} (6) 
 
Step 6: Disable the best matching exemplar. Since the vector x 
does not belong to cluster j the output of node j selected in step 3 
is temporarily disabled and removed from future competitions; Go 
to step 2. 
 

Step 7:  Adapt the best matching exemplar. 
 
Wtij = Wtij *xi                             (7) 
 

t
ij it

ij t
ij

W * X
W

0.5 W * X
=

+∑ (8) 

Step 8: Using the best matching exemplar obtained from the step 
7, create the machine similarity matrix by calculating SBij for all 
machine pair. 
Step 9: Locate the Max SBij in machine similarity matrix, are i 
and j are assigned to two clusters. 
Step 10: By eliminating SBij in machine similarity matrix, merge 
the two clusters into one cluster. 
Step 11: Check all the machines are assigned to one cluster then 
print the final machine component incidence matrix if not go to 
step 9. 

5.2.1. ART-MOD-SLC Examples: 
 
Example 1: 
 
Table 9: Initial Matrix of ART-MOD-SLC (Final Matrix of 
ART1). 

M/C 
Parts 

1 2 3 4 5 6 7 8 class 

1 0 1 0 1 0 0 0 0 0 

2 1 1 0 0 0 1 1 1 1 

3 1 1 0 0 0 1 1 1 1 

4 0 0 1 0 0 1 0 1 2 

5 0 0 0 1 0 0 1 0 3 

6 0 0 0 1 0 0 1 0 3 

7 1 0 1 0 1 1 0 1 4 

 
Table 10: Similarity Co-efficient Matrix of ART-MOD-SLC. 

M/C 1 2 3 4 5 6 7 

1  0.33 0.33 0 0.62 0.62 0 

2   1 0.5 0.33 0.33 0.54 

3    0.5 0.33 0.33 0.54 

4     0.75 0 0.75 

5      1 0 

6       0 

7        

 
Example Calculation: 
 

 
 
Xij = 1; Yij = 2; Xi = 1; Xj = 4 
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Table 11: Final Matrix of ART-MOD-SLC. 

M/C 
Parts 

6 3 8 5 1 7 4 2 

2 1 0 1 0 1 1 0 1 

3 1 1 1 0 0 0 0 0 

4 0 0 0 0 0 1 1 0 

7 1 0 1 1 1 1 0 1 

5 1 1 1 0 1 0 0 0 

6 0 0 0 0 0 1 1 0 

1 0 0 0 0 0 0 1 1 

 

 
Figure 9: ART-MOD-SLC Dendogram. 
 
Example 2: 
 
Table 12 : Initial machine component incidence matrix 

M/C 
Parts 

1 2 3 4 5 6 7 8 9 10 

1 1 0 0 1 0 1 0 0 0 0 

2 0 0 0 0 0 0 0 0 1 1 

3 0 1 0 0 0 0 1 0 1 1 

4 0 0 0 0 0 0 0 0 1 1 

5 0 0 1 0 0 0 0 0 0 0 

6 0 0 1 0 0 0 0 1 0 0 

7 0 0 0 0 1 1 0 0 0 0 

8 0 1 0 0 0 0 1 0 1 0 

9 0 0 0 0 0 0 0 1 0 0 

10 1 0 0 0 1 1 0 0 0 0 

 
 
 
 
 
 
 
 
 
 
 

Table 13: Final Matrix of ART MOD-SLC. 

M/C 
Parts 

2 7 9 10 1 5 6 3 8 4 

4 1 1 1 1 0 0 0 0 0 0 

3 1 0 1 1 0 0 0 0 0 0 

9 1 1 1 0 0 0 0 0 0 0 

10 0 0 0 0 1 1 1 0 0 0 

8 0 0 0 0 0 1 1 0 0 0 

1 0 0 0 0 1 0 1 0 0 1 

6 0 0 0 0 0 0 0 1 1 0 

5 0 0 0 0 0 0 0 1 0 0 

7 0 0 0 0 0 0 0 0 1 0 

2 0 0 1 1 0 0 0 0 0 0 

 
5.3. Performance measures: 

 
The performance of cluster formation methods can be 

evaluated either according to computational efficiency or 
according to clustering effectiveness (Chu and Tsai 1989). 
Clustering efficiency is normally measured in terms of 
program execution time, the amount of memory needed, 
and the complexity of the algorithm. In this research work, 
four measures have been selected because of their wide 
usage in the literature. 

5.3.1. Number of exceptional elements (PE): 
 

The number of off-diagonal positive entries 
(exceptional elements) in the final machine part incidence 
matrix can measure the quality of the cluster formation 
method. PE can be computed as 
 
PE = e0                                                                             (9)  

Where e0, is the number of exceptional elements or the off-
diagonal positive entries. 

5.3.2. Machine utilization (MU): 
  
MU indicates the percentage of times the machines 

within clusters (cells) are used in production. MU can be 
computed as (Chandrasekharan and Rajagopalan, 1986a)   
 

∑
=

=

C

i
kk

d

nm

eMU

1

 
(10) 

Where ed is the number of positive entries in the diagonal 
blocks, 
mk is the number of machines in the kth cell,  
nk is the number of parts in the kth cell, and  
C is the number of cells.  
The higher the value of MU, the better the machines is 
being utilized.       
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5.3.3. Grouping Efficiency (GE): 
   
GE is an aggregate measure that takes both the number 

of exceptional elements and the machine utilization into 
consideration. A convex combination of both terms is 
considered to reveal the relative importance of each term. 
GE can be defined as   
  

∑
=

−
−+= c

k
kknmNM

eMUGE

1
.

)1( 0αα
 

(11) 

Where α is a weight; 0 ≤α ≤1, M is the total number of machines, 
N is the total number of parts, as a general rule, the higher the 
grouping efficiency, the better the clustering results. 

5.3.4. Grouping Efficacy (GC): 
 

GC overcomes the problems of selecting and the 
limiting range of GE. GC has the requisite properties like 
non-negativity, zero to one range and is not affected by the 
size of the machine-part matrix. GC, defined by Kumar 
and Chandrasekharan (1990) and Sandbothe (1998) is 
given as in equation 
 

γe
eeGC 0−

=  (12) 

 
Where eγ is the number of zeros in the diagonal blocks. 
 
5.4. Problem data source: 
 

The 36 data sets have been classified into three groups 
based on the number of machines (M), three groups based 
on the number of parts (N), and three groups based on the 
density level (D). Table 14 shows the value ranges of M, N 
and D for each group. The selected density range values 
are based on the selected data sets and specific 
implementation in the literature. Densities between 0.10 
and 0.30 represent the different scenarios adequately. 
 
Table 14: Value Ranges of Machines and Parts. 
No. Problem Source M N D 

1 Kumar et al. (1986)  30 41 0.104 

2 Chandrasekharan and Rajagopalan 24 40 0.136 

3 Chandrasekharan and Rajagopalan 24 40 0.135 

4 Chandrasekharan and Rajagopalan 24 40 0.136 

5 Chandrasekharan and Rajagopalan 24 40 0.136 

6 Chandrasekharan and Rajagopalan 20 35 0.193 

7 Randomly generated  20 35 0.200 

8 Randomly generated  20 35 0.204 

9 Randomly generated  20 35 0.215 

10 Randomly generated  20 35 0.211 

11 Harhalakis et al. (1990)  20 20 0.197 

12 Shafer and Rogers (1993b)  20 20 0.147 

13 Randomly generated  20 20 0.210 

14 Murugan and Selladurai (2007)  16 15 0.217 

15 Chan and Milner (1982)  15 10 0.306 

16 Chan and Milner (1982)  15 10 0.330 

17 Balasubramanian and Panneerselvam 15 10 0.280 

18 Randomly generated  15 10 0.193 

19 Askin et al. (1991)  14 24 0.181 

20 McAuley (1972)  12 10 0.316 

21 Srinivasan et al. (1990)  10 20 0.245 

22 Randomly generated  10 20 0.195 

23 Askin et al. (1991)  10 15 0.326 

24 Mukhopadhyay and Golpalakrishnan 10 10 0.240 

25 Randomly generated  10 10 0.190 

26 Arvindh and Irani (1994)  10 8 0.325 

27 Srinivasan and Narendran (1991)  8 20 0.381 

28 Kusiak et al. (1993) 8 9 0.236 

29 Randomly generated  8 9 0.194 

30 Mukhopadhyay et al. (1994)  7 11 0.270 

31 Randomly generated  7 11 0.194 

32 Mukhopadhyay et al. (1994)  7 9 0.412 

33 Kusiak and Cho (1984)  6 8 0.458 

34 Seifoddini (1989c)  5 18 0.470 

35 Mukhopadhyay et al. (1994)  5 18 0.511 

36  King and Nakornchai (1982)  5 7 0.400 

 
Table 15 shows the data set groups and factor ranges 

for the above problem sets and grouped into nine groups 
with three factors based on the number of machines. 
 
Table 15: Data set groups and factor ranges. 

 
 
5.5. Comparative studies with other approaches: 
 

The proposed ART-MOD-SLC cluster formation 
method has been designed and tested against MCF solution 
methods using the well-known cluster formation 
approaches on the selected data sets along with the real 
time manufacturing data. The ART-MOD-SLC is 
compared with four well-known cluster formation methods 
selected from the literature, namely ROC2, DCA, SLC and 
MOD-SLC. The comparison and evaluation are based on 
four different performance measures selected from the 
literature, namely Percentage of Exceptional Parts (PE), 
Machine Utilization (MU), Grouping Efficiency (GE) and 
Grouping Efficacy (GC).  

The four performance measures, PE, MU, GE, and GC 
are computed for each data set in each group of the nine 
groups. Table 16 summarizes the computational results of 
average PE values for each data group. Table 17 
summarizes the computational results of MU average 
values for each data group. Table 18 summarizes the 
computational results of average GE values and is an 
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aggregate measure that takes both the number of 
exceptional elements and the machine utilization into 
consideration. Table 19 summarizes the computational 
results of average GC values for each data group.  

From the results, the proposed ART-MOD-SLC 
approach has achieved the highest value of PE, MU, GE 
and GC and yields the best result towards the optimal 
performance for the entire GT problem and the results are 
highlighted and also presented graphically in figures 10 to 
15. 
 
Table 16: PE values for CF problems. 

 
 
 
Table 17: MU values for CF problems. 

 
 
Table 18: GE values for CF problems. 

 
 
Table 19: GC values for CF problems. 

 
 
5.6. Results and discussion: 
 

The Figures below show the number of exceptional 
elements (PE). 
 

 

 
Figure 10: PE Vs Cluster Formation Method. 
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Figure 11: MU Vs Cluster Formation Method. 
 

 

 
Figure 12: GE Vs Cluster Formation Method. 
 

 

 
Figure 13: GC Vs Cluster Formation Method. 
 

The following figures show the comparison of cluster 
formation methods. 
 

 
Figure 14: Cluster Formation Method Vs Performance Measures. 
 

 
Figure 15: Cluster Formation Method Vs Performance Measures. 

6. Conclusion 

In this research work, an ART1 neural network has 
been integrated with MOD-SLC approach and successfully 
implemented for the cell formation problems collected 
from the literature, including the real time manufacturing 
data. 

  
• Application of ART1 to machine-part matrix has been 

successfully demonstrated to form the clusters of a 
machine cell and part families. Thereafter machine 
and parts are arranged by Modified Single Linkage 
Clustering method (MOD-SLC).  

• It is observed that the quality of grouping solution is 
influenced by the sequence of machines or parts in 
initial machine part incidence matrix. The numbers of 
clusters are used to calculate the group efficiency.  
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• Cluster validation is made after calculation of GE, 
PE, MU, and GC. Processing time does not increased 
significantly for large problems or complex 
conditions. ART-MOD-SLC achieved the higher 
value of grouping efficiency that yields better 
clustering results. 

• The results are compared with popular existing 
algorithms and found that the modified ART-MOD-
SLC solution is superior to others. The ART-MOD-
SLC gives parts and machine clusters and the number 
of exceptional elements.  

• The computational effort is very low in the ART-
MOD-SLC compared with all other algorithms and is 
suitable for large size of machine-part incidence 
matrix. 

• ART-MOD-SLC method has been tested against four 
MCF solution methods using the cluster formation 
approaches, namely ROC2, DCA, SLC, and MOD-
SLC and also demonstrated an evaluative and 
comparative analysis using four different 
performance measures namely percentage of 
exceptional elements, within cell machine utilization, 
grouping efficiency, and grouping efficacy.  

• The ART- MOD-SLC approach improves the average 
values of the four performance measures, PE, MU, 
GE and GC and the results are presented graphically. 

• The performance of the four cluster formation 
methods considered (ROC2, DCA, SLC, and MOD-
SLC) are poorer than the proposed ART-MOD-SLC 
approach.  

• From the graphical results, the Percentage of 
Exceptional Elements (PE) reduced by 10%, Machine 
Utilization (MU) has been increased by 3%, Grouping 
Efficiency (GE) has been increased by 2% and 
Grouping Efficacy (GC) increased by 5% than the 
earlier approaches considered. 
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Abstract 

Energy conservation is a main theme nowadays in research mainly due to the recent sudden rise and wide fluctuations in 
energy prices.  This uncertainty is viewed as an indication of reaching the depletion point of fossil fuel and consequently, 
energy conservation has been tackled from all various aspects.  Herein, an assessment is made to evaluate the effectiveness of 
the cooling that result from a double-effect reversed-flow lithium bromide absorption cycle driven by a combination of solar 
energy and a fuel-fired boiler.  The assessment is to show the cycle performance under various proportions of solar 
contribution to drive the cycle.  The analysis was aided with a computer code that was developed specifically to evaluate the 
instantaneous daily total solar irradiation.  The results have indicated impressive effective COP that may be obtained when 
varying the solar contribution whereby a potential of energy saving at least 45% when only 15% of the roof area is allocated 
to solar panels.  The eventual goals of the study are for potential application in Jordan and in countries with similar 
environments with the aim to lessen the dependence on fossil fuel. 
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Abbreviations 

C Sky diffusive factor 
COP Coefficient of Performance 
D Distance from earth to sun 
Do Mean distance from earth to sun 
GJ Giga Joules 
GH high-temperature generator 
GL Low-temperature generator 
H Hour angle 
H-HX high-temperature heat exchanger 
I Extraterrestrial direct solar beam intensity 

(W/m2) at distance D 
Ib Total solar irradiation on a plate tilted at an 

angle β 
Ibd Direct solar beam intensity (W/m2) 
Io Extraterrestrial direct solar beam intensity 

(W/m2) at mean distance Do 
kW kilo Watt 
l  Latitude angle 
L-HX Low-temperature heat exchanger 
SFDeAC Solar-Fuel driven Double-effect Absorption 

Cycle 

Greek Symbols 
α  Altitude angle 
β  Tilt angle from horizontal plane of the solar 

panels 

δ  Solar declination angle
φ Azimuth angle

θ  Angle between the direct sun beam and the 
normal to the panels

θz  Zenith angle
ρ Optical reflectivity of the surrounding 
τ  Optical depth attenuation of the solar beam

1. Introduction 

Perhaps a reasonable strategy to lessen the degree of 
dependence on fossil-fuel is not to have a single 
comprehensive scheme, but rather to consider a multitude 
of hybrid schemes that seek to optimize the use of energy 
at the end application.  A comprehensive scheme would be 
as in generating electricity from nuclear power plants since 
the later is much abundant than fossil fuel in terms of 
energy content [1]. 

Furthermore, for Jordan, as the rest of the world, has 
seen an upward shift in the living standards which lead to 
an increase demand for energy.  In a specific area, a 
significant increase has been seen in the use of air-
conditioning systems that runs on electricity which is 
normally generated in fossil-fuel power plants.  
Unfortunately, in addition to being a national burden since 
for Jordan nearly all natural gas and oil are imported, but it 
also means that probably more of the fossil fuel will be 
consumed at faster rates.  Therefore, alternative systems 
that are energy efficient and rely on renewable energies 
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may serve to lessen the degree of increase in demand for 
fossil energy. 

Fortunately for Jordan, although it lacks significant 
resources for natural gas and oil, however, it is one of 
those countries that have considerable solar irradiation.  In 
a simple calculation, as predicted by the computer code 
developed herein, the average solar irradiation for Jordan 
on its 91971 square km is 2.62 x 1011 GJ for the months 
June through September, with the assumption that the 
entire area treated as a flat plate.  This amount of energy is 
equal to about 1190 times more than the annual need of the 
country from fossil energy whereby the usage for the year 
2007 is about 100,000 oil barrels per day [2] with each 
barrel contains about 6.1 GJ. 

In the current study, energy saving is demonstrated 
through the utilization of solar energy which is coupled 
with a fuel-fired boiler to drive an efficient absorption 
cycle to obtain comfort cooling.  Absorption cycles have 
received considerable attention in an attempt to improve 
their efficiency [3, 4, 5, and 6].  A successful 
implementation of solar cooling, however, would 
consequently imply drastic improvement in performance.  
The advantages of including the fuel-fired boiler is to 
make the system more dependable and to extend the 
operational hours as compared to previous work where the 
system was considered to be solely driven by solar energy 
[7].  Specifically, with such a combined system it can be 
tailored to be driven by a source of free energy at different 
proportions.  Other advantages to the system is that 
absorption cycles may use water vapor as refrigerant, 
which is in complete harmony with the environment unlike 
R12, R22, R134a, etc.  Also, it is of less harm to the 
environment since they lead to an eventual decrease of 
emission in green gases at power plants.  Realistically, 
however, these systems are relatively large and require 
substantial initial capital cost, therefore, an initial potential 
application of these systems would be in large facilities 
like educational institutions and shopping malls where 
savings in running cost may offset the initial cost in a 
reasonable payback period.  

The working principle of the basic absorption cycle is 
that a liquid pump replaces a compressor whereby the 
power requirement for pumping is far less than in the case 
of vapor compression.  The working fluid in the absorption 
cycle; i.e., water, once it leaves the evaporator it gets 
absorbed by a liquid; i.e., lithium bromide solution, 
whereby the solution is pumped to the pressure of the 
condenser.  In the high-pressure state heat is used to 
vaporize the refrigerant from the solution with the vapor 
continuing its typical refrigeration cycle while the high-
concentration solution is repeated for absorption at the low 
evaporator pressure.  The compatibility of these systems 
with solar energy is that the required thermal energy for 
their operation is required at moderate temperature, which 
may be provided by solar collectors; i.e., evacuated 
tubes.The absorption cycles are known for their low 
coefficient of performance (COP), e.g. about 65%.  
However, with two generators the cycle may be 
significantly enhanced, where in this configuration it is 
referred to as double-effect absorption cycle.  There are 
options on how the generators are connected; namely, 1) in 
series; where the absorber connects to the high-
temperature generator followed by the low-temperature, 2) 
in parallel; where both generators are connected to the 
absorber, or 3) reversed flow; where the low-temperature 
generator is connected to the absorber first followed by the 
high-temperature generator.  The reversed flow 

arrangement is known to be more efficient yielding a 
theoretical COP of higher than unity.  The overall 
improved efficiency is consistent with the second law of 
thermodynamics since the heat is supplied at higher 
temperature in the case of the double-effect. 

The current interest in the absorption cycle driven by 
renewable energy resources has arisen during the recent 
intent of establishing a scientific incubator at the 
Hashemite University with one of the primary projects is 
in the area of solar cooling for desert climates.  The main 
motive for the high interest in this project was the 
significant anticipated savings in electrical energy that is 
used for driving standard air-conditioning units for 
comfort cooling during operational hours. 

Interest in the solar driven absorption cycle is not new.  
Assilzadeh et al. [8] have investigated the performance of 
a lithium bromide absorption cycle with application in 
Malaysia using a basic absorption cycle.   Ghaddar et al. 
[9] have conducted modeling and simulation of a solar 
absorption system for Beirut.  Hammad and Zurigat [10] 
tested a solar driven cooling system and they reported a 
COP of 0.55.  Qu et al. [11] reported a successful 
installation at Carnegie Mellon University of a double-
effect lithium bromide absorption system driven by natural 
gas heating source and solar energy collected by an array 
of parabolic trough solar collectors.  They have 
demonstrated that the solar contribution was 39% during 
cooling and 20% during heating mode.  Duff et al. [12] 
demonstrated in a building in Sacramento, California the 
use of the double-effect absorption cycle driven by 
integrated compound parabolic concentrator evacuated 
solar collectors, with the original gas-fired generator in the 
absorption system removed.  They have obtained a 
maximum COP of 1.1. 

In this article, the effectiveness of hybrid cooling 
system; i.e., a double-effect reversed-flow absorption cycle 
driven by solar energy combined with fossil fuel-fired 
boiler is assessed in terms of viability for application in 
Jordan; specifically in Az-zarqa city.  The thermal energy 
required for operating the cycle primarily comes from the 
solar energy which is collected via evacuated tubes and 
any insufficiency in thermal energy is augmented by a 
fuel-fired boiler.  A computer code was developed to 
compute solar irradiation.  The system performance is 
measured using the coefficient of performance (COP) 
which is specifically defined herein as the net system’s 
cooling divided by the net energy supplied by the boiler.  
Thus, when the system is solely dependent on solar energy 
its COP tends to infinity indicating no significant 
operational costs.  The performance and energy savings 
are cast in terms of the percent of roof areas allocated to 
solar panels, which permit easiness for preliminary design 
purposes.  The advantage of having the boiler, in addition 
to extending the time range of operation when solar 
irradiation drops below the design limit, is to make the 
overall cycle more reliable in supplying sudden rises in 
cooling demand as well as when solar irradiation drops 
due to fluctuation in weather conditions.  Additionally, it 
provides design flexibility of limiting the surface area of 
the evacuated tubes that to be installed. 

2. System Description 

The double-effect reversed-flow absorption cycle 
using lithium-bromide solution is depicted in Figure 1.  
The shaded items are the components that are necessary 
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for the absorption cycle.  Also, shown in the figure the 
schematic arrangement of the hardware that is required for 
capturing the solar energy augmented by the fuel-fired 
boiler.  Starting at the condenser the liquid refrigerant; i.e., 
water, is passed through the expansion valve to lower its 
pressure to that of the evaporator where absorbed heat 
completely vaporizes the saturated refrigerant (water).  
The water vapor is then absorbed by the bromide solution 
due to the strong affinity between the two, hence diluting 
the solution concentration.  The diluted solution is pumped 
to a higher pressure corresponding to that of the low-
temperature generator (GL), however, passing through a 
low-temperature heat exchanger (L-HX) whereby gaining 
heat from the returning high concentration solution coming 
back from the generators.  In the double-effect absorption 
cycle part of the solution leaving the GL generator is 
directed to the high-temperature generator (GH), however, 
passing through a high-temperature heat exchanger (H-
HX) whereby it gets heated from the returning high-
concentration solution returning from the GH generator.   

The required heat for the current system is provided 
via the solar panels, which consist of evacuated tubes, and 
augmented by a fuel-fired boiler to meet the demand over 
specified time range.  The evacuated tube solar panels are 
chosen because they have higher efficiency at a 
moderately elevated temperature as well as they have 
moderate cost in comparison with other types of solar 
collectors.  The efficiency of solar panels decreases with 
the difference between the operational temperature and the 
ambient.  In estimating the solar panels efficiency at the 
desired temperature, an efficiency of 53% was obtained 
based on a formula that appears in [8].  However, the value 
that was used in the analysis is more conservative 39% 
[13]. 

Figure 1: Reversed-flow double-effect lithium-bromide absorption 
cycle driven by solar energy and fuel-fired boiler. 

3. Cycle Performance Assessment 

The key parameter in evaluating the overall 
performance of the cycle is to obtain the Coefficient of 
Performance (COP), which is a measure of the cooling 
effects to the amount of the required input power needed to 
drive the system.  The input power is mainly the thermal 
energy and little of electrical power required to drive the 
pumps where the later is of insignificant magnitude and 
hence it was neglected from the analysis. 

The state conditions for this cycle are depicted in 
Table 1, which shows the temperature and the 
concentration level of the bromide solution along with the 

water refrigerant conditions at the state points that appear 
in Figure 1.  In arriving at the states shown in the table it 
was assumed that the L-HX and H-HX have an 
effectiveness of 75% and 65%, respectively, while the 
boiler has an efficiency of 85%.  Performing standard 
thermodynamic analysis [14 and 15] with these state 
conditions leads to 29.2 kW of thermal energy required at 
the high-generator so that the cycle may deliver 10 tons of 
cooling.  Based on the analysis, the refrigerant (water) 
released from the GL and GH generators were found to be 
0.00573 kg/s and 0.00927 kg/s, respectively, while the 
corresponding mass flow rates of the solutions leaving the 
two generators were 0.204 kg/s and 0.0962 kg/s, 
respectively.  Therefore, the resulting COP of the cycle 
becomes 1.21.  In other words, for every 1 kW of cooling 
the absorption cycle requires 0.83 kW of thermal energy.  
In the current configuration the solar collectors are 
intended to supply their maximum collected thermal 
energy while any deficient thermal energy required for 
meeting the load demand is offset by the fuel-fired boiler.  

Table 1: Thermodynamic state conditions of the lithium-bromide 
absorption cycle. 

State 
point 

Temperature 
°C 

Pressure 
kPa, 

absolute 

Concentration
% 

Enthalpy 
kJ/kg 

3 152 52 *Ref. sup 
vapor 2782.4 

4 88 6.682 Ref. sat liquid 368.5 
5 82 6.682 Ref. vapor 2653.2 
6 38 6.682 Ref. sat liquid 159.2 
7 Saturated 0.91 Ref. sat vapor 2511.2 
8 40 0.8 58.5 108.2 
9 66 6.682 58.5 160.0 
10 82 6.682 60.2 200.0 
11 49 6.682 63 151.2 
12 49 6.682 63 151.2 
13 127 52 60.2 285.6 
14 152 52 66 348.9 

*Note: Ref., sup and sat are abbreviations for refrigerant, 
superheated and saturated, respectively. 
 

The thermodynamic cycle is depicted in Figure 2 
showing the state points for the solution on the equilibrium 
chart of the aqueous lithium-bromide solution. 

 
Figure 2: The cycle of the lithium bromide solution shown on the 
equilibrium chart. 
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4. Solar Irradiation 

The incident solar radiation on a unit area with an 
arbitrary orientation was determined utilizing a developed 
computer code using Microsoft Excel-Visual Basic utility.  
The basic equations [16] that are used in the computer 
code to calculate the solar intensity begins with the 
extraterrestrial at the mean earth-sun distance Do called the 
solar constant Io which was established through 
measurements and found to be 1377 W/m2.  The 
extraterrestrial solar radiation at the actual distance D from 
the sun is given as an implied function of time through the 
following, 

( )2/ oo DDII =               (1) 
 

Because of the regular motion of the earth around the 
sun the distance ratio D/Do can be expressed as a function 
of the day number N with January 1 is 1.  The solar 
declination angle δ is given as 
 

( )[ ]365/284360sin45.23 No +=δ           (2) 
 
The altitude angle α and azimuth angle φ can be found 
from the following equations, 
 

)sin()sin()cos()cos()cos()sin( δδα lHl +=            (3) 
 
and  
 

)cos(/)sin()cos()sin( αδφ H=             (4) 
 
where l is the latitude angle and H is the hour angle which 
is found by dividing the number of minutes from solar 
noon by 4. 
 

The direct solar beam Ibd that reaches the earth surface 
is computed as 

 
[ ])sec((exp zbd II θτ−=            (5) 

 
where τ is the optical depth attenuation of the solar beam 
as it passes through the atmosphere and θz is the zenith 
angle; i.e., between the solar beam and the vertical. 
 

Through the declination angle, the local solar time 
which is correlated with the local standard time along with 
the altitude and the azimuth angles, the incident angle θ 
between the sun beam and the normal to the panels is 
determined through the following equation, 
 

)cos()sin()sin()cos()cos()cos( βαβγαθ +=        (6) 
 
where β is the tilt angle of the panels and γ is the angle 
between the projections on a horizontal plane of the sun 
beam and the normal to the panels.   
 

The total solar radiation Ib incident on a tilted plate at 
β can now be determined using the following equation, 
 

reflecteddiffusebdb IIII ++= )cos(θ                         (7) 
 
 

where 
 

( ) 2/)cos(1 β+= dbdiffuse CII                         (8) 
 
and 
 

( ) 2/)cos(1))sin(( βαρ −+= CII dbreflected
             (9) 

 
where ρ is the reflectivity of the surrounding and C is a 
sky diffuse factor. 

5. Model Validation 

The versatility of the computer code makes it a 
resourceful tool for predicting solar irradiation on any 
plate with arbitrary orientation located, not only in Jordan, 
but in any part of the world at different times throughout 
the year.  However, prior to proceeding with the various 
design options for supplying the adequate thermal energy 
to drive the absorption cycle it was prudent to validate the 
output of the computer code.  The output of the code was 
verified against published data in ASHREA [17] for the 
extraterrestrial solar radiation intensity throughout the year 
and against the direct normal at north latitudes 24°, 32°, 
and 40°.  The results of the comparison are depicted in 
Tables 2 and 3.  For the extraterrestrial solar radiation, the 
code is seen to predict the value with a maximum error of 
0.9%.  In the case of the direct normal the maximum error 
was 5.5% occurring at latitude 40° in the early hour of the 
day.  Therefore, the code is considered to yield satisfactory 
prediction for the solar data. 

  
Table 2: Comparison of extraterrestrial solar intensity from code 
versus published data 

Month Io
1 

(W/m2) 
Io

2 

  (W/m2) 
Error 

Percent 
January 1415.8 1424.3 0.6 
February 1401.3 1412.2 0.8 
March 1380.8 1392.7 0.9 
April 1356.2 1367.7 0.8 
May 1336.3 1346.6 0.8 
June 1325.6 1333.4 0.6 
July 1325.9 1331.7 0.4 
August 1337.9 1341.6 0.3 
September 1358.7 1361.3 0.4 
October 1379.6 1385.2 0.4 
November 1404.8 1408.2 0.2 
December 1416.8 1422.5 0.4 

1: Data taken from ASHREA.  2: predicted values from the 
computer code 
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Table 3: Comparison of incident direct beam obtained from code 
versus published data for the month of July at different latitudes. 

So
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tim
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1  

24
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32
°, 

1  

32
°, 

2  
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40
°, 

1  

40
°, 

2  

%
E
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700 615 647 5.1 640 674 5.2 656 692 5.5 

800 754 790 4.7 760 797 4.8 760 798 5 

900 823 859 4.3 823 860 4.4 817 856 4.7 

1000 858 896 4.4 855 894 4.6 849 888 4.7 

1100 877 915 4.3 874 912 4.3 868 905 4.3 

1200 883 920 4.2 880 917 4.2 871 910 4.5 
1: Data taken from ASHREA.  2: predicted values from the 
computer code 

6. Results 

To assess the effectiveness of the Solar-Fuel driven 
Double effect Absorption Cycle (SFDeAC) in terms of 
energy conservation, the analysis started by finding the 
solar panel configuration that yields optimal output.  The 
amount of solar irradiation incident on a plate is dependent 
on the tilt angle.  To determine the optimal tilt angle for 
Az-Zarqa/Jordan the total solar irradiation on one square 
meter was computed for various orientations.  This was 
carried out using the computer code for latitude and 
longitude equal to 32.08° and 36.1°, respectively, which 
correspond to the location of Az-Zarqa city.  The 
calculations were conducted for the fifteenth day for the 
months June, July, August and September.  The results are 
presented in Table 4 which shows the total solar irradiation 
summed up between the hours 8:00 am to 4:00 pm solar 
time for a plate oriented south and at tilt angles ranging 
from 40° from the horizontal plane down to 0° degrees 
decremented by 5 degrees.  The results indicate that the 
maximum solar energy received varies with the tilt angle 
and at the same time the optimal tilt angle varies with the 
month whereby it is seen that it ranges from 5° to 30° for 
the months shown.  For the current study the solar 
collectors tilt angle is set at 20° as an approximate optimal 
value for the entire hot weather season. 

Table 4:  Daily total incident solar radiation (kW-hr) on a tilted 
surface facing south* 
Tilt angle 

deg (β) June July August September 

40 5.91 5.94 6.19 6.47 
35 6.21 6.23 6.40 6.56 
30 6.47 6.48 6.58 6.60 
25 6.69 6.68 6.70 6.60 
20 6.86 6.83 6.78 6.55 
15 6.98 6.94 6.80 6.45 
10 7.05 6.99 6.78 6.30 
5 7.07 7.00 6.71 6.11 
0 7.04 6.96 6.60 5.87 

* The total is for the hours between 8:00 am to 4:00 pm. 
For evaluation of any solar cooling systems, the 

instantaneous solar irradiation for the particular site must 
be known.  In the present work the total solar radiation rate 
incident on a plate tilted 20° from the horizon was 

computed utilizing the computer code and the results are 
depicted in Figure 3.  Since solar irradiation varies from 
day to day the results seen in Figure 3 are for the 15th day 
which was considered to be typical for the entire indicated 
months.  The figure reveals that the instantaneous total 
solar irradiation is vividly lower for the month of 
September than the months June, July and August; a 
difference of ~100 to ~150 Watts.  For this reason the 
following assessment will exclude the month of September 
since mainly cooling load drops with lower solar 
irradiation and normally design parameters are set for 
maximum conditions.  Furthermore, maintaining a 20° tilt 
angle when excluding September will result in 
conservative estimates of the solar panels areas, as will be 
seen later. 

The success of solar cooling systems relies on the 
determination of the minimum surface area of solar panels 
to meet the cooling demand.  However, as mentioned 
previously rather than depending solely on solar energy the 
fuel-fired boiler supplies the deficient heat to drive the 
cycle.  The assessment then is to determine the amount of 
energy contributions from both solar and boiler for 
different percentages of the roof area that are occupied by 
solar panels and their effects on the end performance of the 
system as a whole.  Clearly, with higher percent of the roof 
area given to solar panels will definitely imply less need 
for the boiler, however, the capital and maintenance costs 
will rise as well.  To carry out the rest of the analysis, the 
cooling load demand was assumed that it may be 
approximated as 110 W per each square meter of the roof 
area; this load is typical for relatively populated buildings. 
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Figure 3: Total solar flux (W) computed on the 15th day for the 
indicated months. 
 

To evaluate the conserved energy using the SFDeAC 
system the COP was computed over the entire day for 
different percent roof areas which to be occupied by solar 
panels.  The COP was defined as the supplied cooling 
load, which was kept fixed for the entire day and as 
determined by the roof area size, relative to the net energy 
inputted by the boiler where the later was assumed to have 
85% efficiency.  To distinguish this method of computing 
the COP, it will be referred to herein as the effective COP.  
Thus, when the system is using all the heat from the solar 
radiation, the COP will tend to infinity; e.g., with the 
assumption that power for pumps, electronics, etc is 
negligible.  Figure 4 shows the effective COP over the 
entire day for different percents of the roof area that are 
given to solar panels.  Clearly it is revealed that for the 
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cases of 15% and 20% the boiler would be turned on for 
the entire day, however, with the later case the COP is 
seen to reach up to 9 at solar noon indicating less energy 
received from the boiler.  For larger percentages of the 
roof area allocated to solar panels; i.e., 25%, 30% and 
40%, there are time periods that the thermal energy given 
to the cycle is entirely supplied by the solar panels thus 
yielding an infinite effective COP; i.e., the boiler is turned 
off. 

For the purpose of comparison and further analysis the 
daily COP which was computed as the energy in the form 
of supplied cooling over a specific time period divided by 
the amount of energy supplied by the boiler for the same 
period.  The results are given in Table 5 whereby the daily 
COP is seen to increase either by increasing the solar panel 
areas (percent of roof area) or by shortening the time 
period where the later is due to the fact that solar 
irradiation is higher (Figure 3).  Observe that impressive 
COPs are obtained for percentages of 25% and higher and 
approaching infinity for 40% during the period 9 am to 3 
pm which, for the later case, is an indication that the boiler 
is remaining basically turned off for the entire period. 
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Figure 4:  Instantaneous effective COP with varying roofing-area 
percent allocated to solar panels. 
 
Table 5: System daily COP variation with different daily time 
periods 

 Percent of roofing area used for solar panels 
Time 
period 15% 20% 25% 30% 40% 

7 am to 
5 pm 2.16 3.25 5.76 9.41 28.06 

8 am to 
4 pm 2.39 4.04 9.68 23.36 525.03 

9 am to 
3 pm 2.66 5.22 23.70 227.51 ∞ 

 
The results presented in Table 5 was taken further to 

assess the energy savings when compared with a typical 
electrical-base air-conditioning unit that runs at a COP of 
3.5 with the electrical power received from typical fossil-
fuel power plant that has a conversion efficiency of 35% 
[18].  This means that each one kW of electricity generated 
2.86 kW of fossil fuel power is consumed which in turn 
can be utilized to obtain 3.5 kW of cooling, or equivalently 
for every 1 kW of cooling 0.82 kW of fossil fuel power is 
consumed.  This information was used as a basis for 
computing energy saving when using the SFDeAC.  Table 
6 depicts the percent of energy saving that may result 
when using the SFDeAC absorption system.  The table 
vividly reveals significant amount of savings on fossil fuel 

can be obtained even when only 15% of the roof area is 
allocated to solar panels; assuming that power plants are 
mainly driven by fossil fuel as the case in Jordan.  The 
apparent savings in energy is that the system’s requirement 
for thermal energy is partially supplied by solar energy, 
which is a free source of energy. 

However, for any scheme that is proposed for energy 
conservation for it to be adopted it must bring with it 
financial saving to the end consumer.  Considering the 
current cost of energy in Jordan whereby for electricity it 
is 0.067 JD per kW-hr; e.g., depending on the usage 
amount, and for diesel 0.45 JD/L, then for each one kW-hr 
of cooling the running cost of an electrical-base system 
that has COP equal to 3.5 is 0.0191 JD while for the 
SFDeAC with 20% roof area the cost are 0.0127 JD and 
0.0103 JD during the daily periods 7 am to 5 pm and 8 am 
to 4 pm, respectively.  Included in these estimates the 
assumptions that the calorific value and specific gravity for 
fossil fuel are 46000 kJ/kg and 0.85, respectively.  Thus 
the corresponding percent of savings on running cost is 
33.5% and 46.1%, respectively.  These impressive savings 
are a result of using a renewable source of energy; i.e., 
solar energy.  For the 15% roof area during the period 7 
am to 5 pm, the running cost is 0.0192 JD which is slightly 
above than the running cost associated with the electrical-
base system.  Financial savings on running cost of less 
than 20% perhaps would not be as attractive simply 
because of longer payback periods that are associated with 
relatively high initial capital cost.  Nonetheless, given up 
20% of the roof area to solar panels may be a plausible 
solution in many cases; e.g., in public and commercial 
buildings.  Furthermore, the cooling load was based on 
relatively high cooling demand; however, for smaller 
buildings and individual homes the cooling load may be 
less than 80 W/m2 which means less percent of the roofing 
area may be allocated to solar panels and still exceed the 
saving indicated for the case 20% of the roof given up to 
solar panels.  

 
Table 6: Percent of energy saving using the solar-fossil fuel driven 
absorption cycle 

 Percent of roofing area used for solar panels 

Time period 15% 20% 25% 30% 40% 
7 am to 
5 pm 45 63 80 87 95 

8 am to 
4 pm 49 70 88 95 100 

9 am to 
3 pm 54 77 95 99 100 

 
Potentially therefore these results indicate that this 

kind of hybrid cooling system driven by solar energy and 
coupled with fuel-fired boiler for running the absorption 
system has feasible application in Jordan and in areas that 
have similar solar irradiation intensity.  For example, in 
the Hashemite University campus, the summer working 
hours start from 8:00 am to 3:00 pm which coincides with 
the daily period of higher effective COP.  Additionally, 
most of the buildings have vast roofing areas that can 
easily afford 25% to solar panels.  Similar situations may 
be found in companies with office buildings that are 
typically occupied during the day time.  Also, the scheme 
may be implemented to shopping malls during the daylight 
where appropriate.  In multistory buildings, solar panels 
are now being placed on side walls to offset the limited 
roof area.  Evidently, such a scheme collectively along 
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with other efficient schemes, significant headways may be 
achieved in energy conservation. 

7. Conclusion 

A reversed-flow double effect lithium-bromide 
absorption cycle driven by solar energy and a fuel-fired 
boiler was considered for the potential of comfort cooling 
application in local areas with the intent of conserving 
energy and lowering running cost.  A computer code, 
using Microsoft Visual Basic utility, was developed to 
compute the solar irradiation in any part of the world and 
in particular for the Az-Zarqa city/Jordan to aid in 
evaluating the contribution of the solar energy to the 
operation of the absorption cycle.  The code was verified 
against published data and found to agree reasonably well 
yielding an error of ~5% for the incident irradiation as 
demonstrated.  For optimal efficiency the solar panels are 
positioned such that they are facing south and tilted at an 
angle of 20 degrees from the horizontal plane.  The overall 
system performance was evaluated based on the effective 
COP which excludes the contribution of the solar energy.  
The solar energy contribution was measured in terms of 
the percent of the roof area that is allocated to solar panels.  
Results were obtained for various contributions of the solar 
energy and with the rest of the system’s thermal 
requirement being supplied by the boiler.  Energy savings 
were seen up to 45% on fossil fuel with as low as 15% of 
the roof area given up to solar panels.  However, a 20% of 
the roof area allocated to solar panels would be necessary 
for obtaining savings on running cost.  The data presented 
can also be used as guidance for preliminary design for 
determining the solar contribution based on the percent of 
the roof area that is to be allocated to solar panels.  It was 
concluded that the SFDeAC is a feasible system for 
application in Jordan with the intent of saving fossil fuel 
energy and lowering running cost. 
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Abstract 

In this paper, a three-dimensional numerical model of transient incompressible gaseous flow in microchannels was 
established. The influence of changing the inlet velocity on the transient fluid flow is analyzed – using finite volume software 
(Fluent 6.3). The study showed that the transient period is decreased when the inlet velocity is increased, the maximum 
velocity is almost twice the entrance velocity, and the pressure has a small variation in the entrance of the channel and after 
that it becomes constant. It was concluded that despite of the fact that the transient behavior in micro systems is usually 
neglected due to its quick response, the transient terms of the Navier Stokes equations should be taken into consideration 
when dealing with flow behaviors that may occur in micro or nano seconds. 
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Nomenclature 

 

Dh hydraulic diameter (lm) 

h channel height (lm) 

T temperature (K) 

t         Time (Second) 

a tangential momentum accommodation 
coefficient 

l dynamic viscosity (N/m2 s) 

Re Reynolds number 

c specific heat ratio (J/(kg K)) 

Kn Knudsen number 

leff modified dynamic viscosity (N/m2 s) 

c specific heat ratio 

P pressure (Pa) 

f Dancy friction factor 
u v 
w       x y z‐axes velocity (m/s) 

U averaged velocity (m/s) 

q density (kg/m3) 

Uc centerline velocity (m/s) 

Us slip velocity (m/s) 

Uw wall velocity (m/s) 

k mean free path (lm) 

 

Subscripts 

w wall 

in inlet 

out outlet 

1. Introduction 

Microchannels are considered the very elementary 
structure of all micro and/or nano systems that include the 
process of fluid flow. Several researchers studied the 
microchannels and found out that the both flow and heat 
characteristics differ from that in the classical systems; 
these different characteristics are detailed in the paper of  
Mohamed GH in 1999 [1]. 

Rarefaction, viscosity heating, surface roughness and 
compressibility significantly affect the flow and heat 
characteristics in the gaseous flow; either of these issues 
are considered separately or simultaneously [2]. In 
reference to Knudsen number Kn, Beskok and Karniadakis 
[3] classified the gas flow in microchannels into four flow 
regimes: continuum   flow   regime (Kn < 0.001) at which 
the compressibility plays a key role,   slip   flow   regime 
(0.001 < Kn < 0.1), transition flow regime (0.1 < Kn < 10) 
and free molecular flow regime (Kn > 10). 

The effect of microchannels in continuum region was 
studied by Asako et al [4,5] without handling the effect of 
rarefaction where it is found that both friction factor and 
Reynolds number in quasi-fully developed region are 
functions of Mach number; and they set these correlations 
there. Numerical analysis of fully developed laminar slip 
flow and heat transfer in trapezoidal microchannels had 
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been studied by Bin et al. [6] with uniform wall heat flux 
boundary conditions. In their investigation, the 
compressibility effect was neglected. The influences of 
velocity slip and temperature jump on friction coefficient 
and Nusselt number were investigated in detail. Orhan and 
Mete [7] analyzed laminar forced convective heat transfer 
of a Newtonian fluid in a micropipe where they took into 
account  the viscous dissipation effect, the velocity slip 
and the temperature jump at the wall. 

Wei et al. [8] investigated the steady-state convective 
heat transfer for laminar, two-dimensional, incompressible 
rarefied gas flow by the finite-volume finite difference 
scheme with slip flow and temperature jump conditions. 
Several boundary conditions were considered, and flow 
and heat transfer characteristics were studied systemically. 
Nishanth et al.  [9] provided solution of the Navier-Stokes 
equations for gaseous slip flow in long microchannels with 
a second-order accurate slip boundary condition at the 
walls.  

The compressibility effect had been taken into account 
in their analysis, which is usually neglected. They pointed 
out that the compressibility effect can not be neglected in 
rarefaction flow. Recently, T.T. Zhang [2] performed a 
study of compressibility effect combined with rarefaction 
effect on local friction factor in slip region. 

It was noted that there is no study made previously on 
the transient fluid behavior in microchannels, due to the 
fact that most of the used applications occur in a relatively 
large time scale. But what if we are dealing with a very 
rabid system that deals with nanoseconds for example! 
Towards this end work had handled here showing some of 
the air behaviors in microchannels and analyzing the fluid 
flow in the transient region. 

2. Model Setup 

The work in this research intends to investigate the 
transient hydrodynamics behavior of fluid flow in 
microchannels by adopting the continuum approach but 
with no-slip flow boundary conditions. In order to verify 
the validity of the continuum approach with no-slip flow 
boundary conditions we refer to the Knudsen number 
which is defined as the mean free path for the particle 
dynamics divided by the hydraulic diameter of the 
microchannel. The Knudsen number must have a value 
less than 0.001 for our approach to be valid. The mean free 
path for the particle dynamics in the atmosphere, and 
assuming standard temperature and pressure, i.e. 25 °C and 
1 atm, is λ ≈ 8 × 10−10 m, or approximately 2.6 × 10−9 ft. 
The hydraulic diameter of the channel used is 20 × 10−6 
m. Therefore, the knudsen number is equal to 4 × 10−5 
which is less than 0.001 and consequently Navier stokes 
equation with no-slip conditions shall be used. 

In this paper, a square-cross sectional microchannel  is   
analyzed,  as shown in Fig. 1. The length of channel is L 
and the hydraulic diameter 
is

perimeter
tionalareacrossDh

sec4 −×
= . In our case, Dh equals 

the height of the square. 
The simulations are performed based on the 

following assumptions: 
• The governing equations based on Navier-Stokes 

equations with no-slip boundary can be used to 
describe the physical processes. 

• The flow is laminar (very small Re number, in our 
case the maximum Re = 137.5). 

• Incompressible fluid (Ma ≤ 0.3) 
• The body forces and the effect of viscosity heating 

are neglected. 
• The heat transfer is not considered in the 

calculation. 
The resulting governing equations are 
 
Continuity equation: 
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Ideal gas law: 
 

RTP ρ=  
 
Variation in diffusion coefficient μeff is given by: 

)1( Kneff +
=

μμ  

The boundary conditions of the above described 
problem are expressed as follows 
 
On the wall: y = ±0.5h → Uw = 0.0. 
 
At the inlet: x = 0.0→ U = Constant (different three 
inlet velocities are considered). 
 
At the outlet: x = L, P = Pout. 

 
Figure 1: Meshed 3-dimensional microchannel used for 
analysis. 

 
 



 © 2011 Jordan Journal of Mechanical and Industrial Engineering. All rights reserved - Volume 5, Number 3  (ISSN 1995-6665) 

 

223

3. Numerical Method 

The governing equations with boundary conditions as 
described in the previous section were solved by the CFD 
code, CFX-ACE.  The equations were discretized by means 
of a fully implicit second-order finite-volume 
approach with second-order upwind advection scheme. 
In this work, the grid points used in the x, y, and z 
directions were selected to be 20, 20 and 200 respectively 
as this channel size achieves the best performance [2]. 

Fluent (finite volume method based software) is 
used to get the results. The numerical solution is 
obtained by an explicit iteration procedure and the 
solution converges when the maximum residuals of 
continuity equation was less than 10 10.  
 

4. Results and Discussion 

4.1. Velocity distribution with time: 
 
The center line velocity distribution versus the time are 

presented in Figs 2, 3, 4 and 5 for the case of Dh = 20 μm, 
inlet velocities of 0.1, 1.0 and 10 m/s respectively and for 
incompressible flow. Note that the center line velocities 
increase with time. The time needed for the transient 
period shrinks as the inlet velocity increases. 

 
Figure 2: Velocity magnitude versus time at the centerline of the 
microhannel when the inlet velocity is 0.1m/sec. 

 
Figure 3: Velocity magnitude versus time at the centerline of the 
microchannel when the inlet velocity is 1.0m/sec. 
 
 

 
Figure 4: Velocity magnitude versus time at the centerline of the 
microchannel when the inlet velocity is 10 m/sec. 
 
4.2. Velocity distribution along the Microchannel: 
 

The variation of the velocity along the channel for the 
three above mentioned velocities is shown in Figs 5, 6 and 
7 respectively at which the velocity vectors are displayed. 

 
Figure 5: Velocity vectors along the microchannel when the 
inlet velocity is 0.1 m/sec. 

 
Figure 6: Velocity vector along the microchannel when the inlet 
velocity is 1.0 m/sec. 



 © 2011 Jordan Journal of Mechanical and Industrial Engineering. All rights reserved - Volume 5, Number 3  (ISSN 1995-6665) 

 

224

 
 
 
Figure 7: Velocity vector along the microchannel when the inlet 
velocity is 10m/sec. 
 

From all of the above figures it is clear that all the 
percentage of the maximum velocity over the inlet 
velocity is almost constant with an average factor of 
2.03, that is inUU ×= 03.2max . This implies that the 
maximum velocity is twice the entrance velocity in the 
transient region. 

 
4.3. Pressure distribution along the Microchannel: 

 
From the pressure contours shown in Figs 8, 9 and 10, 

it is clear that the upstream pressure can have small 
variation from one point to another at the same cross-
section. Going a small distance to the downstream 
direction, it is clear that the pressure becomes constant 
across the same cross section. 

 
Figure 8: Pressure contours along the microchannel when the 
inlet velocity is 0.1m/sec. 
 

 
Figure 9: Pressure contours along the microchannel when the 
inlet velocity is 1.0m/sec. 

 
Figure 10: pressure contours along the microchannel when the 
inlet velocity is 10m/sec. 
 

It can be clearly noted from Figs 7,8 and 9 that the 
maximum pressure occurs at the walls of the channel at 
the inlet, where also and the maximum inlet velocity and 
the maximum wall pressure occur. The relationship of 
the maximum pressure with the inlet velocity is linear 
while fixing the cross-sectional area and is found as 

 
  7.467.373max −= inUP  
     

The maximum pressure in the microchannel is 
important since the fluid particles could be pressure 
sensitive and may be destroyed if exposed to high values 
of pressure. 

5. Conclusion 

Although the transient behavior of fluids in 
microchannels was not a spot of concern to many 
researchers before, the transient behavior and transient 
terms of Nevier-Stokes equations shall be taken in 
consideration when dealing with applications that occur in 
a micro and/or nanoseconds.  Both of the maximum 
channel velocity and the maximum channel pressure have 
linear relationships with the inlet velocity which was 
proven and derived in this work based on numerical 
solution and computer simulation. 
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Abstract 

Significant advances in computer hardware and software development have affected most areas of business and industry, and 
the area of maintenance planning and management is no exception. The use of computerized maintenance management 
systems, which are commonly referred to as CMMS, is no longer a luxury or frivolous business overhead; in many cases, it is 
requirement. Enterprises that want to attain ISO, QS certification will discover that application of CMMS is a fundamental 
requirement to successfully obtain and maintain such certifications. 
A variety of software packages are available, and many have been around for a number of years. Today, CMMS are used for 
all aspects of maintenance planning, management and control. CMMS must be flexible and adaptable, because every firm is 
considered unique. A general guide has been developed, which can easily be applied to specific situations to assist in 
justifying the computer for Maintenance System Evaluation (MSE). MSE has always required the manipulation of large 
amounts of data and development of more cost-effective processing storage and database systems has brought the use of 
computers to the fore in this area. Since, the relationships are complex between factors affecting maintenance activities and 
their interactions; a computer-aided model is developed with main purpose of determining the evaluation factors and their 
pointers. This model will approximate the complex relations for practical purposes. A model with eight various factors and 
there pointers for MSE were proposed in this paper. The MSE approach uses the input data as well as the factors that reflect 
unique operating conditions and specific objectives of the firm. The model would help in measuring the effectiveness of 
maintenance activities in order to determine the deviations from the planned work. It will also perform instant corrective 
actions required according to the degree of deviation and its effect on the production continuation and with the minimum 
shutdowns possible. 
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1. Introduction 

In today's global economy with fierce competition to 
attain and maintain the competitive edge in productivity 
and quality, a key factor often is neglected. The planning 
and management of productive maintenance activities in 
industrial manufacturing organizations rarely are given the 
attention they deserve Stephens [22]. Many solutions are 
being exposed, such as future automated factory, zero 
inventories and integrated manufacturing system. These 
solutions cannot be successful without highly reliable 
machines and equipments.  

Two issues regarding computer-aided maintenance are 
addressed: The first is fundamental knowledge, including 
both theories and methodologies required for practitioners 
to perform maintenance activities effectively. The 
revolutionary advances in information telecommunication, 
and computing technologies at modern factories forced the 
need for new approaches in process design, materials 
management, technologies, and human resources. The 

second and equally pressing issue is to understand how to 
implement the right maintenance tools and techniques, 
based on the introduced theories and methodologies, to 
solve problems in a very short time in order to guarantee 
success Lee and Wang, [13]. Today, leading firms 
understand the necessity of linking production planning 
with resource supply using dependent demand techniques 
like Enterprise Resource Planning (ERP) in order to 
provide the increasing business needs in more effective 
and efficient ways Spathis and Constantinides [21].  

The knowledge that has been gained in linking 
production with maintenance planning is essential to 
compressing the computer- aided evaluating system for 
maintenance activities. Applying this knowledge will help 
reduce waste and greater productivity. It became apparent 
that maintenance was not just about keeping machinery in 
a good working order but it involved learning by sharing 
communal experiences, and feeding the result back into 
design, operation and maintenance itself [4].Maintenance 
has always been in the business of dealing with large 
amounts of data. The advent of the microcomputer in the 
late 1970s began a revolution in maintenance systems. 
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Only now, in the mid-1980s, are we beginning to saw a 
mature system which addresses the following maintenance 
tasks Carter [4] and Retterer and Kowallski [19]. System 
Fault Reporting / Repair Control, Labor Control and 
Reporting, Equipment / Spare Parts Inventory Control, 
Maintenance Data Recording Analysis. 

This research aims in developing a computerized 
program for evaluating maintenance system’s activities so 
that the maintenance performance level can be evaluated 
as well. In the age of minimal inventories and highly 
automated complex machinery, automated maintenance 
systems are required to truly accomplish the goals of a 
Computer-Aided Manufacturing (CAM) and Computer-
Integrated Manufacturing an automated and maintenance 
planning and diagnostics system can provide a rapid 
planning and scheduling response to changing system 
conditions (CIM) Lin and Chen [14]. 

Lee and Wang [13] and Candy [3] both suggested that 
the overall goal of the maintenance function is to make 
capacity available to production in a reliable and stable 
manner. This should enable organizational objectives such 
as the following to be met; 1) Responsive customer 
service, 2) Consistent product quality, 3) Reliable product 
output, 4) Cost efficient operations, maintenance and 
supported departments, and 5) High utilization of 
equipment and other resources.  

In the past two decades, changes in the production 
environment have made the task of making decisions about 
allocating maintenance resources and scheduling 
maintenance work more difficult. An information-
processing model is applied by Laura Swanson [11] to 
study how the maintenance function applies different 
strategies to cope with the environmental complexity. 
Computer-Aided Reliability-Centered Maintenance 
(RCM) a based plant maintenance management system has 
been studied and investigated by Hossam A. et. al. [8], and 
Jesu´s Carreteroa et.al.[10]. A survey of models and 
algorithms for winter road maintenance system design for 
snow disposal was developed by Nathalie Perriera et.al 
[17].Implementation and benefits of introducing a CMMS 
into a textile manufacturing company is investigated in 
C.D. O’Donoghue, and J.G. Prendergast [18]. Recently; 
Celso et.al. [5] presented a model for preventive 
maintenance planning by genetic algorithms based in cost 
and reliability. Similarly genetic algorithms for integrated 
preventive maintenance planning and production 
scheduling for a single is presented by N. Sortrakul, H.L. 
Nachtmann, and C.R. Cassady [23]. (Farhad Kianfar [7] 
proposed a numerical method to approximate optimal 
production and maintenance plan in a flexible 
manufacturing system. Hsu-Hua Lee [9] presents a 
cost/benefit model for investments in inventory and 
preventive maintenance in an imperfect production system. 
This paper is an extension of the initial research on the 
English system used in batteries industry at General 
Company for liquid Battery Industries was carried out by 
Mukattash and Kitan [1]. 

In today's global economy with fierce competition to 
attain and maintain the competitive edge in productivity 
and quality, a key factor often is neglected. The planning 
and management of productive maintenance activities in 
industrial manufacturing organizations rarely are given the 
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output, 4) Cost efficient operations, maintenance and 
supported departments, and 5) High utilization of 
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In the past two decades, changes in the production 
environment have made the task of making decisions about 
allocating maintenance resources and scheduling 
maintenance work more difficult. An information-
processing model is applied by Laura Swanson [11] to 
study how the maintenance function applies different 
strategies to cope with the environmental complexity. 
Computer-Aided Reliability-Centered Maintenance 
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algorithms for winter road maintenance system design for 
snow disposal was developed by Nathalie Perriera et.al 
[17].Implementation and benefits of introducing a CMMS 
into a textile manufacturing company is investigated in 
C.D. O’Donoghue, and J.G. Prendergast [18]. Recently; 
Celso et.al. [5] presented a model for preventive 
maintenance planning by genetic algorithms based in cost 
and reliability. Similarly genetic algorithms for integrated 
preventive maintenance planning and production 
scheduling for a single is presented by N. Sortrakul, H.L. 
Nachtmann, and C.R. Cassady [23]. (Farhad Kianfar [7] 
proposed a numerical method to approximate optimal 
production and maintenance plan in a flexible 
manufacturing system. Hsu-Hua Lee [9] presents a 
cost/benefit model for investments in inventory and 
preventive maintenance in an imperfect production system. 
This paper is an extension of the initial research on the 
English system used in batteries industry at General 
Company for liquid Battery Industries was carried out by 
Mukattash and Kitan [1]. 

2. Experimental Measurements 

Traditionally, maintenance organizations have 
operated in a “fire-fight” mode. “Preventing fires” has 
often been given a minor or causal emphasis.  

The fire-fighting mode (fix it when it breaks) is called 
Corrective Maintenance, while the latter (fix it before it 
breaks) is called Preventive Maintenance (PM) as shown 
in Fig.A1 appendix Lindbeck and Wygant, [12] and 
Burton et. al. [2]. A key distinction among these three 
perspectives relates to the time interval between the 
recognition of the need to perform a maintenance activity 
and the time the maintenance activity is performed. 

3. Evaluating Factors Scoring for Maintenance 
Activities 

The evaluation approach of maintenance activities 
usually categorizes a given maintenance system by scoring 
its activities more often on a scale of one to four. The 
higher the category scores for a factor, the greater the 
importance of the other categories. This is usually done 
with the objectives of: 

• Labor usage efficiency improvement.  
• Unexpected breakdowns reduction.  
• Downtime reduction. 
• Maintenance scheduling improvement. 
• Preventive maintenance program improvement, 

Dhavale and Otterson, [6]:   
The user has the choice to eliminate some of the 

factors entirely, adding new factors, changing, adding or 
deleting pointers in a given factor and changing their 
scores. The user should examine critically according his 
firm conditions. 

4. Measuring System of Maintenance Activities 

The main objective for measuring and evaluating 
maintenance activities in a firm is to determine the 
followings:  

• Performance level of maintenance system.  
• Deviations from maintenance plan.  

• Required corrective actions. 
Different evaluating systems to maintenance activities 

have been developed in industrial countries (Ettlcin and 
Jahing, 1986, Mann and Coates, [16] ,(Simith [20] and 
Malek and Kaitan, [15]. Any firm can use an evaluating 
system according to nature of their industrial function. 
Some of these systems used on the national levels such as, 
The English system used in automobile industries , The 
American system used in engineering industries , The 
Egyptian system used in chemical industries, The Soviet 
system used in metallurgical industries , The Yugoslavian 
system used in mechanical industries and The English 
system used in batteries industry. All of these systems for 
measuring and evaluating maintenance activities are used 
to annually evaluate the efficiency of maintenance plan 
execution according to certain determined goals.  

5. Case Study   

The English system used in battery industries has been 
applied in the one of the Middle East companies called 
General Company for Liquid Battery Industries. A 
computer program written in visual basic was built as an 
evaluation system for maintenance activities in this 
company and the results for each factor and their pointers 
are compared with the standard values at “Chloride” 
company. It was found necessary to modify it with regard 
to:  

• Factors and pointers for planning efficiency. 
• Factors and pointers for loading efficiency.  
• Factors and pointers for costs.  
• Factors and pointers for productivity.  

The modified approach in applying “Chloride” system 
is based on identifying two pointers for each factor. This 
modifying method depends on four parameters, which 
reflect the own production environment of battery Industry 
Company as follows:  

• Size of company and the type of functional 
organization to production department.  

• Varieties and continuity of production type.  
• Work nature, time and operating environment.  
• Skills, number, stability of maintenance 

workforce.  
The actual measured values for the major (4) factors 

(planning, loading, costs, and productivity) depend on the 
determined pointers for each factor. These eight pointers 
represent the basic for measuring the maintenance 
activities. A flow chart that illustrates the algorithm steps 
required for measuring the efficiency of maintenance 
activities in the chosen company is shown in Fig.1 below. 

 
Figure 1: Flow chart of the steps of measuring maintenance 
activities efficiency 
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5.1. Planning Efficiency Factor Calculations: 

5.1.1. Workforce effectiveness (LE) Pointer: 
 
L.E = (Z-Q) / Z x R 
  
Where: 
  
Z= Total operation hours, 
  
Q= Total absenteeism hours, 
  
and 

 
R = Workforce skillfulness average. 
 
The calculation procedure for LE is shown in Fig. 2 below. 

 
Figure 2: Calculation procedure for labor effectiveness.  

5.1.2. Executed Maintenance Work/planning maintenance 
Work Pointer (KT): 
 
 
KT = BT/AT × 100 
 
Where: 
BT = Number of actual maintenance hours, 
 
AT = Number of planned maintenance hours. 
 
The calculation procedure of KI for each department and 
KT for the overall company is shown in Fig. 3 below. 

 
Figure 3: Calculation procedure for executed / planning 
maintenance hours. 
 
5.2. Loading Efficiency Factor Calculations: 

5.2.1. Total Preventive Maintenance Hours / Total 
Maintenance Hours Pointer (KP):  
 
KP = PT / AT × 100 
 
Where:  
 
PT = Preventive maintenance hours, 
  
AT = Total maintenance hours 
 

5.2.2. Corrective Maintenance Hours / Total Maintenance 
Hours Pointer (KC):  
 
KC = CT / AT × 100 
 

The calculation procedure for preventive and 
corrective maintenance hours / total planning is shown in 
Fig. 4 below 
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Figure 4: Calculation procedure for preventive and corrective 
maintenance hours / total planning maintenance hours 
 
5.3. Costs Factor Calculations: 

5.3.1. Maintenance Costs / Capital Investment pointer 
(KI): 
 
KI = TCM / CI × 100 
 
Where: 
 
TCM = Total maintenance cost, 
 
 CI = Capital investment  

5.3.2. Direct and General Maintenance Cost / Total 
Maintenance Costs pointer (K2):  
 
K2 = (DMC + GMC) / TMC × 100 
 
Where: 
 
DMC = Direct Maintenance Costs, 
 
GMC = General Maintenance Costs. 

The calculation procedure of costs factor pointers is shown 
in Fig. 5. 
 

 

 

Figure 5: Calculation procedure of costs factor pointers. 

5.4. Productivity Factor Calculations: 

5.4.1. Labors Utility pointer (LU):  
 
LU = AW / TW × 100 
  
Where: 

 
AW = Actual Work,  
 
TW = Total Work. 
 

The flow chart shown in Fig. 6 depicted the steps for 
calculation of KI for each department and KT for the 
overall company. 

 

 
Figure 6: Calculation procedure of Labors utility (LU) pointer 

5.4.2. Production Breakdown Time for Maintenance / 
Total Operating Time (machine-hr) Pointer (MB):  
 
MB = TBhs / E  
 
Where: 
 
Bhs = Total breakdown hours, 
 
E = total energy. 
 
The calculation procedure of production breakdown for 
maintenance is shown in Fig.7 below. 
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Figure 7: Calculation procedure of production breakdown for 
maintenance 
 

An example of execution the algorithm steps 
sequencing for maintenance system evaluation (MSE) is 
illustrated through the different menus as shown in fig A2 
appendix and figs. (8, 9, and 10) below 

 
Figure 8: English system menu 

 
Figure 9: Selected pointers menus 
 
 
 
 

 
Figure 10: LE calculation menu 

6. Results Analysis 

The deviations of maintenance activities measurements 
from targeted levels resulted from comparing the actual 
results with standard values. These deviations for the 
selected factors and their pointers are illustrated in Table 1. 
The lack of labor effectiveness (LE) ranked as the first one 
as the actual value is (58.5%) while the standard value is 
(80%). Which means a deviation value around (58.5-80=-
21.5%). The production breakdown pointer for 
maintenance has actual value of (7.8%) with a deviation 
value of (7.8-3 = 4.8%). 
 
Table (1): Results of MES maintenance activities factors and 
pointers 
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7. Conclusion 

Maintenance management may be a key strategic 
variable in the quest for waste that will lead eventually to 
strong competitive advantage. Leading companies 
understand the necessity for linking production planning 
with maintenance planning activities in order to reduce 
waste. Waste is inherently greater if production and 
maintenance plans are not linking, made poorly or not 
followed closely. 

The knowledge that has been gained in linking 
production planning with maintenance planning is 
essential to for a proactive maintenance program. And it 
also essential to compressing the computer-aided 
evaluating system for maintenance activities. Applying the 
knowledge will help in reducing waste and greater 
productivity.  

Throughout the inspection of all actual values of 
pointers for maintenance activities in the company, some 
of other conclusions are: 
• Cannot give an indication of the costs, which are 

resulted from the production breakdown 
(interruptions) because of machines breakdowns on 
the direct cost of the product. Thus, the management 
doesn’t take care for maintenance in relative to the 
size of loses because of the frequency of production 
breakdowns. This situation appears in deviation value 
(-21.5%). 

• Do not reflect the machines breakdowns as a major 
reason to prevent execution production plan in quality 
and quantity. This lead the management reasoning to 
consider the preventive maintenance cost as 
additional financial and managerial load. Also it dose 
not give a precise assessment of and the required cost 
for preventive maintenance and take the corrective 
maintenance as an alternative. The preventive and 
corrective maintenance deviations reflect above 
management reasoning respectively (18.5-25 =    -
6.5%), (81.5-75 = +6.5%). 

• According to the above conclusions, the necessity to 
consider computer – aided evaluation to maintenance 
activities is important. This computer system is 
simple in reasoning and application in short intervals 
(i.e. weekly, monthly) instead or beside the present 
systems that have long evaluating intervals (i.e. 
semester, annual). This short intervals computer 
system is active and flexible to take the corrective 
actions in proper position and time in relation to the 
degree of deviation for each evaluating pointer. It also 
reflects the positive state for production continuity in 
fewer breakdowns. 
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Appendix 
 

Figure A1: Maintenance Management Perspectives. 
 

 
Figure A2: Main menu of the program. 
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Abstract 

Viscosity of vegetable oil is considered a constraint for its use as an alternate fuel for Internal Combustion(IC) engines. In 
this experimental investigation, the viscosity of cottonseed oil (CSO), which is considered a potential alternate fuel, is 
reduced by blending it in different proportions with diesel, and its viscosity at various temperatures was analyzed and used as 
a fuel in a compression ignition (CI) engine. Performance, combustion and emission parameters at various loads were 
calculated using a single cylinder CI engine and compared with neat diesel and cottonseed oil. A remarkable improvement in 
the performance of the engine is noticed as the viscosity of the oil is reduced. Brake thermal and volumetric efficiencies of 
the engine increased with a significant reduction in the exhaust gas temperature. Reductions in smoke, CO and HC emissions 
are also noticed. Results show that a blend containing 60% of cottonseed oil with diesel, which is heated to a temperature of 
70°C, can be used as an alternate fuel without any engine modification. 
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Abbreviations 
IC Internal Combustion 
CSO Cottonseed oil 
CI compression ignition 
HC Hydrocarbon 
CO   Carbon Monoxide 
TDC Top Dead Center 
cSt Centi Stoke 
PH Preheated 
BSU Bosch Smoke Units 
PPM Parts per Million 
bTDC Before Top Dead Center 
cc          Cubic Centimeter 
Cp Specific Heat at Constant Pressure 
CR Compression Ratio 
SAE Society of Automotive Engineers 

Symbols 
°C Degree centigrade 
°CA Degree crank angle 
hr Hour 
K Kelvin 
kJ Kilo Joules 
kW Kilo Watt 
kg Kilogram 
P Pressure (bar) 
rev/min Revolutions per minute 
rpm Revolutions per minute 
T Temperature (K) 
t Time (s) 

 

1. Introduction 

The idea of using vegetable oil began in the year 1893 
itself when diesel engines came into existence. In the year 
1911, Rudolf Diesel operated his first engine using straight 
vegetable oil (peanut oil). 

The physical and combustion properties of vegetable 
oils are closer to that of diesel and in this context; 
vegetable oils can stand as an immediate candidate to 
substitute for fossil fuels. The greatest advantages of 
vegetable oils are that they are obtained from seeds of 
various plants. In view of this, researchers have started 
showing renewed interest towards vegetable oils because 
of its advantages as a potential alternate fuel. Vegetable 
oils are renewable and eco-friendly in nature and at the 
same time, it can be easily produced in rural areas.  

Sustainable development of a country depends on the 
extent that it is managing and generating its own resources. 
This also helps in conservation of depletion of non-
renewable petro-products. However due to inherent high 
viscosity and low volatility, vegetable oils would pose 
problems such as fuel flow and poor atomization and 
constrain their direct use in engine without any 
modifications. 

Vegetable oils are either edible or non-edible. Some of 
the edible oils are sunflower oil, palm oil, rice bran oil, and 
cottonseed oil. The non-edible oils are mahua oil, jatropha 
oil, rubber seed oil, etc. As rice bran and cottonseed oil 
(CSO) are not very much in use for cooking purpose, these 
can be used as substitute for diesel in CI engines. 
Cottonseed oil has several properties closer to that of 



 © 2011 Jordan Journal of Mechanical and Industrial Engineering. All rights reserved - Volume 5, Number 3  (ISSN 1995-6665) 

 

236

diesel but certain properties such as high viscosity and low 
volatility pose problem when used as an alternate fuel for 
C.I engines.  

The potential of using vegetable oil for diesel engines 
was studied by Recep Altin et al. [1], Yoshomoto .y et al. 
[2] and Kensuke Nishi et al.[3]. The engine performance 
was very much similar to that for diesel with little power 
loss and slight increase in the emission level. 
Karaosmanoglu.F et al [4] studied long-term utilization of 
vegetable oil and no significant increase or loss in power 
was noticed. Nwafor O.M.I et al. [5] carried out 
combustion studies on both diesel fuel and vegetable oil 
fuel with standard and advanced injection timings. 
Advanced injection timing compensates the effects of the 
longer delay period and slower burning rate that is 
exhibited by vegetable oils.  

The problems related to low volatility and high 
viscosities are offset by subjecting the oil into the process 
of transesterification, and the high viscosity can be 
reduced. Methyl and ethyl esters of vegetable oil (called as 
bio-diesel) have the physical and chemical properties 
closer to that of diesel. The performance and emission 
characteristics of the diesel engine using methyl ester are 
comparable with that of diesel as per Dilip Kumar Bora et 
al. [6]. Babu A.k et al. [7] also has reported problems 
related to high viscosity.  

Blending vegetable oil with diesel decreases the 
viscosity and improves the volatility. This improved 
properties results in better mixture formation and spray 
penetration. A number of investigators tried the vegetable 
oils in varying proportions with diesel. Results obtained 
from experiments shows that vegetable oil and diesel 
blends showed improvement in engine performance [8, 9]. 
Pre heating the vegetable oil reduces the viscosity and 
improves combustion characteristics (Pramanik. K [10]).  

This paper examines the use of preheated cottonseed 
oil diesel blends on the performance of a single cylinder 
diesel engine. Preheating the vegetable oil decreases the 
viscosity and improves the atomization and mixing 
process, which results in better combustion.   

2. Experimental Setup 

A single cylinder, water cooled, four stroke direct 
injection compression ignition engine with a compression 
ratio of 17.5: 1 and developing 5.2 kW power at 1500 rpm 
was used for this work. Fuels used were diesel, cottonseed 
oil and blends of cottonseed oil-diesel pre heated to 70°C. 
The cylinder pressure and top dead centre (TDC) signals 
were acquired and stored using a high-speed computer 
based digital data acquisition system. The stored signals 
were processed with specially designed software to obtain 
the performance and combustion parameters. Viscosity of 
the fuel was measured with a Saybolt viscometer. A 
CRYPTON exhaust gas analyzer was used to measure 
carbon monoxide (CO) and hydrocarbon (HC) levels. The 
analyzer is a fully microprocessor controlled system 
employing nondestructive infrared techniques. Smoke 
level was measured using a standard BOSCH smoke 
measuring system. 

3. Experimental Procedure 

During all the tests, the rated power and speed of the 
engine (5.2 kW @ 1500 rpm) were maintained. Load was 
changed in 5 levels, 20%, 40%, 60%, 80% and 100%. 
Load, speed, air flow rate, fuel flow rate, exhaust gas 
temperature, exhaust emissions of HC, CO and smoke 
were stored in the computer at all load conditions. 
Cylinder pressure and TDC position signals were also 
recorded to obtain combustion parameters. 

4. Results and Discussion 

4.1. Effect of preheating cottonseed oil and blending with 
diesel: 
 

Table.1 shows the variation of viscosity of diesel, CSO 
and the blends at 30°C. The high viscosity of CSO 
drastically falls with the increase in the quantity of diesel 
in the blend. Even with an addition of 20% diesel, the 
viscosity of the blend drops from 49.6 cSt to 22.3 cSt, 
which is 55.04% less than that for CSO. With further 
increase in the quantity of diesel in the blend the viscosity 
dropped. The viscosities of 40%, 60% and 80% diesel with 
CSO are 16.2, 11.6 and 7.2 cSt respectively. The 
corresponding percentage reduction in viscosity is 67.33%, 
76.61% and 85.48%. Therefore, to bring the viscosity 
close to diesel, 60-80% of diesel has to be added to CSO.   
 
Table 1: Viscosity of diesel, CSO and blends @ 30°C. 

Fu
el

 

D
ie

se
l 

C
SO

 

20
%

 D
ie

se
l 

40
%

 D
ie

se
l 

60
%

 D
ie

se
l 

80
%

 D
ie

se
l 

 
Viscosity 

(cSt) 
 

4.59 49.6 22.3 16.2 11.6 7.2 

 

In order to reduce the viscosity, the blends were heated 
from 20°C to 90°C in steps of 10°C. Table.2 shows the 
results obtained. Variation of viscosity of diesel, CSO and 
blends at various temperatures are shown in Figure.1. 
From Table.2 the viscosity of 20%, 40% and 60% diesel 
blends at 70°C are close to that for diesel. Therefore, 
blends containing 20%, 40% and 60% diesel were tried as 
a fuel for the CI engine and results for 20% and 40% are 
presented in this paper keeping in mind the maximum 
reduction of diesel usage. 
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Table 2: Viscosity of Diesel, CSO and blends at various 
temperatures. 

Temperature 
 (°C) 

Kinematic Viscosity (cSt) 

D
ie

se
l 

CS
O

 

20
%

 D
ie

se
l 

40
%

 D
ie

se
l 

60
%

 D
ie

se
l 

80
%

 D
ie

se
l 

30 4.59 49.6 22.3 16.2 11.6 7.2 

40 3.4 32.7 16.2 13.1 10 6.2 

50 3.1 23.3 11.7 10.3 8 5.1 

60 2.7 16.8 8.3 6.6 5.2 4.2 

70 2.2 9.3 6.4 5.3 4.6 3.6 

80 2 6.2 5.4 4.9 3.8 2.8 

90 1.9 5.3 4.9 4.1 3.4 2.6 

 
Figure 1: Variation of viscosity of diesel, cottonseed oil and 
blends with various temperatures. 
 
4.2. Brake thermal efficiency: 
 

The brake thermal efficiency plots in Figure.2 shows 
an increase of brake thermal efficiency with increase in the 
engine load, as the fuels are preheated. The brake thermal 
efficiency of CSO increased from 28% to 28.8%. The 
blend containing 20%and 40% diesel, preheated to 70°C 
shows an increase in brake thermal efficiency, which is 
very close to diesel. The values are 30% and 30.5% as 
against 32.3% for diesel at 100% load. This is due to the 
reduction in viscosity, density and improved atomization, 
fuel-air mixture formation and increase in the heating 
value as the proportion of diesel in the blend increases. 

 
Figure 2: Variation of brake thermal efficiency with brake power. 
 
4.3. Volumetric efficiency: 
 

Figure.3 shows the variation of volumetric efficiency 
with brake power. There is an improvement of volumetric 
efficiency with preheat when compared to CSO at room 
temperature. The volumetric efficiency of preheated oil 
increased from 82.3% to 83% at the peak load. The trend 
is the same for the blends also. Volumetric efficiency is 
84.6% for diesel and 84.12% for 40% preheated diesel 
blend. The low volumetric efficiency of neat CSO is due to 
its high exhaust gas temperature. High exhaust gas 
retained temperature will lead to heat the incoming fresh 
air and this will result with in reduction of volumetric 
efficiency. As seen in Figure. 4, the exhaust gas 
temperature decreases, when the fuel mixture is heated. 
Due to that, there is improvement in volumetric efficiency 
with preheated fuels, but it is still lower compared with 
diesel value of 84.6%. 

 

Figure 3: Variation of Volumetric efficiency with brake power. 
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4.4. Exhaust gas temperature: 
 

The variation of exhaust gas temperature is shown in 
Figure.4. There is an increase in exhaust gas temperature 
with neat CSO. It is 445.1ºC for CSO and 407.3ºC for 
diesel at full load.  This is mainly due to higher viscosity 
of CSO leads to late burning of fuel. There is a slight 
increase in exhaust gas temperature with preheated neat 
CSO. The exhaust gas temperature reduces as the 
proportion of diesel is raised due to the better vaporization 
of mixture. Exhaust gas temperatures is 423.5ºC for 20% 
and 416.1ºC for 40% preheated diesel blend at the peak 
load condition. The reduction in the exhaust gas 
temperature of the blends indicates that the premixed 
combustion of the preheated blend has improved. This is 
mainly due to the reduction in the viscosity of the fuel. 
 

     
Figure 4: Variation of Exhaust gas temperature with brake power. 
 
4.5. Smoke 
 

Figure.5 shows the variation of Smoke emission with 
brake power for diesel, CSO and for the preheated blends. 
The results show that the smoke level increased with the 
power output of the engine for all the fuels. With 
preheated CSO, the smoke level is 3.6 BSU that is lower 
than unheated oil, which is 3.9 BSU. Preheated blends also 
showed the same trend. The smoke emission is 3.4 BSU 
with diesel and 3.5 BSU with the preheated 40% diesel 
blend. When compared to CSO, this value is low which 
indicates a better combustion. Still the trend at the full load 
is comparatively high for CSO and the blends. 
 

   
Figure 5: Variation of Smoke with brake power. 

4.6. HC and CO emission: 
 

Continuous exhaust gas sampling shows a significant 
reduction in the hydrocarbon and carbon monoxide 
emissions with the preheated CSO and the blends as 
compared to neat CSO. Nevertheless, through out the load 
range, the HC and CO emissions for CSO, preheated CSO 
and blends were higher than that for diesel. However, the 
HC and CO levels are less for preheated CSO when 
compared to neat CSO. This trend indicates that the 
combustion efficiency improve with preheat. The 
improved spray and fuel distribution inside the combustion 
chamber has resulted in better combustion rate and hence 
the reduction in the HC and CO emissions with preheat. 
The variation of HC and CO with brake power for the 
different fuels is shown Figure.6 and Figure.7.  The HC 
and CO emissions reduce as the viscosity of the fuel 
decreases. These results indicate that the viscosity of the 
fuel influences the HC and CO emissions. 
 

Figure 6: Variation of Carbon Monoxide Emission with brake 
power. 
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Figure 7: Variation of Hydrocarbon Emission with brake power. 
 
4.7. Peak pressure and maximum rate of pressure rise: 
 

Figure.8 and Figure.9 show the variation of peak 
pressure and max rate of pressure rise. The values with 
neat diesel is the highest followed by the preheated blends 
and cottonseed oil. The peak pressure with diesel is 73.21 
bar followed by the 40% diesel blend whose value is 72.84 
bar at the peak load. The increase in the pressure is due to 
the cracking of the double bond of the carbon chain, which 
might have produced light volatile compounds. 
 

 

Figure 8: Variation of Cylinder Peak Pressure with brake power. 

Figure 9: Variation of Maximum rate of pressure rise with brake 
power. 

5. Conclusion 

A single cylinder compression ignition engine was 
operated successfully on preheated and neat cottonseed oil. 
The following conclusions are drawn based on the 
experimental results at 5.2 kW load: 
• Lower thermal efficiency (28%) is found in neat CSO 

compared to diesel (32.3%). However, preheating the 
mixture increases the thermal efficiency. 

• The exhaust gas temperature is higher for CSO 
compared to diesel. This is due to the late burning of 
CSO. It is further reduced with preheated CSO and 
diesel mixture. 

• Significant reduction in smoke level with preheated 
CSO and diesel mixture compared to neat CSO is 
observed. The improvement in volatility of preheated 
mixture is beneficial in improving the fuel 
evaporation resulting smoke reduction. 

• NO emission for the CSO operation is 703 ppm and 
756 ppm with diesel at full load. Marginal increase in 
NO emission with preheated mixture of CSO and 
diesel than neat CSO because of increased fuel 
temperature leads to high combustion temperature is 
observed. 

• The concentration of premixed combustion phase is 
lower for CSO compared to diesel. However, the rate 
of heat being released improves with preheated CSO 
and diesel mixture. 

• Combustion duration and ignition delay is longer with 
CSO as compared with diesel at all loads. There is a 
reduction in combustion duration and ignition delay 
with preheated mixture (40% diesel and 60% CSO) at 
90°C. 

It is concluded that the preheating the fuel mixture 
(40% diesel and 60% CSO) is the effective method to 
reduce emission and improving performance of a diesel 
engine.  
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Abstract 

In order to identify main drivers behind changes in electricity and fuel consumptions in the industrial sector in Jordan; a 
Laspeyers decomposition technique was used to identify the factors affecting this demand during 1998-2005 years Changes 
have been disaggregated into production, structural, and efficiency effects. Results of the decomposition analysis prove that 
rapid increases in industrial production output had the most important implications on increasing energy demand in this 
sector which causes an annual energy increase of 10.9% yr-1. However, these increases were countered mainly by efficiency 
gains and to a lesser extent by structural changes in the industrial sector. The analysis showed that the structural effect 
contributes to an annual energy decrease of around 2.28% yr-1 while the efficiency effect contributes to an annual energy 
decrease of 5.65% yr-1.  
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1. Introduction 

Jordan is considered among low-middle income 
countries, within the Middle East Region, with an average 
income per capita of about US$ 2,770, in 2007, and its 
population reached 5.723 million inhabitants [1, 2]. It 
suffers from a chronic lack of adequate supplies of natural 
resources including fresh water, crude oil and other 
commercial minerals. Thus, Jordan depends heavily on 
imports of crude oil, refined products and natural gas from 
neighboring Arab countries as main sources of energy. Its 
current imports of around 100,000 barrels of crude oil per 
day are placing the country under extreme economic 
pressures, especially with increasing unit price of oil in the 
international market. The annual energy bill has been 
rapidly increasing over the past few years due to high rates 
of population and economic growth combined with the 
consecutive increase in oil price. Consequently, there has 
been a growing concern about energy consumption and its 
adverse impact on the economy and environment, with 
special focus on the industrial sector, because its 
contribution accounted for about one third of final energy 
and electricity consumption.  

In recent years, concerns about energy consumption in 
Jordan have been growing, especially in the industrial 
sector, which was probably affected the most by the 
economic and technological changes that the country has 
witnessed during the past two decades. Therefore, the 
provision of reliable information on industrial energy use 
is essential.  

Decomposition techniques have been conducted 
extensively to better understand the historical variations in 

energy use, and three main factors have been identified in 
[3]: changes in the industrial activity (production effect), 
changes in the structure of production output over time 
(the structural effect), and changes in energy efficiencies 
of individual industries (the efficiency effect). This 
technique has been used to analyze energy changes in 
different countries [4-13]. Related literature can be found 
in [14-16]. This technique is based on economic index 
numbers; over one hundred of such indexes have been 
described by [17]. Comparisons and linkages between 
decomposition methods and economic index numbers can 
be found in literature [18-19]. An overview of several 
decomposition methods was outlined by [20-21].  

In Jordan, there are several studies that analyzed 
current and future energy requirements for different 
sectors and industries [22-26]; however, few 
decomposition studies have been reported recently in 
Jordan. While the previous papers conducted by the 
authors [27-28] were concerned with the electricity 
consumption and did not take into consideration the fuel 
consumption in the Jordanian industrial sector, in this 
paper, the Laspeyers approach decomposition technique is 
applied to examine the role of production, structural, and 
efficiency effects that impact the Jordanian industrial 
energy demand (both fuel and electricity) during the period 
from 1998 to 2005. Between these years, there was rapid 
growth in the demand for energy in the Jordanian 
industries, led by strong growth in industrial activity and 
increasing penetrations of new facilities that are occupied 
with new technologies. This kind of research is useful for 
analysts and policy makers concerned with energy issues 
in Jordan, especially those interested in future directions of 
energy demand in Jordan. 



 © 2011 Jordan Journal of Mechanical and Industrial Engineering. All rights reserved - Volume 5, Number 3  (ISSN 1995-6665) 

 

242

The paper is organized as follows: the next section 
presents the energy use in Jordan; section 3 describes the 
different data sources utilized in this study; section 4 
presents a descriptive analysis of the industrial energy 
demand and production output growth; section 5 presents 
the decomposition analysis using Laspeyers decomposition 
technique; section 6 presents the results and discussions; 
and section 7 presents some concluding remarks.  

2. Energy Use in Jordan  

In 2005, Jordan’s consumption of primary energy 
(crude oil and petroleum products, natural gas, renewable 
energy, imported electricity) amounted to 7.028×106 Ton 
Oil Equivalent (TOE) while the final energy consumption 
was 4.802×106 TOE. Final energy consumption in Jordan 
is mainly distributed between three major sectors: 
transportation, industrial, and residential. The distribution 
of final energy consumption among different sectors over 
the past five years is presented in Table 1[29]. It can be 
seen that the industrial sector is the second largest 
consuming sector of final energy The share of this sector 
has been nearly constant over the past few years at nearly 
24% of final energy consumption. 

  
Table 1: Sectoral distribution of the final energy consumption in 
Jordan during the period 2001-2005 (Thousand TOE) 

Year Sector Total Transport Industrial Household Other 

2001 1411 
(38.2%) 

826 
(22.4%) 

849 
(23.0%) 

606 
(16.4%) 

3692 
(100%) 

2002 1435 
(37.7%) 

846 
(22.2%) 

868 
(22.8%) 

662 
(17.4%) 

3811 
(100%) 

2003 1495 
(37.0%) 

878 
(21.7%) 

945 
(23.4%) 

722 
(17.9%) 

4040 
(100%) 

2004 1693 
(37.4%) 

1034 
(22.8%) 

1007 
(22.2%) 

792 
(17.5%) 

4526 
(100%) 

2005 1779 
(37.0%) 

1159 
(24.1%) 

1060 
(22.1%) 

804 
(16.7%) 

4802 
(100%) 

3. Description of Data Sources 

This study examines and carefully distinguishes 
between the site and embodied energy content of 
electricity. The embodied energy value accounts for the 
generation and transmission energy losses associated with 
electricity production, while the site electricity value 
includes only the site heat value of electricity (3,600 
kJ/kWh). Electricity used in the manufacturing sector 
mainly originates from two sources: purchased electricity 
and electricity produced onsite. In this paper, the heat rate 
of the electricity is defined as the ratio of the site energy 
content of electricity produced to the total energy content 
of fuel input used to produce it. The heat rate of the 
electricity depends on the generation technology mix used 
to provide the electricity to the manufacturing sector and 
has been estimated by as 34% [30]. In this study, the 
embodied energy has been used for the analyses between 
years 1998 and 2005. All data were retrieved from various 
years of Jordan's statistical yearbooks as published by 
different governmental agencies. The focus on this time 
frame largely reflects the availability of data as required 
for the purposes of this study.  

Ideally, the fine level of disaggregation level is 
desirable in order to accurately disentangle the structural 

effect from efficiency effect [8]. However, the choice for a 
level of sector disaggregation is mainly dictated by the 
data availability. Due to data availability constraint, the 
Jordanian industrial sector was disaggregated into seven 
sub-sectors; namely, mining of chemical and fertilizer 
minerals, paper, plastics, petroleum, cement, iron and 
steel, and other industries1. 

The source of information for the annual energy 
consumption is the Jordanian National Electric Power 
Company [31] and the Jordanian department of statistics 
[32]. It is worthwhile mentioning here that all 
disaggregated physical energy quantities in a specific 
period for all Jordanian industries were calculated by 
converting the monetary values (which are the only 
available sources of energy data) of each energy source to 
its corresponding physical value by using the average fuel 
price in that period. The energy values used in this study 
are the summation of fuel energy and the embodied energy 
of electricity. Production output is based on the value 
added as reported by the Jordanian department of statistics 
[32]. Use of this value avoids the issue of 'double counting' 
when a product produced by one industry is an input for 
another industry. A change in the value added from one 
year to another includes an increase (or decrease) in price 
resulting from inflation (deflation); such changes do not 
reflect a change in output. Therefore, before using 
estimates of the added values as an output measure, they 
were adjusted for the effect of changes in price using the 
producer price index (1999 constant) obtained from the 
Department of Statistics [33].2      

4. Historical Jordanian Industrial Production and 
Energy Demand 

As shown in Figure 1, a constant rapid growth of the 
Jordanian industrial production with an annual average 
growth rate of 13.2% has been witnessed between years 
1998 and 2005. The value added of the industrial sector 
has increased from 1,468 million dollars in 1998 to 2,822 
million dollars in 2005 at constant 1999 prices. 

As shown from this table, the overall production 
outputs of all industries have increased between 1998 and 
2005 years (as indicated by positive annual growths); 
however, these increases are at different rates. As an 
example, the "Other industries" sub-sector (non intensive 
energy industries) has a dominant share within industrial 
sector and its importance has increased during this period: 
from a share of about 63.1% in 1998 to about 69.6% in 
2005 with production output average annual growth of 
16%; an average growth greater than the total industrial 
production annual growth. Chemicals manufacture, 
tobacco products, and food products were among the 

                                                            
1 This disaggregation level is justified since the mining of 
chemical and fertilizer minerals, paper, plastics, petroleum, 
cement, and iron and steel sub-sectors are the main intensive 
industries in Jordan. In 2005, they contributed to about 70% of 
total energy demand. The "Other" industries include food, 
tobacco, textiles, wearing apparel, tanning and dressing of leather, 
wood, publishing and printing media, chemicals, fabricated 
metals, machinery, transportation, and furniture industries. These 
industries were grouped together since no individual data is 
available for each of them and such industries can be considered 
as electricity non-intensive industries.    
2 The data set can be obtained from the corresponding author upon 
request.  
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largest contributors to the non intensive industries. On the 
other hand, mining of chemicals and fertilizer minerals 
(ex., potash and phosphate) is the next important industrial 
activity (intensive energy industry) but its share has 
declined from 17.9% in 1998 to 14.1% in 2005 with 
average annual production output growth rate of 7.3% 
which is much lower than the total industrial production 
output growth rate. A similar situation can be observed for 
petroleum, cement, and plastics sub-sectors. These 
industries can also be considered as intensive energy 
industries. Although the average annual production output 
growth for iron and steel, and paper industries (intensive 
electricity industries) have increased during this period; 
their shares are small to have significant impacts on annual 
energy demand. From the above analyses, one can 
conclude that there was a shift in Jordanian industrial 
structure toward non intensive energy industries; and 
hence, a contribution due to the structural effect on energy 
demand change during the study period is expected 

 
Figure 1: Growth in industrial value added in Jordanian industrial 
sector. 
 
Table 2: Shares of value added and average annual growth rate of 
the manufacturing industries (%). 

 
 
As shown in Figure 2, changes in energy demand in 

the Jordanian industrial sector had an approximately 
constant growth with an average annual growth rate of 
3.4% which is much lower than the annual growth for 
production output. Table 3 summarizes the average annual 
growth rates and the shares of energy use for the seven 
disaggregated sub-sectors. 

 
Figure 2: Growth in energy demand (TJ) in the Jordanian 
industrial sector. 

 
 
Table 3: Shares of energy use and annual growth rate of the 
manufacturing industries (%). 

 
 

It is clearly shown from this table that all types of 
industries have annual growth of energy use smaller than 
the annual growth of production output shown in Table 2 
which means that all industries gained improvement in 
energy efficiency over the study. A general conclusion that 
can be drawn here is that there was a significant energy 
efficiency improvement during the 1998-2005 period. 

5. Methodology  

 The methodology adopted in this study has been 
used before in [27]. Three factors will be studied in this 
paper; namely, the production, structural, and efficiency 
factors. The production factor is a measure of changes in 
total industrial production output as measured by constant 
value added from one year to another. Structural factor is a 
measure of production shift from/to energy intensive 
to/from energy non intensive industries while the 
efficiency factor is an indication of the amount of energy 
used per unit of constant value added of individual 
industries. Decreases in energy intensities mean 
improvement in energy efficiency and vice versa. 
Improvement in energy efficiency is associated with the 
technical characteristics of the equipment being run, 
including fans, compressors, electric furnaces, boilers, ect.  

The total change in industrial energy demand between 
t and 0 years can be expressed as follows: 
 

tEFFtSTRtOUTtTOT EEEE ,0,0,0,0 )()()()( Δ+Δ+Δ=Δ         (1) 

                                        
Where,  
 

tTOTE ,0)(Δ : Total change in industrial energy demand 

between t and 0 years (TJ). 
 

tOUTE ,0)(Δ : Change in industrial energy demand due to 

changes in activity between t and 0 years (TJ). 
 

tSTRE ,0)(Δ : Change in industrial energy demand due to 

structural effect between t and 0 years (TJ). 
 

tEFFE ,0)(Δ : Change in industrial energy demand due to 

efficiency effect between t and 0 years (TJ). 
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According to the modified Laspeyers decomposition 
method proposed by [8], production, structural, and 
efficiency factors can be estimated as follows: 
 

)()( 0,0,0 ∑−=Δ
i

iitOUT IyYYE                                         (2) 

                                                              

tii
i

tittiittiti
i

tSTR IyyYIyYIyYE ,0,,,0,,, )()( −=−=Δ ∑∑ (3) 

                                               

tii
i

tititittiti
i

tEFF yIIYIyYIyYE ,0,,0,,,, )()( −=−=Δ ∑∑ (4)                                                 

 
Where,  
 
Y = total industrial production value added (Million $ in 
1999 constant prices). 
Yi = production value added of industry i (Million $ in 
1999 constant prices). 
yi = production share of industry i (= Yi/Y). 
Ii = energy intensity of industry i (= Ei/Yi).  
Y = total industrial production value added (Million $ in 
1999 constant prices). 
Yi = production value added of industry i (Million $ in 
1999 constant prices). 
yi = production share of industry i (= Yi/Y). 
Ii = energy intensity of industry i (= Ei/Yi).  
 

The summation is taken over all sub-sectors. A change 
in production factor is obtained by allowing production to 
change with time, while holding all others constant. 
Changes in structure are accounted for by differences 
between the amount of energy use that would be used if 
each sub-sectoral activity at year t was produced at the 
energy intensity of year 0 and if the aggregate production 
at year t was composed in the same way as at year 0. 
Changes in efficiency represent the difference between the 
observed energy use and what the energy use would be if 
each sub-sectoral activity at year t was produced at the 
energy intensity of year 0.  

6. Results and Discussion  

By implementing the methodology described earlier, 
the growth in energy demand between years 1998 and 
2005 can be decomposed into production, structural, and 
efficiency factors. These factors as vary with time are 
shown in Figure 3. During this period, the production 
effect contributes largely to this increase, and cause 10.9% 
yr-1 increase in energy use during this period. On the other 
hand, improvements in energy efficiency accounts for 
5.65% yr-1 decline in energy use. The structural effect had 
the least effect during this period and results in 2.28% yr-1 
decline in energy use. The three affects together make the 
energy use to increase at annual rate of 3.4% yr-1. 

 
Figure 3: Time series decomposition for the Jordanian industrial 
energy demand. 
 

In order to gain more insights for the energy demand 
changes between years 1998 and 2005; results of the 
analysis are compared between 1998 and 2005 and shown 
in Table 4. Again, it is obvious that the most important 
factor that has shaped industrial energy demand in Jordan 
was the production effect. However, decreases in the 
energy intensity countered this increase in demand. By 
2005, industrial energy intensity was only 67% of 1998 
value. As discussed before, there was a shift from energy-
intensive industries in Jordan during the study period; 
however, this structural shift was not the most important 
factor. In comparison with an approximate 14,627 TJ 
decrease in demand between 1998 and 2005 attributed to 
structural effect, a decrease of 28,086 was attributed to the 
efficiency effect.  
 
Table 4: Jordanian industrial sector energy demand decomposition 
results between 1998 and 2005 years.  

 2005 compared to 1998 
 Contribution (TJ) 

Production effect 56,748 
Structural effect -14,627 
Efficiency effect -28,086 

Total 14,035 

7. Conclusion 

This paper showed that the main driver behind the 
energy demand increase between years 1998 and 2005 was 
the rapid increase in industrial production output. 
However, significant improvements on efficiency effect, 
due to implying innovation, technical change, diffusion 
and adaptability to more efficient technologies and the 
structural changes in the industrial sector has countered 
this rapid increase.   

These kind of studies give a depth understanding of the 
energy development in the past in order to give policy 
makers and analysts indication of how energy demand, and 
required capacity, may change into future. This paper can 
be considered as a milestone for improving and 
restructuring the Jordanian industrial sector in the near 
future for purposes of reducing its energy use.  
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Abstract 

In this work, TiAlN and AlCrN coatings were deposited on ASTM-SA213-T-22 boiler steel using Balzer’s rapid coating 
system (RCS) machine under a reactive nitrogen atmosphere. The corrosion resistance of the substrate, TiAlN-coated and 
AlCrN-coated samples in a 5 wt% NaCl solution was evaluated and compared by salt fog (spray) test for 24 hrs, 48 hrs and 
72 hrs. The weight loss per unit area increases with the duration of the test. The samples were monitored and analyzed by 
using Weight loss measurement, XRD and SEM/EDAX techniques. The weight loss per unit area in case of nanosructured 
thin TiAlN coating is less than as compared to the nanostructured AlCrN coating and uncoated boiler steel in all test 
conditions.  

© 2011 Jordan Journal of Mechanical and Industrial Engineering. All rights reserved 
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1. Introduction 

In a wide variety of applications, materials have to 
operate under severe conditions such as erosion, corrosion 
and oxidation at higher temperature in hostile chemical 
environments. Therefore, surface modification of these 
components is necessary to protect them against various 
types of degradation [1]. Many methods to modify the 
surface of a material have existed for a much longer time , 
but a formal definition of the discipline of surface 
engineering was given only a decade ago [2]. One only has 
to think about the fire hardening of wooden spears - the 
formation of a carbonized surface on the spear tip – a 
practice already known in the Stone Age. Surface 
modification technique i.e. coatings  provide a way of 
extending the limits of the use of the materials at the upper 
end of their performance capabilities, by allowing the 
mechanical properties of the substrate materials to be 
maintained while protecting against wear, oxidation and 
corrosion [3]. Coating technology is one of the more 
rapidly growing technologies in the field of materials [4]. 

Deterioration of the materials due to marine salts in 
coastal regions has been, for many years, a significant and 
ongoing problem. Marine salts adversely affect the 
durability of the infrastructure and reduce its service life 
[5]. The sea spray, composed primarily of seawater along 
with particles naturally generated by the action of wind on 
the seawater surface, introduces ionic species into the 
atmosphere, principally chlorides and sulphates [5]. The 
air containing sea spray causes accumulative deposition of 
ions on the external surface of structures that penetrate the 
interior of the material through ionic diffusion causing its 
degeneration. Such environments are extremely dangerous 

to the materials as salts can penetrate and crystallize inside 
the material, causing deterioration of the physical 
infrastructure. As reported by Dobrzanski et al., [6]; the 
chloride-rich seawater is a harsh environment that can 
attack the materials by causing pitting and crevice 
corrosion. Every engineering metal or alloy is susceptible 
to pitting. 

As reported by Bao et al., [7]; it seems no research 
works have been conducted on the corrosion behavior of 
high temperature corrosion resistant coatings in Cl- 
containing marine environment. Therefore, it is 
meaningful to investigate the ambient environmental 
corrosion behavior of substrate and coatings in 
accelerating mode, i.e., by salt spray (Fog) tests. 
Therefore, the present work has been focused to compare 
the corrosion behavior of nanostructured thin (by physical 
vapor deposition process) TiAlN and AlCrN coatings on 
ASTM-SA213-T-22 boiler steel, by salt spray tests in 5.0 
wt% NaCl solution. 

2. Experimental Details  

2.1. Development of coatings: 
 
TiAlN and AlCrN coatings; with a thickness around 

4µm, were deposited on low-carbon steel ASTM-SA213-
T-22, which has a wide range of applications in boilers, 
especially when the service conditions are stringent from 
the point of temperature and pressure. The actual chemical 
composition of the substrate steel analyzed with the help 
of Optical Emission Spectrometer of Thermo Jarrel Ash 
(TJA 181/81), USA make. The actual chemical 
composition of the T-22 has been analyzed with the help 
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of Optical Emission Spectrometer of Thermo Jarrel Ash 
(TJA181/81), U.S.A make.  Normal and actual chemical 
composition is reported in Table 1. Specimens with 
dimensions of approximately 20mm x 15mm x 5mm were 
cut from the alloy sheet. Polished using emery papers of 
220, 400, 600 grit sizes and subsequently on 1/0, 2/0, 3/0, 
and 4/0 grades, and then mirror polished using cloth 
polishing wheel machine with 1μm lavigated alumina 
powder suspension. The specimens were prepared 
manually and all care was taken to avoid any structural 
changes in the specimens. The nanostructured thin TiAlN 
and AlCrN coatings; with a thickness around 4µm, were 
deposited on the substrates at Oerlikon Balzers Coatings 
India Limited, Gurgaon, India. A front-loading Balzer’s 
rapid coating system (RCS) machine (make Oerlikon 
Balzers, Swiss) was used for the deposition of the 
coatings. The grain size of the thin films was estimated by 
Scherrer formula from XRD diffractogram and by Atomic 
force microscopy (AFM; Model: NTEGRA, NT-MDT, 
Ireland). The grain size for TiAlN and AlCrN coatings was 
found 18 nm and 25 nm respectively. The details of the 
coating parameters and coating characterization have been 
reported in another paper (communicated). 

Table 1: Chemical composition (wt %) of T-22 Boiler Steel 
(ASTM code SA213-T-22).  
2.2. Salt spray (Fog) testing: 

 
The ASTM B117 Salt Fog test was used to evaluate 

the performance of the uncoated and nanostructured thin 
TiAlN and AlCrN coatings. The salt fog test is an 
accelerated corrosion test by which samples exposed to the 
same conditions can be compared. The samples are 
exposed to a salt fog generated from a 5% sodium chloride 
solution with a pH between 6.5 and 7.2 in salt fog testing 
set up (HSK 1000, Heraeus Votsch, Germini) as shown in 
Fig.1. The salt solution employed was prepared with NaCl 
analytical grade reagent with minimum assay 99.9 % 
supplied by Qualigens Fine Chemicals, Mumbai, India and 
deionised water. All the samples were placed in the salt 
fog chamber for 24 Hrs, 48 Hrs and 72 Hrs. Photographs 
were taken before and subsequent to exposure to document 
the surface conditions. Initial weight and dimensions were 
measured. The uncoated as well as the coated specimens 
were polished down to 1μm alumina wheel cloth polishing 
to obtain similar condition on all the samples before salt 
fog testing. 
 

 
Figure 1: Experimental set-up for Salt spray (Fog) testing (a) Salt fog testing set up, (b) Salt fog chamber, (c) Interior view of chamber. 

 
2.3. Analysis of the corroded specimens: 

 
After exposure; samples were monitored and analyzed 

by using XRD and SEM/EDAX techniques. Visual 
examination was made after the completion of the tests 
and the macrographs of the corroded specimens were 
taken. Surface SEM analysis of the corroded specimens 
was conducted using Field emission scanning electron 
microscope (FEI Company, Quanta 200F) with EDAX 
attachment. EDAX analysis at few points of interest was 
taken. XRD analysis was carried out for the as coated 
specimens to identify the various phases present on their 
surfaces. The X-ray diffraction patterns were obtained by a 

Bruker AXS D-8 Advance Diffractometer (Germany) with 
CuKα radiation and nickel filter at 30 mA under a voltage 
of 40 kV. The specimens were scanned with a scanning 
speed of 2o/min in 2θ range of 20o to 120o and the 
intensities were recorded.  

Before salt fog testing; the samples were cleaned in 
acetone, dried, weighed to an accuracy of 1×10-5 g using 
an electronic balance. After exposure; samples were 
monitored and analyzed by using XRD and SEM/EDAX 
techniques. Then all the samples were cleaned in running 
water not warmer than 38°C to remove salt deposits from 
the surface and then immediately dried with compressed 
air. The final weight was measured and then the weight 
loss per unit area was calculated. 
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3. Results and Discussion 

All the uncoated and nanostructured thin TiAlN and 
AlCrN coated ASTM-SA213-T-22 boiler steel samples 
were placed in the salt fog chamber for 24 Hrs, 48 Hrs and 
72 Hrs. Photographs were taken before and subsequent to 
exposure to document the surface conditions. Initial weight 
and dimensions were measured. After exposure; samples 
were monitored and analyzed by using XRD and 
SEM/EDAX techniques. Then all the samples were 
cleaned in running water not warmer than 38°C to remove 
salt deposits from the surface and then immediately dried 
with compressed air. 

The macro morphologies of the uncoated and 
nanostructured thin TiAlN and AlCrN coated T-22 boiler 
steel exposed to salt fog test for 24 Hrs, 48 Hrs and 72 Hrs; 

are depicted in Fig.2. The uncoated T-22 boiler steel 
suffered severe corrosion in all three test conditions i.e. 24 
Hrs, 48 Hrs and 72 Hrs (Fig.2.A). The brownish colored 
corrosion product on the surface of the samples and 
corrosion pits are visible. The nanostructured coated 
samples have shown resistance to the corrosion as 
compared to the uncoated T-22 boiler steel. The 
nanaostructured TiAlN coatings have shown negligible 
corrosion products in case of 24 Hrs study, but for 48 Hrs 
and 72 Hrs studies, these have shown the formation of 
some corrosion products (Fig.2.B). In case of 
nanostructured AlCrN coating, some corrosion products 
can be seen on the surface in all the three test conditions 
but still very less as compared to the uncoated T-22 boiler 
steel. 

 
Figure 2: Surface macrographs of uncoated and coated ASTM-SA213-T-22 boiler steel subjected to salt-fog testing (5% NaCl) : (A) 
Uncoated T-22 boiler steel subjected to 24hrs, 48hrs and 72 hrs testing; (B) Nanostructured TiAlN coating subjected to 24hrs, 48hrs and 72 
hrs testing;  (C) Nanostructured AlCrN coating subjected to 24hrs, 48hrs and 72 hrs testing. 
 

 
Figure.3 shows the surface SEM images of uncoated 

and nanostructured TiAlN and AlCrN coated T-22 boiler 
steel exposed to salt fog test for 24 Hrs. As can be seen in 
Fig.3(a), massive corrosion products were accumulated on 
the surface of uncoated T-22 boiler steel. The EDAX 
analysis at some locations of interest points out the 
presence of iron and oxygen on the corroded surface (Point 

1 and 2 in Fig.3). In case of nanostructured thin TiAlN and 
AlCrN coatings; no corrosion products were visible 
(Fig.3.b & c). The EDAX point analysis (Point 3 to 6 in 
Fig.3) revealed the presence of the coating elements with 
negligible presence of Fe and O. So, in case of 24 Hrs test 
conditions; the nanostructured thin coatings have 
performed well and protected the substrate material. 
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Figure 3: Surface macrographs of uncoated and coated ASTM-SA213-T-22 boiler steel subjected to salt-fog testing (5% NaCl) for 24 hrs: 
(a) Uncoated ASTM-SA213-T-22 boiler steel (b) Nanostructured TiAlN coating (c) Nanostructured AlCrN coating.   
 
  

Figure.4 shows the surface SEM images of uncoated 
and nanostructured TiAlN and AlCrN coated T-22 boiler 
steel exposed to salt fog test for 48 Hrs. The uncoated T-22 
boiler steel has shown severe corrosion as shown in Fig.4 
(a). Corrosion cracks and corrosion products can be seen 
on the surface. The EDAX analysis shows the presence of 
Fe and O as the main elements along with some Mn, Cl 
and Na. As can be seen in Fig.4 (b & c), corrosion cracks 
were observed on the surface of as-deposited 
nanostructured TiAlN and AlCrN coatings after salt spray 

tests. Massive corrosion products were accumulated 
around the corrosion crevice. Obviously, severer corrosion 
would proceed in the as-deposited nanostructured thin 
coatings through the cracks, and cause coating cracking 
and fracture damage in the subsequent service at elevated 
temperatures. EDAX analysis (Point 3 and 4 in Fig.4) in 
case of nanostructured TiAlN coating indicates the 
products were composed of Fe and O. The corrosion 
products in case of nanostructured AlCrN coating were 
found rich in iron and oxygen with some amount of Al, Cr 
and Mn (Point 3 and 4 in Fig.4). 

 
Figure 4: Surface macrographs of uncoated and coated ASTM-SA213-T-22 boiler steel subjected to salt-fog testing (5% NaCl) for 48 hrs: 
(a) Uncoated ASTM-SA213-T-22 boiler steel (b) Nanostructured TiAlN coating (c) Nanostructured AlCrN coating. 
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The surface SEM images of uncoated and 
nanostructured TiAlN and AlCrN coated T-22 boiler 
exposed to salt fog test for 72 Hrs; are shown in Fig.5. 
Massive corrosion products were accumulated on the 
surface in case of uncoated T-22 boiler steel after salt fog 
tests. EDAX analysis (Point 3 and 4 in Fig.5) in case of 

nanostructured TiAlN coating indicates the products were 
composed of Fe and O. In case of nanostructured thin 
AlCrN coating; EDAX point analysis (Point 5 in Fig.5) 
revealed the presence of Al and Cr as the main element in 
the un-corroded area of the surface and Fe and O rich 
corrosion products (Point 6 in Fig.5).  

 
Figure 5: Surface macrographs of uncoated and coated ASTM-SA213-T-22 boiler steel subjected to salt-fog testing (5% NaCl) for 72 hrs: 
(a) Uncoated T-22 boiler steel (b) Nanostructured TiAlN coating (c) Nanostructured AlCrN coating.   

 
XRD diffractograms for coated and uncoated ASTM-

SA213-T-11 boiler steel subjected to salt fog tests for 24 
Hrs, 48 Hrs and 72 Hr; are depicted in Fig.6 on reduced 
scale. As indicated by the diffractograms in Fig.6,   
Fe3O¬4 and with some minor peaks of Cr2O3 are the 
main phases present in the oxide scale of uncoated T-11 
boiler steel. In nanostructured TiAlN coating, AlN, TiN 

and Fe3O4 are the main phases revealed with minor 
phases i.e. TiO2 and Al2O3. Further, the main phases 
identified for the nanostructured AlCrN coating are CrN, 
AlN along with Al2O3, Cr2O3 and Fe3O¬4. The 
formation of Fe3O¬4 in the scale of corroded specimens in 
salt spray tests is found to be in agreement with those 
reported by Panda, Bijayani et al., [8] and Vera et al., [9]. 

 
Figure 6: X-Ray Diffraction pattern of uncoated and coated ASTM-SA213-T-22 boiler steel subjected to salt-fog testing (5% NaCl) for 24 
Hrs, 48 Hrs and 72 Hrs: (A) Uncoated T-22 boiler steel, (B) Nanostructured TiAlN coating, (C) Nanostructured AlCrN coating. 
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The weight loss measurements were carried out for the 
uncoated and nanaostructured thin TiAlN and AlCrN 
coated T-22 boiler steel exposed to the salt fog tests for 24 
Hrs, 48 Hrs and 72 Hrs. Fig. 7, depicts the column chart 
showing the weight loss per unit area for the uncoated and 
coated T-22 boiler steel. It can be inferred from the plots 
that the uncoated T-22 boiler steel has shown maximum 
weight loss per unit area in all three test conditions i.e. 24 
Hrs, 48 Hrs and 72 Hrs tests; as compared to the coated 
counterparts. Both the coatings have shown good 
protection to the substrate in terms of weight loss per unit 
area. it can be inferred from Fig.7 that the weight loss per 
unit area increases with the duration of the test for all the 
specimens. The weight loss per unit area in case of 
nanosructured thin TiAlN coating is less than as compared 
to the nanostructured AlCrN coating and uncoated boiler 
steel in all test conditions. It can be mentioned based on 
the present investigation that nanostructured thin TiAlN 
and AlCrN coatings can provide a very good corrosion 
resistance when exposed to the simulated marine 
environment i.e. salt fog test. 

 
Figure 7: Column chart showing weight loss per unit area for the 
uncoated and coated ASTM-SA213-T-22 boiler steel subjected to 
salt-fog testing (5% NaCl) : (A) Uncoated T-22  boiler steel 
subjected to 24hrs, 48hrs and 72 hrs testing; (B) Nanostructured 
TiAlN coated T-22 boiler steel subjected to 24hrs, 48hrs and 72 
hrs testing;  (C) Nanostructured AlCrN coated T-22 boiler steel 
subjected to 24hrs, 48hrs and 72 hrs testing. 
 

Salt spray corrosion is an electrochemical reaction 
process [7]. Generally, the corrosion resistance is 
influenced significantly by several factors, such as 
compositions, internal microstructure, and especially the 
surface condition. Bao et al., [7] have studied the corrosion 
behavior of as-deposited and pre-oxidized NiCoCrAlYSiB 
coatings by salt spray test. They have reported that an 
extra thin salt-containing moisture film would form due to 
deposition during salt spray test, and the film would adsorb 
and dissolve more oxygen. These active oxygen atoms 
would diffuse easily to reach the surface of a specimen. A 
continuous oxide layer could insulate active oxygen atoms 
from reacting with the underneath metallic coatings i.e. in 
case of pre-oxidized coating a thin layer of Al2O3 has 
developed and prevented the active oxygen to enter the 
substrate. On the contrary in case of as-coated coating, 
oxidation–reduction will occur easily as the metal 
confronts with the moisture film directly.  

The proposed corrosion mechanism of the as-deposited 
coated specimen is as explained in Fig.8 which is similar 
to the one reported by Bao et al.,[7]. Micro-cracks got 
initiated by residual stress during deposition of coatings. 
The micro-cracks would be corroded easily and the 

solution would infiltrate into loose corrosion products and 
reach crack tip to sustain the internal corrosion, followed 
by crack propagation (Fig. 8.b and c). This process obeys 
the rules of crevice corrosion [7]. Acidity in the cracks 
increased significantly as neutralisation was not easily 
obtained by exchanging solution between inside and 
outside the cracks. An ascending acidity accelerates the 
corrosion attack and results in an unfavourable inner 
structure. When the acid solution flows across pores, 
corrosion will take place and enlarge a pore to a corrosion 
hole (Fig. 8.d). 

 
Figure 8: Corrosion evolution of the as-deposited coatings in salt 
spray test; a: initiation of corrosion micro-crack, b: cracks 
propagation, c: crack branching, d: formation of corrosion hole 
[7]. 

4. Conclusions 

The corrosion behavior of the nanostructured thin (by 
physical vapor deposition process) TiAlN and AlCrN 
coatings on ASTM-SA213-T-22 boiler steel; has been 
analyzed by salt spray (Fog) tests (5.0 wt% NaCl). The 
following conclusions can be made: 
• The uncoated T-22 boiler steel suffered severe 

corrosion in all three test conditions i.e. 24 Hrs, 48 
Hrs and 72 Hrs. The nanostructured coated samples 
have shown resistance to the corrosion as compared 
to the uncoated T-22 boiler steel. 

• It can be inferred from the weight loss per unit area 
plots that the uncoated T-22 boiler steel has shown 
maximum weight loss per unit area in all three test 
conditions i.e. 24 Hrs, 48 Hrs and 72 Hrs tests; as 
compared to the coated counterparts. 

• The weight loss per unit area increases with the 
duration of the test. The weight loss per unit area in 
case of nanosructured thin TiAlN coating is less than 
as compared to the nanostructured AlCrN coating and 
uncoated boiler steel in all test conditions.  

• It can be mentioned based on the present investigation 
that nanostructured thin TiAlN and AlCrN coatings 
can provide a very good corrosion resistance when 
exposed to the simulated marine environment i.e. salt 
fog test. 
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Abstract 

Prediction of  the shrinkage for the manufacturing purposes of  composite  materials is not an easy task. The use of existing  
mathematical and statistical tools may help in solving part of the problem.On the other hand, artificial network tools are of a 
great importance too. In this investigation, a two-stage Artifitial neural network was used to predict the amount of shrinkage. 
Using an experimentally measured values of the shrinkage under different material and processing parameters to judge about 
the relevance of the developed model, it was found that the two-stage Artifitial neural network approach is more capable of 
predicting the shrinkage than the analytical models because the latter lacks consideration of the materials and processing 
variables. 

 © 2011 Jordan Journal of Mechanical and Industrial Engineering. All rights reserved 
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1. Introduction 

Shrinkage is the change in size of the product due to 
thermal and other contractions. Its amount is dependent 
upon several factors such as the type of the used material, 
the type of the manufacturing process and the processing 
parameters. Moreover, the presence of the reinforcement, 
its volume fraction and size also affect shrinkage 
phenomenon especially when dealing with composite 
materials. As polymer processing requires temperature, 
shrinkage occuring due to thermal contraction has already 
been studied for homopolymers [Trznadel et al, 1992, 
Kozlov et al, 1998] and for composites [Beloshenko et al, 
2000; Krueger et al, 2003]. Beloshenko et al [2000] 
studied the the influence of heating temperature and 
extrusion ratio on the shrinkage of the isostatic 
polypropylene-ultra-high-molecular polyethelene (PP-
UHMPE) composite system. They concluded that the 
higher the temperature, the higher the shrinkage value 
while the higher the extrusion ratio, the higher the 
shrinkage until a ratio of 2 is reached. It was also observed 
in their work that the higher the content of the UHMPE in 
the system, the less the shrinkage value. Other factors such 
as the effect of light intensity on the shrinkage strain has 
been studied [Silikas et al, 2000]. It was found that the 
decrease in shrinkage strain values observed for low 
intensities. In our previous work [Jalham, 1999], a well-
established method of manufacturing for a polystyrene 
matrix reinforced with Jordanian Silica Sand and cement 
was reported.  The work in this field continued to cover the 
influence of material variables such as particle size (Z) and 
reinforcement content (S) in addition to the process 
parameters such as pressure (P) and cooling rate (C) and 
their interaction on the compressive load capacity of the 

manufactured composite [Jalham, 2003]. During the 
conduction of the experiments a shrinkage was observed 
among the specimens. To be able to predict the optimum 
size of the product, it was decided to study the effect of 
these materials and  processing variables on the amount of 
shrinkage. A rough estimate was achieved using a multiple 
regression model [Jalham, 2004]. Although it gave better 
predictions than those using the rule of mixture (analytical 
approach), but not satisfied enough. To come to a better 
prediction, it was decided to use the two-stage Artifitial 
neural network approach model. 

2. Theory 

2.1. Analytical approach: 
 
There are various methods to obtain composite properties. 
For example, the mechanics of materials method, the self 
consistent field method, the numerical technique method, 
and the variational calculus method [Meyers, 1999]. The 
latter focuses on the upper and lower limits of the 
properties and does not predict those properties directly. 
Only when the upper and the lower bounds coincide are 
particular properties determined. The relations of this 
technique are referred to as the “rule of mixtures”.  Thus a 
mathematical model to calculate the contraction in volume 
which expesses the shrinkage value can be developed as 
follows: 
 
Vsc = Voc  - ΔVc                                 (1) 

Where Vsc is the volume of the composite after 
processing, Voc is the volume of the composite before 
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processing,  and ΔVc is the volume difference of the 
composite before and after contraction. 
Formula 1 can be rewritten as : 
ΔVc = Voc  - Vsc                             (2) 

To find the relative change of volume of the sample 
(ΔVc/ Voc %), formula 2 should be divided by Voc 
resulting in   
 
ΔVc/ Voc  = 1  - Vsc/ Voc             (3) 
 
According to Edrees et al [1999]: 
 
Vsc = (1 - ΔV/Vo)m (1-f) Voc  + Voc f                           (4) 
 
Where f is the volume fraction of the reinforcement and 
(1-f) is the volume fraction of the matrix. The subscript m 
denotes the matrix. 
Substituting formula 4 in formula 3 gives the shrinkage 
value as a relative change of volume of the sample: 
 
ΔVc/ Voc  = 1  - [(1 - ΔV/Vo)m (1-f)  +  f]           (5) 
 
ΔVc/ Voc should be measured experimentally as a 
function of the material and processing variables and 
compared to the predictions of formula 5 above. 
 
2.2. Two-stage ANN approach: 
 

A neural network is an adaptable system that can learn 
relationships through repeated presentation of data and is 
capable of generalizing to new, previously unseen data. It 
is so powerful because it can learn any desired input-
output mapping if they have sufficient numbers of 
processing elements in the hidden layers. The artificial 
neural network used in this current work is a supervised 
multi-layer feedforward network trained with a standard 
back propagation algorithm [Kong et al, 1998]. It 
Computes changes to the weights in the final layer first, 
reuses much of the same computation to compute changes 
to the weight in the pre-ultimate layer, and ultimately goes 
back to the initial layer. Its idea is to make a large change 
to a particular weight if the change leads to a large 
reduction in the error observed at the output nodes. The 
three-layer network with one hidden layer that was used in 
this investigation is shown in figure1. The multiplayer 
perceptron were trained with backpropagation algorithm. 
The equation to update the weights in momentum learning 
is [Kong et al, 1998]: 

 
wij(n+1)=wij(n)+ηδi(n)xj(n)+α(wij(n)-wij(n-1))           (1) 
 
Where wij is the weight between nodes i and j at iteration 
n, δi(n) is the local error which can be directly computed 
from the instantaneous error between the desired response 
and the system response. At the output processing 
elements or as a weighted sum of errors at the internal 
processing elements, η is step size, and α is the 
momentum and is set to a value between 0.1 and 0.9. 

The selection of training algorithm, stopping criteria 
and representative training set is the most important 
practical aspect related to training an ANN model.  The 
mean square error of the test set was used as the stopping 
criteria and to evaluate the performance of the training. 
The work was accomplished by using the MATLAB 
software facilities. Unlike other ANN approaches [Hwwu 

et al, 1996; Kong et al, 1998], this approach used the 
output of the previous training to be as input to the next 
one which was called in this investigation as two-stage 
ANN approach. 

3. Methodology 

To study the effect of each of the material and 
processing variables on the shrinkage value, three levels of 
each variable were considered as in [Jalham, 2003] and 
presented in Table 1. Three samples for each level were 
manufactured, because of the limited supply of the 
polystyrene raw material. The manufacturing of the 
samples was conducted according to the proposed 
methodology in [Jalham, 1999] and the results were 
presented in the form of curves that relates the relative 
change of volume of the sample (ΔVc/ Voc %) values that 
are measured experimentally as a function of each of the 
material and procssing variables. The samples were 
prepared in the form of cylinders of a diameter of  30 mm  
and a height of 30 mm.  

 
Table 1: Levels of independent variables. 
Variable Units Level 

  1 2 3 

Processing Variables 
    

   Pressure (P) 
KN 

4 5 6 

   Cooling rate( C) °C /min 36 18 12 

Materials Variables 
    

   Sand percentage (S) % 5 25 50 

   Sand Particle Size (Z) Micron 60 75 85 

 
As the purpose of  this paper is to discover the 

capability of the two-stage ANN approach to predict the 
behavior of the polystyrene-base composites by comparing 
the results of the ANN predictions and the results of 
predictions by the regresion approach to some of the 
experimental results which were not used in the training of 
the network. The two-stage ANN methodology starts from 
the training of the ANN, shown in Figure 1, through the 
prediction of the behavior of the polystyrene matrix 
composite deformed under the same conditions and ending 
with using the output of the previous training to be as an 
input to the next stage of training. This approach helps in 
filtrating the data int the first stage before using it in the 
second one.  
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Figure1: The three–layer network with one hidden layer that was 
used in this investigation. 
 

The preparation of the training data set is related to the 
way the output vary with inputs and availability of 
experimental data. If the output varies with inputs in 
different ways as shown in Fig2 ( a & b), the training data 
used to generalise a model should be prepared differently. 
For the outputs which vary as in Fig (2b), it is  necessary 
to optimise the training data used. To optimise the training 
process, Kong [Kong et al, 1998] proposed a way to select 
the most represantative data while in this investigation the 
output of the previous training were used to be as input to 
the next one which was called in this investigation as 
filtrated ANN approach. 
 

 
Figure 2: The different ways of output variation with the inputs. 

4. Results and Discussions 

The experimental results of this work are shown in 
figures 3-6. They show the effect of each of the materials 
and processing parameters and their interaction on the 
shrinkage value which was taken as the relative change of 
volume of the sample (ΔVc/ Voc %). Figure 3 shows the 
dependence of shrinkage value as a relative change of 
volume of the sample on the sand content and its 
interaction with the particle size of the reinforcement 
material. It can be observed that the higher the 
reinforcement content, the less the shrinkage value and for 
the same content of the reinforcement the higher the 
particle size, also the less the amount of the shrinkage. 
This is due to the increase of the amount of the 
incompressible reinforcement. A good agreement of these 

results with what have been repoted by Beloshenko et al 
[2000] was found.  

 
Figure 3: Dependence of the shrinkage of the samples as a relative 
change of volume on reinforcement content. 
 

Figure 4 shows the dependence of shrinkage value on 
the pressure and its interaction with the cooling rate. It can 
be concluded from this figure that the higher the pressure, 
the higher the value of the shrinkage and for the same 
pressure the higher the cooling rate, the less the shrinkage. 
This is due to the increase of the degree of densification 
with the increase in the pressure during manufacturing. 
This is also in a good agreement with what have been 
repoted by Beloshenko et al [2000]. 

 
Figure 4: Dependence of the shrinkage of the samples as a relative 
change of volume on the pressure. 
 

Figure 5 shows the dependence of shrinkage value on 
the cooling rate and its interaction with the sand content. It 
is clear that the higher the cooling rate, the less the value 
of shrinkage which is in a good agreement with the 
behaviour of homopolymers reported in [Trznadel et al, 
1992, Kozlov et al, 1998] and for composites reported in 
[Beloshenko et al, 2000; Krueger et al, 2003]. This is due 
to the lower amount of time needed for solidification when 
using a high cooling rate processing. 
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Figure 5: Dependence of the shrinkage of the samples as a relative 
change of volume on the cooling rate. 
 

Figure 6  shows the dependence of shrinkage on the 
particle size and its interaction with the pressure vules. The 
figure indicates that the higher the particle size, the lower 
the shrinkage value although for the 85 micron particle 
size the 5 kN pressure shows lower shrinkage than at 5 and 
6 kN. This shows that an optimum interaction of the 
parameters may exist when using a 5 kN pressure during 
processing. 

 
Figure 6: Dependence of the shrinkage of the samples  as a 
relative change of volume on particle size. 
 

It is of a great importance to find a model that may 
predict the value of shrinkage. This helps in reducing the 
number of the experiments and gives an idea about the 
amount of the material needed to produce an intended 
product. Based on the developed model above, formula 5 
can be used to predict the shrinkage value. But the 
predictions using this formula may serve to predict the 
shrinkage value when the volume fraction of the 
reinforcement is the only variable. To be able to predict 
the shrinkage value when all the materials and processing 
values are taken into consideration, different approaches 
were used. In this investigation, analytical, multiple 
regression, and neural network approaches were of 

interest. MATLAB package was used as the main tool in 
this work. The shrinkage value was taken as the response 
variable and all other interactions where taken as the 
dependent variables. 

It was decided to adopt the two-stage ANN approach 
because the relative error of the predicted results after the 
second training stage is better than after the primary stage 
of training and less than 5%. 

A comparison between the model in formula 5, the 
regression model in [Jalham, 2004], and the experimental 
results are shown in figures 7-10. Figure 7 shows the 
results when the sand content is variable (S = 5, 25, 50 %) 
and the other variables were taken as constants with the 
following values: Z = 60 microns, P = 5 kN, C = 12 
oC/min .  The conditions for the calculations are presented 
under each figure.  The relative change of volume of the 
polystyrene matrix (ΔV/Vo) was measured experimentally 
to be 26% and this is constant for calculation conditions. 
Then the value (1 - ΔV/Vo)m  will be 74% and used for 
the calculations of formula 5 results. 

 
Figure 7: A comparison between the model in formula 5, the 
model in formula 6, and the experimental results when the sand 
content is variable (S = 5, 25, 50 %) and  Z = 60 microns, P = 5 
kN, C = 12 oC/min. 
 

 
Figure 8: A comparison between the model in formula 5, the 
model in formula 6, and the experimental results when the 
pressure is variable (P = 4, 5, 6 kN) and  Z = 75 microns, S = 
50%, C = 12 oC/min. 
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Figure 9: A comparison between the model in formula 5, the 
model in formula 6, and the experimental results when the cooling 
rate is variable (C = 12, 18, 36 �C/min) and  Z = 75 microns, P = 
6 kN, S = 5%. 
 

 
Figure 10: A comparison between the model in formula 5, the 
model in formula 6, and the experimental results when the particle 
size is variable (Z = 60, 75, 85 micron) and  C  = 12 �C/min, P = 
4 kN, S = 50%. 
 

It is clear from these figures that the predictions using 
the two-stage ANN approach is better than using the 
multiple regression approach and better than using the 
analytical model developed (formula 5). This is because 
the model in formula 5 lacks the consideration of the 
conditions other than the reinforcement content. 

5. Conclusions 

As a result of this investigation, the following can be 
concluded : 
 
• The higher the reinforcement content and the particle 

size, the less the shrinkage. 
• The higher the pressure and the less the cooling rate, 

the higher the shrinkage. 
• The two-stage ANN approach is better than using the 

multiple regression approach and better than using the 
analytical model. 

 
References 

[1] Beloshenko, V.A., Beygelzimer, Ya. E., and Varyukhin, 
V.N., Polymer, vol. 41, 2000, p 3837. 

[2] Edrees, H.J. and Hendry, A., British Ceramic Transactions, 
vol.98, No.1, 1999, p 6. 

[3] Hwwu Y. J., Pan and J.G. Lenard: steel Res., vol.67, 1996, 
p59. 

[4] Issam S. Jalham, J.  Dirasat, Engineering Sciences, vol. 26,  
No.2, 1999, p 241. 

[5] Issam S. Jalham, The influence of processing and material 
parameters on the Compressive Load Capacity of a 
polystyrene matrix reinforced with Jordanian Silica Sand 
and Cement., accepted for publication in Emirates Journal 
for Engineering Research, 2003. 

[6] Issam S. Jalham, J.  Dirasat, Engineering Sciences, vol. 31,  
No.1, 2004, p 118. 

[7] Kong L.X., P. D. Hodgson, and D. C. Collinson, ISIJ 
International, vol.38, 1998, No.10, pp1121-1129 

[8] Kozlov, G.V., Beloshenko, Varyukhin, V.N., and Gazaev, 
M.A., J Appl. Mech. Tech Phys, vol 39, 1998, p 140. 

[9] Krueger, Q.J., and King, J.A., Advances in polymer 
technology, vol.22, No. 2, 2003, p96. 

[10] Meyers, M.A., and Chawla, K.K., “Mechanical behaviour of 
materials”, 1999, p 645. 

[11] Silikas, N., Eliades,  G., and Watts, D.C., Dental Materials, 
vol 16, 2000, p 292. 

[12] Trznadel, M., and  Kryszewski, M. , Macromol J Sci Rev 
Macromol Chem Phys, vol. 32, 1992, p 259. 

 

 

 
 

 



 



JJMIE 
Volume 5, Number 3, June 2011

ISSN 1995-6665
Pages 261 - 265 

Jordan Journal of Mechanical and Industrial Engineering  

 

 
Performance Analysis and Behaviour Characteristics of CVD  

(Semi Active) in Quarter Car Model 
 

K. Kamalakannan*,a, A. ElayaPerumalb, S. Mangalaramananc, K. Arunachalamd 
aFaculty, Automobile Engineering, Hindustan University, India.. 

bFaculty Mechanical Engineering , Anna University, India.. 
cSection Head, Advanced Engineering, Ashok Leyland, India.. 

dFaculty Automobile Engineering  –Anna University, Chennai , India.. 

                                                            
* Corresponding author. e-mail: kamalakannan.ka@gmail.com 

 

Abstract 

Semi-active suspension uses a special adaptive damper whose damping properties vary with road conditions under the 
influence of an electromagnet. The adaptive damper is used along with a sophisticated electronic circuit which constantly 
monitors the changing road conditions and adapts accordingly. The aim of this paper is to simulate and analyze a   simple and 
low-cost semi active suspension system using ‘MATLAB and SIMULINK’ platform and establish its superiority, and also 
involves the development and simulation of a virtual quarter car model. Thereafter the graphical results obtained are 
analyzed. The model is   developed using equations of motion involving stiffness, damping ratio and displacement. These 
equations are translated into a simple data flow circuit in the simulation software to obtain definite results in the form of 
graphical output .This paper aims at the development of a simpler and cheaper semi active suspension system which will 
allow its fitment in comparatively affordable cars. 
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1. Introduction 

In the interest of improving the overall performance of 
automotive vehicles in recent years, suspensions 
incorporating active components have been developed and 
the process moves to further developments and 
improvements. 

SUSPENSION systems are classified in to three 
groups: Passive, Semi Active and Active suspension 
systems. Passive suspension system consists of an energy 
dissipating element, which is the damper, and an energy-
storing element, which is the spring. Since these two 
elements cannot add energy to the system this kind of 
suspension systems are called passive, Figure 1 shows 
passive   suspension system and Figure 2 shows semi 
active suspension, both differs in particular aspect (damper 
stiffness) which former is a fixed one and a secondary 
consists of a continuous variable. Sensors continuously 
monitor the operating conditions of the vehicle body, 
according to the base excitement the signals obtained by 
the sensors and prescribed voltage applied across the flow 
(Rheological Fluid)of the fluid in a shock absorber, the 
damping force can be controlled(Varied).Control strategy, 
the force in the actuator is modulated to achieve improved 
ride and handling. It should be noted, that the semi-active 
suspension system requires external power, of minimum 
requirement from the battery. It is greater advantage than 
active suspension for its higher power requirement, and 
also a considerable penalty in complexity, reliability, cost 
and weight. 

Figure 1: Passive Suspension. 
 

Semi-active systems can only change the viscous 
damping coefficient of the shock absorber, and do not add 
energy to the suspension system. Though limited in their 
intervention (for example, the control force can never have 
different direction than that of the current speed of the 
suspension), semi-active suspensions are less expensive to 
design and consume far less energy.  

 In recent years, many investigators have predicted that 
with a semi active suspension it is possible to attain 
performance gains comparable to those possible with a 
fully active suspension. Semi active suspension control has 
been studied widely since Crossby and Karnopp [1] 
developed skyhook control system. The method by which 
the damper is controlled is one of the crucial factors that 
ultimately determines the success or failure of a particular 
semi active suspension. This study is an investigation into 
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the effectiveness of a number of basic control strategies at 
controlling vehicle dynamics, particularly vehicle roll by 
Chalasani , R.M [2,3] .   

 
Figure 2: Semi active Suspension. 

2. Basic Model of the Quarter Car Model 

For the purpose of simulation and analysis of a semi active 
suspension system a quarter car model was taken into 
consideration .This is done to simplify the calculations 
involved in the modeling. The results obtained can then be 
scaled up and adjusted accordingly for the entire car. A 
quarter car as the name suggests comprises of the quarter 
portion of the car .It consists of a wheel, a variable damper 
and spring set. 

 
Figure 3: A Quarter car model of semi active suspension. 
 

As shown in the Figure 3 the mass  acting on the 
suspension system can be classified into sprung (mb) and 
unsprung mass (mW). The sprung mass comprises of the 
mass of the body which is damped by the suspension 
system (in case of quarter car model the value is 1/4th the 
total sprung mass value). The unsprung mass comprises 
the mass of the wheels, brakes, suspension components 
etc.  

3. Simple Equation of Motion For Suspension System 

 
 

 
These equations can be further simplified and written as 

   
 
Where                         

 
 
For passive suspension 

                                      
 
Where                        

 
 
For semi active suspension 

 
 
Where                        

              
i = control current. 
 

The above mentioned equation clearly depicts the 
difference between the variables that affect the shock 
damping force (fb) in both the cases .In case of a semi 
active suspension it also depends on the control current 
along with the velocity function .This clearly suggests that 
the damping force can be controlled by controlling the 
current input to the electromagnet around the damper. 

4. Virtual Designing and Modeling 

For the purpose of performance analysis the semi 
active suspension system’s quarter model was developed. 
The basic model can be divided into the three sub parts for 
simplification of calculations, namely 

• SEAT AND DRIVER 
• SPRUNG MASS 
• UNSPRUNG MASS 

The model is based on equation of motion involving 
parameters like 

• STIFFNESS 
• DAMPING RATIO 
• DISPLACEMENT 
• MASS 
• ACCELERATION 
• VELOCITY 
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5. Equation of Motions 

5.1. Equations for seat and driver: 
 

 
 
Or 
 

 
 
5.2. Equations for sprung mass: 
 

 
 
Or  
 

 
 
5.3. Equations for unsprung mass 
 

 
 
Or 
 

 
 

These equations are combined in the simulation 
software in such a way that they form a feedback loop or 
in other terms any alterations in any of the values results in 
a change in the behavior of the system as a whole. These 
results are obtained in the form of graphs for each system 
separately depicting the effect of road input in the form of 
change in velocity and displacement from the mean 
position. These graphs are also dependent on the values of 
different constants as mentioned above. This property of 
the experimental model allowed the variation in damping 
coefficient (bs) of the suspension system, which 
differentiates semi active suspension system from passive 
suspension system, for which the damping coefficient is 
constant under all conditions. 

6. Values of Parameters Used for Modeling 

The values considered below are used only for the 
purpose of modeling and are reference values obtained 
from various related literature. A provision has been made 
within the model itself to make changes to these values to 
obtain corresponding graphs. 

• Mse =90kg 
• bse =3000Ns/m 
• Kse =8000N/m 
• Ms =250kg 
• bs =2000Ns/m 
• Ks =28000N/m 
• Mu =40kg 
• Ku = 12500N/m 

7. Steps Involved in Modeling 

After the initial calculations were done and parameters 
were established, the system was modeled using 
MATLAB and SIMULINK platform .The modeling was 
done in  logical steps of the above mentioned equations 
,were converted into a logical data flow circuit loop using 
predetermined logic boxes and connectors available in 
these platforms .Complete semi active suspension circuit 
consists of sub circuits like sprung mass circuit, seat and 
driver circuit and unsprung mass circuit. 

As the damping coefficient of a semi active suspension 
varies with respect to the road conditions, a special sub 
circuit was developed for varying the damping coefficient 
with the change in road input. 

8. A Complete Circuit of a Semi Active Suspension 
System 

The figure below shows a complete circuit of a semi 
active suspension system: 

 
Figure 4: Complete Circuit of the Semi Active Suspension. 

9. Simulation Parameters Considered in Modeling 

Table .1: Simulation Parameters Varying with Zr. 
Sl.No  Z r Time Delay b s 

1 0.05 0 1500 
2 0 . 1 8 0 3000 
3 0.15 1 5 0 4500 
4 0.07 2 3 0 2100 
5 0.00 4 0 0 1200 
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The table given above shows the various parameters 
which were used for modeling for example the road input 
and its corresponding time delay and damping coefficient. 

10. Simulation Results 

The results are obtained in the form of graphs which 
consist of two variables with respect to time .These 
variables are velocity and displacement from the mean 
position the graph is in the form of an oscillating wave.  
These waves are almost similar in shape for the three 
parameters i.e. seat, sprung mass and unsprung mass but 
differ in amplitude and linearity. On the vehicle operation, 
payload varies from time to time. It is observed that a 
small mass makes the difference in peak harmonics. In 
practice, the excitation on the vehicle suspension depends 
on the road roughness, mass of the vehicle, inertia of the 
vehicle and vehicle speed. 

11. Conclusion 

The aim of this paper was to establish the superiority 
of a low cost semi active suspension model. From the 
results obtained it was concluded that the semi active 
suspension system offered superior damping properties 
over a wider load range. It also eliminated the need to 
compromise between ride comfort and handling which is a 
major drawback with the present passive suspension 
system. The low cost model developed will have a wider 
application in more economical vehicles making this 
technology available to everyone around the globe, which 
right now is restricted to a few expensive vehicles. 
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Appendix 
 
Graphs for semi active suspension model 
 
Seat and driver circuit 
 

 
Figure 5: Seat and Driver Circuit Simulation. 
 

The green line shows the velocity whereas the blue 
line shows the displacement of the seat and driver from the 
mean position and X axis in second (Actual Simulation). 
 

 
Figure 6: Zoomed view Seat and Driver Circuit Simulation. 
 
Sprung mass circuit 
 

 
Figure 7: Sprung Mass Circuit Simulation. 
 

The green line shows the velocity whereas the blue 
line shows the displacement of the sprung mass from the 
mean position. Although it is similar in shape to the seat 
and driver graph but the peak values clearly differ from 
each other in the two cases. This is because of the different 
values of the parameters involved. The most noticeable 
difference is the peak value of velocity. 
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Figure 8: Zoomed View of Sprung Mass Circuit Simulation. 
 
Unsprung circuit 
 

 
Figure 9: Unsprung Circuit Simulation. 
 

The peak value of velocity is the least for this system 
when compared to the other two this shows that the 
unsprung mass gains the least velocity in any suspension 
system. 
 

 
Figure 10: Zoomed View of Unsprung Circuit Simulation. 
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Abstract 

This work describes the aerodynamic characteristic for aircraft wing with and without bird feather like winglet. The aerofoil 
used to construct the whole structure is NACA . Rectangular wing and this aerofoil have been used to compare the result with 
previous research using winglet. The model of the rectangular wing with bird feather like winglet has been fabricated using 
polystyrene before design using CATIA P3 V5R13 software and finally fabricated in wood. The experimental analysis for the 
aerodynamic characteristic for rectangular wing without winglet, wing with horizontal winglet and wing with 60 degree 
inclination winglet for Reynolds number 1.66×105, 2.08×105 and 2.50×105 have been carried out in open loop low speed 
wind tunnel at the Aerodynamics laboratory in Universiti Putra Malaysia. The experimental result shows 25-30 % reduction 
in drag coefficient and 10-20 % increase in lift coefficient by using bird feather like winglet for angle of attack of 8 degree. 
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Nomenclature 

α  Angle-of-attack 

D  Drag force 

L  Lift force 

∞ρ  Air density 

S  Reference area 

∞V  Free stream velocity 

0a  Lift slope 

DC  Drag coefficient 

LC  Lift coefficient 

d  Diameter of sphere 

[ ijK
] Coefficient matrix 

{ iF
} Load matrix 

{ iL
} Signal matrix 

 
 

1. Introduction 

One of the primary obstacles limiting the performance 
of aircraft is the drag that the aircraft produces. This drag 
stems from the vortices shed by an aircraft’s wings, which 
causes the local relative wind downward (an effect known 
as downward) and generated a component of the local lift 
force in the direction of the free stream. The strength of 
this induced drag is proportional to the spacing and radii of 
these vortices. By designing wings which force the 
vortices farther apart and at the same time create vortices 
with large core radii, one may significantly reduce the 
amount of the drag the aircraft induces [1]. Airplanes 
which experience less drag require less power and 
therefore less fuel to fly an arbitrary distance, thus making 
flight, commercial and otherwise, more efficient and less 
costly. Vortices at the wing tip can cause crash in aircraft. 
This is when a big aircraft goes in front of a small aircraft; 
this big aircraft which has larger vortices can cause the 
small aircraft to loose control and crash. In airport to 
minimize the separation rule, an aircraft of a lower wake 
vortex category must not be allowed to take off less than 
two minutes behind an aircraft of a higher wake vortex 
category. If the following aircraft does not start its take off 
roll from the same point as the preceding aircraft, this is 
increased to three minutes. One promising drag reduction 
device is winglet. For a number of years many 
investigations have been carried out to prove the possible 
benefits of modifying wing tip flow. Tip devices have 
become a popular technique to increase the aerodynamic 
performances of lifting wings [2-3]. The idea behind all 
the devices described is to diffuse the strong vortices 
released at the tip and optimize the span wise lift 
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distribution, while maintaining the additional moments on 
the wing within certain limits. The design of a winglet is 
very complex. It requires the same aerodynamic 
characteristics as a wing and its chord wise position on the 
tip of the wing require special care to optimize its 
efficiency and to prevent detrimental flow interactions 
with the wing [4]. According to A.J. Bocci [5] winglets 
show greater efficiency when there is high loading near the 
tips of the wing and it is more efficient than a wing tip 
extension producing the same bending moment at the root. 
It enables to increase the aircraft efficiency. However, the 
winglet efficiency depends on the lift produced by the 
wing and strong aerodynamic interference can be found at 
the concave junction between the wing and the winglet. A 
group of biologists at the Technical University of Berlin 
has worked and demonstrated the effectiveness of multiple 
slotted wings or wing grid. They have shown how these 
features could have evolved naturally in birds through 
gradual increases in wing effectiveness. This theory has 
been emulated in an aircraft optimization algorithm 
developed by Kroo and Takai [6]. The new design 
approach "WING-GRID", developed from the observation 
of storks, results in revolutionary new options for aircraft 
wings and application to practical any aircraft can reap 
solid benefits [7-9]. Winglets have become a popular 
method of altering the trailing tip vortex system from an 
aircraft wing and thus improve the aircraft performance. A 
winglet is a device used to improve the efficiency of 
aircraft by lowering the lift-induced drag caused by 
wingtip vortices. A winglet provides an innovative method 
of achieving the vortex arrangement described above. The 
concept involves constructing wings whose tips are small 
extension in the form of a smaller aerofoil section placed 
at any angle. Because the vortices shed by the wing are 
strongest at the tips of the wing, the addition of the wing 
tip surfaces can reduce and diffuse the strength of these 
vortices, thus reducing the overall vortex drag of the 
aircraft. Two bird feather like winglets have been used 
with the aircraft model wing to do the experiment with the 
wind tunnel in Aerodynamics Laboratory of Aerospace 
Engineering Department, Universiti Putra Malaysia. The 
longitudinal aerodynamic characteristics of aircraft wing 
with two-winglet configurations have been the subject of 
this research work. 

The study on the enhanced performance of the aircraft 
models is also given by incorporating elliptical and 
circular winglets. An interaction matrix method has also 
been presented to revalidate the calibration matrix data 
provided by the manufacturer of the six-component 
external balance. The calibration of free stream velocity 
and flow quality in the test section has been established 
and documented in the earlier published paper [10]. 

2. Methodology 

2.1. Wind tunnel, model details and Instrumentation: 
 

An aircraft model’s wing with two sets of bird feather 
like winglets have been designed and fabricated using 
wood for testing aerodynamic characteristic in subsonic 
wind tunnel in Aerodynamic Laboratory, University Putra 
Malaysia. The NACA 653-218 airfoil has been used for 
the whole structure of wing, winglet and adapter. The 
winglet design is shown in Figure 1. The aircraft model 
has a span of 0.66 m and a chord of 0.121 m as shown in 

Figure 2. The tests were carried out with free-stream 
velocities of 21.36 m/s, 26.76 m/s, and 32.15 m/s 
respectively with and without winglet of different 
configurations. The ambient pressure, temperature and 
humidity were recorded using barometer, thermometer, 
and hygrometer respectively for the evaluation of air 
density in the laboratory environment. Figure 3 shows a 
photograph of the aircraft model wing with bird feather 
like winglet without adapter in the test section in wind 
tunnel. 

 
Figure 1: Geometry Characteristic of Bird Feather like Winglet 
from Top View. 
 

 
Figure 2: Rectangular Wing with Winglet Inclination using 
Adapter. 
 

 
Figure 3: Aircraft model wing with bird feather like winglet. 
 

Longitudinal tests were carried out at angle of attack 
ranging from 0 degree to 14 degree with an increment of 2 
degree. During the test the pitching moment, lift and drag 
forces were measured using the six-component external 
balance and the coefficients of lift, drag and moment are 
obtained using the Eqs. (1-3) [11-12] given below, 
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Coefficient of lift is defined as 
 

SV

LCL
2

2
1

∞∞

=
ρ

 

(1) 

 

 
Coefficient of drag is defined as  
 

SV

DCD
2

2
1

∞∞

=
ρ

 
 (2) 

 
Coefficient of pitching moment is defined as 
 

ScV

MCM
2

2
1

∞∞

=
ρ

 
(3) 

 
Calibration of the six-component balance has been 

done to re check the calibration matrix data provided by 
the manufacturer. The relationship between signal 
readings, Li and the loads, Fi applied on the calibration rig 
are given by the following matrix equation, the detailed 
procedure of calibration is explained elsewhere [13] 
 
{Li} = [Kij] {Fi} (4) 
 
Where, [Kij] is the coefficient matrix, {Li} is the signal 
matrix, and {Fi} is the load matrix. 

3. Results and Disscussion 

Wind-tunnel measurements using the aircraft model 
without winglet and with winglet of different 
configurations were carried out at Reynolds numbers 
1.66x105, 2.08x105 and 2.5x105. The measured values for 
the lift coefficient, drag coefficient, pitching moment 
coefficient and lift and drag ratio for the various Reynolds 
number are given in Table 1 to 4 and detail calculations 
have been performed as per the procedure explained in 
[10]. 
 
Table 1: Lift Coefficient over Angle of Attack. 

 

 

 

 

 

 

Table 2: Drag Coefficient over Angle of Attack. 

 
Table 3: Pitching Moment Coefficient over Angle of Attack. 

 
Table 4: Lift/Drag Ratio over Angle of Attack. 
 
3.1. Drag coefficient versus angle of attack: 
 

Figure 4 for Reynolds number   1.66 × 105 shows that 
without winglet the drag coefficient is higher than the 
winglet with 0 degree and 60 degree inclined position for 
all angle of attack. The drag coefficient is very high for 
wing without winglet for Reynolds number 2.08 × 105 
compare with using winglet. Although 60 degree inclined 
winglet drag coefficient is little bit higher than horizontal 
winglet, it is more efficient to use inclined winglet because 
it will give more lift force. For all configurations the drag 
will be the highest at 14 degree because the flow 
separation is high at that angle. Overall from the Fig. 4, it 
can be concluded that by using winglet the drag force can 
be reduced. 

 
Figure 4.a: Drag coefficients for the Aircraft wing model 
(Reynolds number 1.66×105) 

 
Figure 4.b: Drag coefficients for the Aircraft wing model 
(Reynolds number 2.08×105). 
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Figure 4.c: Drag coefficients for the Aircraft wing model 
(Reynolds number 2.50×105). 
 
3.2. Lift coefficient versus angle of attack: 
 

The coefficient of lift versus angle of attack for the 
aircraft model with and without winglet studied in the 
present investigation are shown in Figure 5 for different 
Reynolds number. For all graph, the lift increases with the 
addition of angle and reach maximum lift is at angle of 
attack of 8 degree then it is reduced with the addition of 
angle of attack.  So it can be concluded that lift coefficient 
for using winglet is higher than without winglet. 

 

 
Figure 5.a: Lift coefficients for the Aircraft wing model (Reynolds 
number 1.66×105). 
 

 
Figure 5.b: Lift coefficients for the Aircraft wing model 
(Reynolds number 2.08×105). 
 

 
Figure 5.c: Lift coefficients for the Aircraft wing model (Reynolds 
number 2.50×105). 
 
3.3. Pitching moment coefficient versus angle of attack: 
 

The coefficient of pitching moment versus angle of 
attack for the aircraft model with and without winglet 
studied in the present investigation are shown in Figure 6 
for different Reynolds number. Pitching moment 
coefficient for 60 degree inclined winglet is lowest for all 
three Reynolds number. The pitching moment decreases 
with the increase of angle of attack and finally minimum at 
angle of attack of 14 degree. The pitching moment 
coefficient decreases rapidly with the increase in angle of 
attack to a certain value and then it decreases more rapidly 
with the increase of attack. This is because the increasing 
of separation flow over the wing surface at that angle of 
attack. 

 
Figure 6.a: Pitching moment coefficients for the wing model 
(Reynolds number 1.66×105). 

 
Figure 6.b: Pitching moment coefficients for the wing model 
(Reynolds number 2.08×105). 
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Figure 6.c: Pitching moment coefficients for the wing model 
(Reynolds number 2.50×105). 
 
3.4. Lift/Drag aatio versus angle of attack: 
 

The lift/drag ratio or lift/drag coefficient over angle of 
attack is the outcome of the study made in the previous 
sections. Lift/drag ratio or lift/drag coefficient over angle 
of attack has been shown in Figure 7 for different 
Reynolds number in this observation. The lift and drag 
ratio increases with the increase of angle of attack and 
reach maximum at 4 degree. 

 

 
Figure 7.a: Lift/Drag ratio for the wing model (Reynolds number 
1.66×105). 
 

From the figure it is observed that the ratio decreases 
with further addition of angle of attack. The maximum 
value of lift / drag ratio is found as 10.43, 11.6 and 13.09 
for wing with horizontal winglet at angle of attack of 4 
degree. From the experimental results it can be concluded 
that that winglet performs better compared to without 
winglet. 

 

 
Figure 7.b: Lift/Drag ratio for the wing model (Reynolds number 
2.08×105). 
 

 
Figure 7.c: Lift/Drag ratio for the wing model (Reynolds number 
2.50×105). 
. 
3.5. Performance comparisons between the present and 
previous works: 
 

The experimental results of the present works can be 
explained by comparing with the results obtained from the 
previous works related to the different types of winglets 
[13-15]. The tests at the Universiti Putra Malaysia [13] 
were run in three different configurations: without winglet 
(Configuration 0), winglets of elliptical shaped installed at 
00 angle (Configuration 1), winglets of elliptical shaped 
installed at 600 angle (Configuration 2), winglets of 
circular shaped installed at 00 angle (Configuration 1), and 
winglets of circular shaped installed at 600 angle 
(Configuration 2). They investigated that at the maximum 
Reynolds number of 2.50×105 elliptical shaped winglet 
(Configuration 1 and 2) provided the largest increase of lift 
curve slope, ranging from 1% to 6% increases and at the 
same time drag decreased more for these two 
configurations ranging from 24.6% to 28% decrease, 
giving an edge over other configurations as far as L/D for 
the elliptical winglet of configuration 1 and 2 was 
considered. Tests at the Georgia Institute of Technology 
[14] were also run in three different configurations: 
without winglet (Configuration 0), winglets installed at 00 
angle (Configuration 1), and winglets installed at +200, 
+100, 00, -100, -200 angle (Configuration 2). They 
showed that flat plate winglets set at zero degrees 
(Configuration 1) increased lift curve slope by 10% for the 
maximum Reynolds number of 2.90×105. They also 
showed that configuration 2 provided the largest increase 
of lift curve slope, ranging from 15% to 22% increase with 
the decrease of drag ranging from 15% to 20%. Compare 
to the previous works done by the ref. [13-14], it is 
observed that the present works on bird feather like 
winglet shows good performance with the reduction of 25-
30 % drag coefficient as well as 10-20 % increase in lift 
coefficient by using winglet for angle of attack of 8 
degree. 

4. Conclusion 

Following are the conclusions drawn from this 
investigation 
• From the drag coefficient and lift coefficient graph it 

is clearly shown that using bird feather like winglet 
will increase lift force and reduce drag force. 

• This winglet design is capable to reduce induced drag 
force and convert wing tip vortices to additional 
thrust which will save cost by reducing the usage of 
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fuel, noise level reduction and increase the efficiency 
of the aircraft engine. 

• The experiment result shows 25-30 % reduction in 
drag coefficient and 10-20 % increase in lift 
coefficient by using winglet for angle of attack of 8 
degree. 
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Abstract 

In locations where electricity is unavailable, other means are necessary to pump water for consumption. One option is a 
photovoltaic (PV) pumping system. Advantages of PV pumping systems include low operating cost, unattended operation, 
low maintenance, easy installation, and long life. These are all important in remote locations where electricity may be 
unavailable. 
So far, in the development of this research, the focus has been to estimate the available radiation at a particular location on 
the earth’s surface and then analyzed the characteristics of a photovoltaic generator and a photovoltaic network. The purpose 
of this research is to examine all the necessary steps and key components needed to design and build a pump using 
photovoltaic system. 
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1. Introduction 

Most of the increase in the area of irrigated land in the 
world has been through the increasing use of engine-driven 
pumps. However, the increasing price of oil-based fuel has 
reduced the margin to be gained by farmers from 
irrigation, since food prices have generally been prevented 
from rising in line with energy costs. Despite present 
short-term fluctuations in oil prices, conventional oil-based 
engine-driven power sources and mains electricity are 
expected to continue to increase in the longer term. If we 
are to decrease our dependence on imported oil, we have 
to find methods for energizing irrigation pumps that are 
independent of imported oil or centralized electricity. 

 
Solar radiation as a source of energy is. Of course, the 

epitome of the clean. sustainable energy technology. 
except for residues possibly arising out of the manufacture 
of solar component (e.g. semiconductors), solar 
technology have very low environmental impacts. The 
environmental impacts of solar system in operation are 
very low and the source is, for us inexhaustible.     

 
The designer should specify components in the 

following order: 
 

• Choose place and mounting method for modules, 
select modules. 

• Estimate of the electricity Demand. 
• Estimate the overall system losses. 
• Prepare full list of parts and tools to order. 

 
 

Small Comparison between Solar PV & Diesel and 
gasoline pumps: 
 
Table 1: Comparison between Solar PV & Diesel and gasoline 
pumps. 

Type Advantages Disadvantages 

Solar PV 

Unattended 
operation High capital costs 

Low maintenance 
Water storage is 

require for cloudy 
periods 

Easy installation Repair often require 
skilled technicians 

Long life  
 

Diesel and 
Gasoline Pumps 

Quick and easy to 
install 

Fuel supplies erratic 
and expensive 

Low capital costs High maintenance 
costs 

Widely used Short life expectancy 

Can be portable Noise and fume 
pollution 

  

2. Components of the System 

2.1. Photovoltaic panels: 
 
A solar-powered water pumping system is made up of two 
basic components. The first component is the power 
supply consisting of photovoltaic (PV) panels (Figure.1). 
The smallest element of a PV panel is the solar cell. 
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Figure 1: Photovoltaic (PV) panels. 
 

Each solar cell has two or more specially prepared 
layers of semiconductor material that produce direct 
current (DC) electricity when exposed to light. This DC 
current is collected by the wiring in the panel. It is then 
supplied either to a DC pump, which in turn pumps water 
whenever the sun shines, or stored in batteries for later use 
by the pump. 

Manufacturers normally rate voltage (volts) and 
current (amps) output from PV panels under peak power 
conditions. Peak power (watts=volts x amps) is the 
maximum power available from the PV panel at 1000 
W/m² solar irradiance (amount of sunshine) and a specified 
temperature, usually 25 C (77 F). Typical output from a 
60-watt PV panel is shown in Table 2. The amount of DC 
current produced by a PV panel is much more sensitive to 
light intensity striking the panel than is voltage generated. 
Roughly speaking, if you halve the light intensity, you 
halve the DC current output, but the voltage output is 
reduced only slightly. 
 
Table 2: Typical output from a 60-watt, 12-volt photovoltaic 
panel. 

Maximum power  60 watts 
Maximum power voltage 16.9 volts 
Maximum power current 3.55 amps 

 
Individual PV panels can be wired in series or parallel 

to obtain the required voltage or current needed to run the 
pump. The voltage output from panels wired in series is 
the sum of all the voltages from the panels. 

For example, the maximum voltage output from two of 
the 12-volt PV panels wired in series is 33.8 volts. Thus, a 
24-volt DC pump requires a minimum of two, 12-volt 
panels wired in series. The current (amps) output from 
these same panels wired in series is equal to the current 
(amps) output from an individual panel, 3.55 amps. 

The voltage and current output from panels wired in 
parallel is the exact opposite of series-wired panels. 

For panels wired in parallel, the current (amps) output 
is the sum of all the currents (amps) from the panels and 
the voltage is equal to the voltage output from an 
individual panel. 

 

2.2. Solar (DC) water pumps: 
 

The other major component of these systems is the 
pump. Solar water pumps are specially designed to use 
solar power efficiently. Conventional pumps require 
steady AC current that utility lines or generators supply. 
Solar pumps use DC current from batteries and/or PV 
panels. In addition, they are designed to work effectively 
during low-light conditions, at reduced voltage, without 
stalling or overheating. 

Although wide ranges of sizes are available, most 
pumps used in livestock-watering applications are low 
volume, yielding 7-15 liters of water per minute. Low-
volume pumping keeps the cost of the system down by 
using a minimum number of solar panels and using the 
entire daylight period to pump water or charge batteries. 
Some solar pumps are fully submersible, while others are 
not. The use of submersible pumps eliminates potential 
priming and freezing problems. Most solar water pumps 
are designed to use solar power most efficiently and 
operate on 12 to 36 volts DC. 

Many solar pumping systems use positive 
displacement pumps that seal water in cavities inside the 
pump and force it upward. Their design enables them to 
maintain their lift capacity all through the solar day at the 
slow, varying speeds that result from varying light 
conditions. Positive displacement pumps include piston 
and jack pumps, diaphragm, vane and screw pumps. 

Centrifugal-type pumps that impart energy to the water 
using a rotating impeller are typically used for low-lift or 
high-volume systems. Centrifugal pumps start gradually 
and their flow output increases with the amount of current. 
For this reason, they can be tied directly to the PV array 
without including a battery or controls. However, because 
their output drops off at reduced speeds, a good match 
between the pump and PV array is necessary to achieve 
efficient operation. 

Pumps, because of their mechanical nature, have 
certain well-defined operating properties. These properties 
vary between types of pumps, manufacturers and models. 
The amount of water that a solar pumping system will 
deliver over a given period of time (usually measured in 
liters per minute (LPM) or liters per hour (LPH)) depends 
upon the pressure against which the pump has to work. 
The system pressure is largely determined by the total 
vertical pumping distance (the vertical distance between 
the water source and the watering tank) referred to simply 
as elevation head. It is roughly equal to an increase of one 
bar for every 10.28 meters of elevation head. Simply put, 
as the vertical pumping distance increases, the amount of 
water pumped over a given period of time decreases. 
When system friction losses and discharge pressure 
requirements (if any) are added to elevation head, the total 
system head can be determined. Pump manufacturers 
publish information that describes how each pump will 
perform under varying operating conditions. The expected 
flow rates and minimum recommended solar panel sizes 
for a typical 24-volt, positive-displacement, diaphragm-
type submersible pump are shown in Table 3. The choice 
of pump depends on water volume needed, efficiency, 
price and reliability. 
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Table 3: Estimated flow rates in liters per minute for a typical 
positive-displacement, 24-volt diaphragm type pump. 
Total head (meter) Flow Rate (liter/min) Current in ampere 

0 14.00 1.6 
3.048 13.20 1.7 
6.096 12.80 2.0 
9.144 12.50 2.2 
12.192 12.10 2.4 
15.24 11.70 2.6 
18.288 11.35 2.9 
21.336 10.98 3.1 

None Shaded areas- Two 53-watt panels in series. 
Shaded areas – Two 70-watt panels in series. 

 
2.3. Pump controller: 
 

The primary function of a pump controller in a battery-
coupled pumping system is to boost the voltage of the 
battery bank to match the desired input voltage of the 
pump. Without a pump controller, the PV panels’ 
operating voltage is dictated by the battery bank and is 
reduced from levels, which are achieved by operating the 
pump directly off the solar panels. For example, under 
load, two PV panels wired in series produce between 30 to 
34 volts, while two fully charged batteries wired in series 
produce just over 26 volts. A pump with an optimum 
operating voltage of 30 volts would pump more water tied 
directly to the PV panels than if connected to the batteries. 
In the case of this particular pump, a pump controller with 
a 24-volt input would step the voltage up to 30 volts, 
which would increase the amount of water pumped by the 
system. 

3. Solar-Powered Water Pumping System 
Configurations 

There are two basic types of solar-powered water 
pumping systems, battery-coupled and direct-coupled. 

A variety of factors must be considered in determining 
the optimum system for a particular application. 
 
3.1. Battery-coupled solar pumping systems: 

 
Battery-coupled water pumping systems consist of 

photovoltaic (PV) panels, charge control regulator, 
batteries, pump controller, pressure switch, tank, and DC 
water pump (Figure.2). The electric current produced by 
PV panels during daylight hours charges the batteries, and 
the batteries in turn supply power to the pump anytime 
water is needed. The use of batteries spreads the pumping 
over a longer period of time by providing a steady 
operating voltage to the DC motor of the pump. Thus, 
during the night and low light periods, the system can still 
deliver a constant source of water for livestock. 

 
Figure 2: Battery-coupled water-pumping systems. 

The use of batteries has its drawbacks. First, batteries 
can reduce the efficiency of the overall system because the 
operating voltage is dictated by the batteries and not the 
PV panels. Depending on their temperature and how well 
the batteries are charged, the voltage supplied by the 
batteries can be one to four volts lower than the voltage 
produced by the panels during maximum sunlight 
conditions. This reduced efficiency can be minimized with 
the use of an appropriate pump controller that boosts the 
battery voltage supplied to the pump. 
 
3.2. Direct-coupled solar pumping system: 
 

In direct-coupled pumping systems, electricity from 
the PV modules is sent directly to the pump, which in turn 
pumps water through a pipe to where it is needed 
(Figure.3). This system is designed to pump water only 
during the day. The amount of water pumped is totally 
dependent on the amount of sunlight hitting the PV panels 
and the type of pump. Because the intensity of the sun and 
the angle at which it strikes the PV panel changes 
throughout the day, the amount of water pumped by this 
system also changes throughout the day. For instance, 
during optimum sunlight periods (late morning to late 
afternoon on bright sunny days) the pump operates at or 
near 100 percent efficiency with maximum water flow. 
However, during early morning and late afternoon, pump 
efficiency may drop by as much as 25 percent or more 
under these low-light conditions. 

During cloudy days, pump efficiency will drop off 
even more. To compensate for these variable flow rates, a 
good match between the pump and PV module(s) is 
necessary to achieve efficient operation of the system. 

 
Figure 3: Direct-coupled pumping systems. 

 

Direct-coupled pumping systems are sized to store 
extra water on sunny days so it is available on cloudy days 
and at night. Water can be stored in a larger-than-needed 
watering tank or in a separate storage tank and then 
gravity-fed to smaller watering tanks. Water-storage 
capacity is important in this pumping system. Two to five 
days’ storage may be required, depending on climate and 
pattern of water usage. Storing water in tanks has its 
drawbacks. Considerable evaporation losses can occur if 
the water is stored in open tanks, while closed tanks big 
enough to store several days water supply can be 
expensive. In addition, water in the storage tank may 
freeze during cold weather. 

4. System Sizing 

Before choosing the final components, the system 
should be roughly sized to allow viewing of approximate 
component sizes. Later, the components must be sized 
again by a detailed electrical and mechanical design. The 
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purpose of this chapter is to provide simple tools to 
roughly estimate the needed system size before contacting 
a PV specialist. 

The approach is to estimate the required component 
size by making assumptions about the efficiency of all key 
components and by using monthly average weather data. 
To make the procedure easier, a set of worksheets (#1--#5) 
has been prepared for the different steps. 
 
4.1. Specification of site conditions (worksheet #1): 
 

Define the site and weather station location (latitude, 
longitude) and the monthly average values of the global 
irradiance on the horizontal surface (kWh/m2) and the 
annual average as well as the minimum and maximum 
monthly average ambient temperatures. 

Main factors affecting the solar availability are the 
orientation (tilt and azimuth angel) and the possible 
shading caused by the surrounding. By multiplying the 
horizontal radiation values with monthly tilt azimuth angle 
factor, the monthly radiation values on the module surface 
can be estimated. This monthly factor is presented for 
different location for horizon shadowing levels of 0, 20 
and 45 degrees. 

 
Figure 4: Solar panel tilt angle (Summer Use: tilt angle = 25 
degrees, Winter Use: tilt angle = 45 degrees). 
 
Worksheet #1: Define site condition and solar availability. 

Shadow: 0, 20° horizon shading, Tilted: 45° angle due 
south. 
 
4.2. Estimation of the electricity demand (worksheet #2): 
 

The very first step in designing a PV system must be 
careful examination of the electrical loads. The reasons are 
twofold: 
• Obviously, the sizing of the system components is 

dependent on the electricity and power demand. For 
stand-lone systems, his is crucial.  

• Oversized systems resulting from a poor load analysis 
and the idea of staying on the 'safe side' increase the 
system costs. This is particularly demanding in a field 
where poor economics are major drawback, which 
still is the case for PV. 

The second reason also leads to the important issue of 
minimizing loads without decreasing the user's comfort. 

4.2.1. Solar pump sizing: 
 
HE = V x H x ρw x g / (3.6 x 106) (1) 
 
Where:  
 
HE : hydraulic energy (kWh/day) 
V : volume (m³/day)
ρw : water density ≈ 1000 (Kg/ m³) 
g    : gravity ≈ 9.82 m/s2 
 
Ppv = HE / ((S / days of operation) x F x E) (2) 
 
Where: 
 

Ppv  : is the nominal power of PV at standard test condition  
  (STC) in (kW) 

S  : is the annual solar radiation of the PV array (kWh/m²) 
F  : array mismatch factor = 0.85 on average. 
E  : daily subsystem efficiency = 0.25 - 0.40 typically 

 
 
 
Table 4: Define site condition and solar availability (Worksheet #1). 

System: "Amman"   PV 
System Location: Latitude:31.57 N° Longitude:35.57 E° 

Insulation Location: Latitude: 31.57 N° Longitude: 35.57 E° 
 

Month 

Location Array Plane 
Ambient 

Temperature 
(C°) 

Horizontal 
Radiation * Tilt, azimuth 

Shadow factor = Radiation  

kWh/m²day * fraction = kWh/m²day * = kWh/m² 
January 10 3 * 1.4 = 4.2 31 = 130.2 
February 12 3.8 * 1.3 = 4.94 28 = 138.32 

March 18 4.6 * 1.2 = 5.52 31 = 171.12 
April 22 5.8 * 1 = 5.8 30 = 174 
May 27 7 * 0.9 = 6.3 31 = 195.3 
June 31 7.5 * 0.9 = 6.75 30 = 202.5 
July 34 7.7 * 0.9 = 6.93 31 = 214.83 

August 36 7.3 * 1 = 7.3 31 = 226.3 
September 28 5.8 * 1.1 = 6.38 30 = 191.4 

October 19 4.3 * 1.3 = 5.59 31 = 173.29 
November 17 3.4 * 1.3 = 4.42 30 = 132.6 
December 11 2.8 * 1.5 = 4.2 31 = 130.2 
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Table 5: Estimation of the electricity Demand (Worksheet #2) 

Load 
Description 

AC 
Or 
DC 

AC 
Load 

Inverter 
Efficiency 

 

DC 
Load 

 
W 

Duty 
Cycle 
h/day 

Duty 
Cycle 

Day/Week 

Daily 
Load 

Wh/day 

Nominal 
Volt 

 

Ah-load 
Ah/day 

------- --- ---- --------- ----- ----- ------ ---------- ------ ----- 

Water pump DC ---- ------- 250 5 4 (250*4*5)/(7) 
= 714.28 24 29.761 

------ --- --- ------- ---- ----- ------- --------- ------ ----- 
------ --- --- ------- ---- ---- ------ --------- ------ ------ 

    

Maximum 
DC load 

=∑ 
250 W 

  
Total Daily 

load =∑ 
714.28 Wh/day 

 Total load =∑  
29.761 Ah/day 

 
Design load (Total load) 

 
≈  30 

 
Ah/Day 

Design peak Current Draw (Maximum DC load / Nominal voltage) ≈  11 A 

Annual load Energy (Total daily load*week in operation (≈38 weeks per 
year )  *7/1000) ≈  192.9 kWh 

 
4.3. Sizing of grid-connect system (worksheet #3): 
 

The optimum size of grid-connect system also depends 
on a number of external factors such as : the investment 
cost of the system, the available budget, governmental 
subsidies, the energy payback policy of the local utility, 
and the amount of PV energy directly used by the building. 
It must be remembered that because of the variable nature 
of PV power it is seldom used to decrease the peak load 
demand of the building. 

In practice, the nominal size of the PV array should be 
chosen based on the load size and the budget. The require 
PV module area APV (m²) can be calculated from the 
chosen nominal PV power using the formula: 
 
APV = Ppv / ηpv (3) 
 

Where: 
 
ηpv : is the efficiency of the modules at STC 
 

The annual energy production of the system can be 
calculated using the formula below: 
 
Epv = ηBos*Kpv * Ppv *S (4)
 
Where: 
 
Kpv : is a decreasing factor (~0.9), which takes into 

account phenomena such as modules temperature, 
dust, array imbalance, circuit losses etc. 

ηBos : is the balance of system efficiency, depend on 
inverter efficiency or wiring losses. 

 

Table 6: Sizing of grid-connect system (Worksheet #3). 

Chosen PV array Power 
Ppv  (kW) / 

PV efficiency 
 

ηpv 
= 

PV array area 
 

APV (m²) 
2 / 0.15 = 13.33 

Chosen PV array Power 
Ppv 

(kW) 
× 

Annual radiation on PV array 
Worksheet #1 

S 
(kWh/m²) 

× 

BOS 
efficiency 

 
ηBos 

× Kpv = 

Annual produced energy 
PV energy 

Epv 
(kWh) 

2 × 2080.06 × 0.8 × 0.9 = 2995.2864 
 

Annual produced PV energy 
Epv (kWh) / 

Annual load Energy 
Worksheet #2 

(kWh) 
= PV Load ratio Directly used PV Energy 

2995.2864 / 192.9 = 15.52 0.3 ---  0.5 

Chosen PV array Power 
Ppv  (kW) × Optimum inverter efficiency = 

Inverter nominal power 
 

(kW) 
2 × 0.75  ---  0.9 = 1.5  - --  1.8 

 

Average inverter 
efficiency × Wiring losses = 

BOS 
efficiency 
ηBos 

0.85 × 1-0.1 = 0.9 = 0.765 
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4.4. Sizing of battery (worksheet #4): 
 

Battery sizing is the capability of a battery system to 
meet the load demand with no contribution from the 
photovoltaic system. For a stand-alone photovoltaic 
system, the principal goal of battery storage is to ensure 
that the annual minimum photovoltaic system energy 
output equals the annual maximum load energy input. The 
photovoltaic system must also maintain a continuous 
energy supply at night and on cloudy days when there is 
little or no solar energy available. The amount of battery 
storage needed will depend on the load energy demand and 
on weather patterns at the site. Having too much energy 
and storage capacity will increase cost, therefore there 
must be a trade-off between keeping the cost low and 
meeting the energy demand during low-solar-energy 
periods. 
 
Table 7: Sizing battery (Worksheet #4). 
Design 
load 
Worksheet 
#2 
Ah/Day 

× Day of 
autonomy 
(Day) 

/ Max 
depth of 
discharge 

= Usable 
battery 
Capacity 
Ah 

30 × 2 / 0.3 = 200 
 

Operating Temp =    25   
Discharge rate =    24× Day of autonomy 
(number of days a battery system will provide a given load  
without being recharged by the photovoltaic array) =  48 h 

 
Usable battery 
Capacity 
Ah 

/ Usable Friction of 
Capacity available 

= Design battery 
Capacity 
Ah 

200 / 0.95 = 211 
 
4.5. Sizing of array an components (Worksheet #5): 
 

The next step is to size the PV array and the other 
system components. This is done with the help of 
worksheet #5. For PV array sizing, the month with lowest 
radiation on the array plane is chosen as the design month 
(from worksheet #1). 

Dividing the average daily load of the design month by 
the average daily solar radiation & the system component 
efficiencies. Yield the necessary PV array size (kW). The 
efficiencies to be taking into account are the wiring 
efficiencies, charge regulator efficiency and battery 
efficiency. 
 

Table 8: Sizing of array components (Worksheet #5). 
Operating season (months) February  ------- October 

 

Design month 
daily load 
kW/day 

/ 

Lowest radiation on 
PV array Worksheet 

#1 
kWh/m²day 

/ Wiring losses / Charge regulator 
efficiency / Battery 

efficiency = 

Design 
PV 

array 
power 
kWp 

0.98 / 4.94 / 0.9 / 0.85 / 0.9 = 0.289 
 

Design PV array power Wp × PV array sizing safety factor = PV array power Wp 
289 × 1.3 = 376 

 

Design PV array power Wp / Nominal voltage 
V = Design array current 

A 
376 / 24 = 15 

The design array current is greater than the peak load current. 

PV array power Ppv kWp / PV efficiency ηpv = PV array area Apv m² 

0.376 / 0.15 = 2.51 

5. A Cost and reliability comparisons between solar 
and diesel powered pumps 

There are very distinct differences between the two 
power sources in terms ofcost and reliability. Diesel 
pumps are typically characterized by a lower first costbut a 
very high operation and maintenance cost.  

Solar is the opposite, with ahigher first cost but very 
low ongoing operation and maintenance costs. 

In terms of reliability, it is much easier (and cheaper) to 
keep a solar-powered System going than it is a diesel 
engine. This is evident in field where dieselengines lie 
rusting and unused by the thousands and solar pumps 
sometimes runfor years without anyone touching them. 

The first cost of solar is often daunting to donors and 
project implementers who are tempted to stretch their 
budgets as far as possible to reach the greatestnumber of 
beneficiaries by using a low first-cost option.  

But most would probably agree that “quantity over 
quality” is not a good value if the higher quantity option is 
not likely to be giving good service five years down the 
road and if beneficiaries are going to be stuck with 
interventions they cannot afford to sustain over time. 

Solar pumping has had clear advantages for a number 
of years but the differences are becoming more striking in 
a world of rapidly escalating fuel costs.  

Not only will some of the world’s poorest people not be 
able to afford fuel for their pumps, but living at the end of 
remote supply chains, they may not even be able to get it 
in the first place as world demand overtakes supply. 

In this example, model choices for a Pumping system 
that is designed to pump 790 liters per hour from a total 
Depth (head) of around 30 meters. It compares a solar 
array of 1900 watts against a 4 kW diesel generator. Both 
power an equivalent pump of approximately 1 Horsepower 
= 746 watts, several simulations were performed to gauge 
the effect of the price of fuel and the fuel efficiency of the 
diesel generators. These and other parameters are listed 
below: 
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Key program inputs: 
 
1) Fuel cost: 

• Case 1:   $1.20 per liter. 
• Case 2:   $1.70 per liter. 

2) Fuel efficiency (consumption) of diesel generator: 
• Case 1:     0.3 liters per kilowatt generated. 
• Case 2:     0.7 liters per kilowatt generated. 

3) Solar resource: Annual average of 4.6 peak sun hours 
per day. 

4) Real annual interest rate: 5%. 
5) System life: 20 years. 
 
Key program outputs: 
 
1) Initial capital cost: “first cost” for each option – 

assumes same pump costs 
2) Operation cost/year: Average operation and 

maintenance costs per year. Does not include pump 
Replacement costs, which would be same for both. 

3) Net Present Cost: The present value of the cost of 
installing and operating the system over the lifetime 
of the project (also referred to as lifecycle cost). 

4) $ Per kilowatt: The cost per kilowatt of electricity per 
each option. 

 
Simulation 1: “Worst case” for solar: Fuel cost: $1.20 

per liter. Consumption rate: 0.3 liters per kilowatt. 
 
Table 9: Simulation 1 Cost comparison for solar and diesel water 
pumps. 

 Initial 
Capital 

Operating 
cost/year 

Total 
NPC(Net 
Present 
Cost) 

$ per 
kWh 

PVP (Photo- 
Voltaic 

Pumping) 
Option 

$12,300 $335 $16,472 $0.66 

DP (Diesel 
Pumping) 

Option 
$2,000 $4,854 $62,494 $2.48 

 
Simulation 2: “Best case” for solar: Fuel cost: $1.70 

per liter. Consumption rate: 0.7 liters per kilowatt. 
 
Table 10: Simulation 2 Cost comparison for solar and diesel water 
pumps. 

 Initial 
Capital 

Operating 
cost/year 

Total 
NPC 

$ per 
kWh 

PVP 
Option $12,300 $335 $16,472 $0.66 

DP 
Option $2,000 $12,525 $158,094 $6.27 

 
We can see from these simulations that solar ranges 

from one tenth to one fourth (1/10-----1/4) the Net Present 
Cost of the diesel option. 

 
5.1. Life cycle costs: 
 

Figure.5 shows a comparison for solar and diesel water 
pumps that includes a range of pumping heads (10m to 

200m) and a range of daily flow rates (3,000 – 50,000 
liters). The life cycle costs (LCC) were calculated over a 
20-years period taking into account upfront cost, operating 
costs, maintenance costs, and replacement costs. 

 
Figure 5: life cycle cost as function of the hydraulic load. 
 
5.2. The break-even point: 
 

Figure.6 shows the break-even point for a single case – 
a pumping system with an output of 10,000 liters per day 
from a head of 80 meters. The study also states that for 
pumping systems having a hydraulic load of 1,000 or less, 
the break-even point is less than 2.5 years. 

 
Figure 6: Typical years to break-even graph for PV pump vs. a 
diesel pump. 

6. Conclusion 

The output of a solar pumping system is very 
dependent on good system design derived from accurate 
site and demand data. It is therefore essential that accurate 
assumptions are made regarding water demand/pattern of 
use and water availability including well yield and 
expected drawdown. 

With a solar pump, energy is not available on demand, 
and the daily variation in solar power generation 
necessitates the storage of a surplus of water pumped on 
sunny days for use on cloudy days, solar energy needs to 
be reserved in the form of either electricity in batteries of 
lifted water in a storage tank. The suitability of solar 
power for lifting water to irrigate plants is undeniable 
because of the complementary between solar irradiance 
and water requirements of crops. The more intensively the 
sun is shining the higher is the power to supply irrigation 
water while on the other hand on rainy days irrigation is 
neither possible nor needed. 

Water pumping has long been the most reliable and 
economic application of solar-electric (photovoltaic, or 
PV) systems. Most PV systems rely on battery storage for 
powering lights and other appliances at night or when the 
sun is not shining. Most PV pumping systems do not use 
batteries – the PV modules power the pump directly. 
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Instead of storing energy in batteries, water is 
pumpedinto storage reservoirs for use when the sun is not 
shining. Eliminating batteries from the system eliminates 
about 1/3 of the system cost and most of the maintenance. 

Without batteries, the PV pumping system is very 
simple. It consists of just three components: the solar 
array, a pump controller and the pump. The only moving 
part is the pump. The solar modules are warranted to 
produce for 20-25 years. The expected life of most 
controllers is 5-10 years. Pump life can vary from 5 - 10+ 
years (and many are designed to be repaired in the field). 
Unless the pump or controller fails, the only maintenance 
normally required is cleaning the solar modules every 2- 4 
weeks! This task obviously can be done cheaply by non-
skilled local labor. 
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Appendix 

1. PV modules Characteristics 
 
Table 11:  Characteristics of two type (12, 24 V) 1000 W/m²-PV 
module.  
 

 
 

Figure.7 schematically shows a characteristic I-V 
curve of a photovoltaic module together with the generated 
power curve and two different working points, A and B. 
 

 
Figure 7: Characteristic I-V curve and generated power curve. 
 

It can be seen that the closer to the maximum power 
voltage we can make the photovoltaic module work, the 
greater will be the power we shall obtain from it. 
To summarize, depending on solar radiation, the 
temperature of the cells and of the equipment to which 
connected, a photovoltaic module will generate a certain 
current at a certain working voltage, the product of which 
will set the power generated by the module. Under normal 
conditions, a photovoltaic module with mono-crystalline 
silicon cells is likely to produce more current and/or 
voltage than that specified under standard conditions. In 
these cases, the values of Isc and Voc may be multiplied 
by a factor of 1.25, and components such as fuses, 
conductors and controllers must be adapted to the 
photovoltaic generator’s output. 
 
2. Battery Specifications 

 
A photovoltaic system designer must consider the 

following when specifying a properly sized and installed 
battery storage system for a stand-alone photovoltaic 
system: 

• Days of autonomy 
• Battery capacity 
• Rate and depth of discharge 
• Life expectancy 
• Environmental conditions 
• Price and warranty 
The percentage of a battery’s rated amp-hour capacity 

that has been used is called the depth of discharge. Battery 
life (number of daily cycles) versus depth of discharge (in 
percent of battery capacity) is shown for a lower cost 
sealed battery in Figure 8. 
 

 
Figure 8: Cycle Life vs. Depth of Discharge. 
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Abstract 

In this study, an analysis of energy and exergy utilization  in the utility sector of Jordan by considering the sectoral energy 
and exergy flows for the years 2007-2011 has been conducted based on real data obtained from main generators in Jordan. 
The overall energy and exergy efficiencies, for the entire utility sector, are found to be in the range of 35.1 to 38.1%. It is 
expected that the results of this study will be helpful in developing highly applicable and productive planning for future 
energy policies, especially for the power sector. 
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1. Introduction 

In this day and age, the search for optimum utilization 
of energy resources is becoming increasingly important. 
This is due to the alarming depletion rates of high quality 
energy carriers, finite natural resources, the rapid growth 
in population and industrialization, and the associated 
increase in energy demand and consumption. Over the past 
few years, concern about energy consumption in Jordan 
has taken a new dimension. The annual fuel bill has been 
rapidly increasing over the past few years due to 
population and economic growth combined with 
consecutive increases in oil prices. In 2010, Jordan’s 
consumption of primary energy amounted to 7.357 million 
Ton Oil Equivalent (TOE) [1]. Nearly 97% of this 
consumption came in the form of imports of crude oil, 
natural gas and petroleum products.  

The present paper is among a series of practical 
articles, by authors, aimed to model various sectors and 
applications by employing insightful energy and exergy 
analysis [2-5]. Thus, the prime objective of the present 
study was oriented towards determining energy and exergy 
losses and related efficiencies as first step to understand 
influence and weight of different factors in the Jordanian 
utility sector. As Jordan is considering and in the process 
of implementing the updated national energy strategy, with 
more emphasis on energy efficiency policies in different 
sectors, it is believed that this investigation will provide a 
scientific judgment and insight to general performance of 
main generators and possible future improvements for 
energy policy implementation within the utility sector and 
may be useful to engineers and scientists working in the 
field of energy, in Jordan and some neighbouring 
countries. 

2. Electricity Generation in Jordan 

Figure 1 shows the percentage of electrical energy by 
type of generation in 2010 [6]. It is obvious that almost all 
generated power came out from thermal power plants and 
combined cycle power plants ranked first with sharing 
ratio exceeding 50% of total generated power. This was 
followed by steam power plants and gas turbines. Others, 
which represents only 0.5%, include wind, biogas and 
hydro power units. The electricity sector ranked first in 
primary energy consumption with a percentage of 44.4% 
of the total energy consumed in 2010 compared to 40.7% 
during 2007 [6]. 

In 2010, the installed capacity was about 3,273 MW. 
The system's peak load, in 2010, was 2,670 MW compared 
with 2,320 MW in 2009 with a growth rate of 15.1%. The 
peak load always occurs late in the summer, i.e. during the 
July-September period. This is due to the excessive use of 
air-conditioning and ventilation systems as a result of the 
dry climate and high temperatures, as well as being the 
holiday season for tourists and many returning Jordanians, 
who normally work abroad. 

The interconnected system in Jordan consists of the 
main generating power stations, 132 kV and 400 kV 
transmission network. This transmission network 
interconnects the power stations with the load centres and 
different areas in the kingdom. The system also includes 
the 230 kV, 400 kV tie lines with Syria and 400 kV tie line 
with Egypt. The distribution networks serve about 99.9% 
of the total population in Jordan. In addition to that, the 
electrical power system in Jordan includes some private 
power stations, which are synchronized with the rest of the 
power stations in the integrated network and there are a 
few private power stations, which are not connected with 
the interconnected network and serve only their owners. 
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Before 2003, HFO was the dominant fuel used because the 
two main power stations, i.e. Aqaba and Hussein, are 
conventional thermal plants employing Rankine steam 
cycle and fired by such an inexpensive fuel. However, 
since 2003, imported natural gas from Egypt replaced 
HFO in Aqaba power station and in early 2006 replaced 
diesel fuel at Rehab and Asamrah power plants. The 
dominant role of steam turbines, diesel-fuel fired gas-
turbines, and combined cycle power plants is leading to 
increase dependence on imported oil: less than 8% of the 
electrical-power generation, at present in Jordan, arises 
from the exploitation of the indigenous domestic natural 
gas from the Risha field. 
 

 
Figure 1: Generated electrical energy in Jordan by type of 
generation in 2010 (%). 

3. Methodology 

In order to compare the quality levels of various energy 
carriers, e.g. fuels, it is necessary to determine the 
equivalents of each energy quantity at a particular grade 
level. This can be done by using exergy concept, which 
overcomes the limitations of the first law of 
thermodynamics and is based on both the first and second 
laws of thermodynamics [7-8]. An exergy analysis can 
identify the locations of energy degradation and rank them 
in terms of their significance [9]; this knowledge is useful 
in directing the attention of process design, researchers and 
practicing engineers to those components of the system 
being analyzed that offer the greatest opportunities for 
improvement. Furthermore, exergy analysis has been used 
to analyze energy utilization on the national level, and for 
various sectors of the economy, in order to better 
understand energy utilization efficiency. This approach 
was first used by [10] who applied it to the overall U.S. 
economy in 1970. Since then, it has been adopted by 
several researchers for other countries such as Japan [11], 
Canada [12], and Brazil [13]. A summary of exergy 
analyses for different countries can be found in Ertesvag 
[14]. The concept has been also applied to cross-country 
analysis of some industrial segments [15-19, 5], residential 
sector [20, 2], transportation sector [21-24, 4], agricultural 
sector [25-26, 3], and utility sector [27-29]. The purpose of 
this section is to discuss the main mathematical relations 
necessary to conduct energy and exergy analyses in the 
utility sector. 

 
3.1. Exergy calculation: 

 
By describing the use of energy resources in society in 

terms of exergy, important knowledge and understanding 
can be gained, and areas identified where large 
improvements could be obtained by applying efficient 
technology, in the sense of more efficient energy-resource 

conversions. In principle, the exergy of matter can be 
determined by bringing it to the dead state by means of 
reversible processes. The basic formulas used in exergy 
analysis modelling for this study are given below. 

3.1.1. Exergy of fuel: 
 
The specific exergy of the fuel at environmental 

conditions reduces to chemical exergy, which can be 
written as: 

 
fff Hγε =                                                                       (1) 

Where   is the fuel specific exergy,  the exergy grade 
function, and Hf  the higher heating value of the fuel. 
Table 1 shows higher heating value, chemical exergy, and 
fuel exergy grade function of different fuels considered in 
this study [8, 10, 19, 30]. As shown, in Table 1, all values 
of the exergy grade function are very close to unity. 
Consequently, the common practice in such cases is to 
assume that the exergy of the fuel is approximately equal 
to the higher heating value [31-32]. 

 
Table 1: Higher heating value, chemical exergy, and exergy grade 
function for different fuels (at 25oC and 1 atm) [8, 10, 19, 30]. 

Fuel Hf (kJ/kg) fε  (kJ/kg) fγ ( fε /Hf) 

Diesel 39,500 42,265 1.070 
HFO 40,600 40,194 0.990 
Natural Gas 55,448 51,702 0.930 

3.1.2. Exergy of electricity: 
 
From the definition of exergy, electricity, We, is 

identical to the physical work exergy, EWe: 

e
We WE =                                                                         (2) 

3.2. Energy and exergy efficiencies: 
 
Energy efficiency (first law efficiency) is the ratio of 

energy contained in useful products of a process to energy 
contained in all input streams, while exergy efficiency 
(second law efficiency) is the ratio of exergy contained in 
the useful product to the exergy contained in all input 
streams. Energy efficiency (η ) and exergy efficiency 
(ψ ) are defined as: 

%100×= )
gy inputtotal ener
productsenergy in (η                                (3) 

%100×= )
gy inputtotal exer
productsexergy in (ψ                               (4) 

Energy, eη  , and exergy, eψ  , efficiencies for electricity 
generation through fossil fuels, mf, can be expressed as 
follows: 

%100))/(( ×= ffee HmWη                                           (5) 

efffeff
We

e HmWmE ηγεψ =×=×= %100))/((%100))/((  (6) 
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Therefore, exergy efficiency for electricity generation 
process can be taken as equivalent to the corresponding 
energy efficiency [32]. 

4. Results and Discussion 

As stated previously, electricity is mainly produced by 
means of thermal power plants in addition to small 
portions produced by using available renewable sources. 
Figure 2 shows an illustrative presentation of electricity 
production in Jordan. In order to simplify the analysis of 
energy and exergy efficiencies for this sector, energy 
consumption and electric production flows are analyzed, 
for three power plants namely steam, combined cycle, and 
gas turbines that consume most of fuels, i.e. 99.5%, 
supplied to the utility sector. 

Figure 2: An illustrative presentation of the electricity production 
in Jordan. 
 

Real data, from the field, have been obtained by 
compiling and analyzing scattered data collected from 
electricity generation companies for a period spanned from 
2007 to 2010; this forms a unique point in this study by 
developing data that are not published elsewhere. Table 2 
summarizes the collected data. 

 
Table 2: Total primary energy consumption and electricity 
generation according to type of generator during the period 2007-
2010. 
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 Consumption (1000 toe) 

Electricity Generation (GWh) 

  

St
ea

m
 

C
om

bi
ne

d 
C

yc
le

 

G
as

 T
ur

bi
ne

s 

O
th

er
s 

2007 3026 6525 5061 949 74 

2008 3275 5726 5043 2664 74 

2009 3430 5424 5393 3123 69 

2010 3270 4824 7561 2028 73 
 

As clearly can be seen from Table 2, the share of 
combined cycle power plants, fired by imported natural 
gas, has been increased by almost 12% during the period 
of study. This will have a dramatic effect on the 
performance of the utility sector, in Jordan, since it has the 
highest efficiency as compared with other available 
thermal technologies of power generation. 

The analysis has been carried out based on input and 
output energies and exergies given in Table 2. Energy and 
exergy efficiencies for each year have been determined by 
using equations 5 and 6, considering energy grade function 
as unity. Table 3 shows both of energy and exergy 
efficiencies for the whole electricity generation sector. 

 
Table 3: Calculated energy and exergy efficiencies during 2007-
2010 (%). 

Year Overall Efficiency (%) 

2007 35.8 

2008 35.5 

2009 35.1 

2010 38.1 
 

In general, for the utility sector, several investigators 
have come up with the same results that the energy and 
exergy efficiencies for similar activities are almost 
identical for the utility sector. This result indicates that 
inefficiencies in this sector are not caused by mismatch in 
the input-output quality levels but rather by the presently 
available techniques used for conversion processes. 
Substantial improvements in this sector are expected to be 
difficult to obtain and will involve major changes in the 
conversion methods [32].  

For comparison purposes, energy and exergy 
efficiencies for main generating plants for year 2010 are 
indicated in Figure 3. It is obvious that combined cycle 
units have the highest values. This should attract the 
attention of planners and policy makers to upgrade all 
existing power plants based on gas turbines to operate as 
combined cycle in the near future. Moreover, future 
expansion in power generation projects should be limited 
to combined cycle plants, especially when fired with 
natural gas. Such trend has the extra advantage of reducing 
total gaseous emissions, including greenhouse gases, from 
the power sub-sector [33]. 

 
Figure 3: Energy and exergy efficiencies of power plants of the 
utility sector in Jordan for the year of 2010. 

5. Conclusion 

In this study, energy and exergy efficiencies of the 
Jordanian utility sector were determined for period 
spanning from 2007 to 2010. Calculated exergy efficiency 
of the utility sector is same as its corresponding energy 
efficiency since for fossil fuels energy, which is the prime 
energy source for electricity production in Jordan, the 
exergy grade function is almost unity. The average overall 
energy and exergy efficiencies are found to be about 
38.1% in 2010.    

The calculated efficiencies over the studied period can 
be considered as an important tool for policy makers, 
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energy planners and operators to get deeper insight into the 
performance of the utility sector. Furthermore, such results 
could provide important guidelines for future research 
work since large energy and exergy losses, which are 
reported in this study, should be taken as a challenge by 
the society, concerned governmental institutions and 
generators to achieve sustainability goals. 
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