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Abstract 

In order to study the heat transfer characteristics, a micro heat pipe (MHP) of circular geometry having inner diameter 1.8 
mm and length 150 mm is designed and fabricated. An experimental investigation is carried out also to investigate the 
performance of the MHP with different experimental parameters. These experimental parameters include inclination angle, 
coolant flow rate, working fluid and heat input. Inclination angle are varied from 300 to 900, where as coolant flow rate and 
heat input are varied from 0.3 lit/min to 1.0 lit/min and 0.612 W to 8.71W respectively. Three different types of working 
fluids are used; acetone, ethanol and methanol. For each working fluid, heat transfer characteristics are determined 
experimentally for different inclination angle and different coolant flow rate at different heat input. Acetone is proved to be 
better as working fluid. A correlation is also made for acetone to relate other experimental parameters for determination of 
heat transfer coefficient. 

© 2010  Jordan Journal of Mechanical and Industrial Engineering. All rights reserved 

Keywords: Micro Heat Pipe, Heat transfer characteristics, Inclination angle. 

Nomenclature * 

Ae: 

mc: 

Q: 

R: 

Tc: 

Te: 

Tw: 

U: 

X: 

θ: 

Surface area of  evaporator 

Coolant flow rate 

Heat Input 

Thermal Resistance 

Average condenser temp 

Average evaporator temp 

Wall temperature 

Overall heat transfer coefficient 

Axial distance 

Inclination angle 

mm2 

lit/min 

W 

0C/W 

0C 

0C 

0C 

W/m2 0C 

mm 

0C 

                                                 
* Corresponding author. rhossain@ualberta.ca 

1. Introduction                        

Overheating of integrated circuit (IC), microchip etc. is 
a potential threat to these electronic components. It is very 
important to facilitate optimum cooling of electronic 
components in a smaller electronic device because 
integrated circuit lifetime depends on it. An increasing 
market demand on powerful gadgets in smaller and smaller 
cabinets creates a trade off situation: either to enlarge the 
package to accept additional cooling or to sacrifice IC 
lifetime. This is a great challenge in thermal design 
management. Among other cooling techniques heat pipes 
emerge as the most appropriate technology and cost 
effective thermal design solution due to its excellent heat 
transfer capability, high efficiency and its structural 
simplicity. Due to the space constraint in most of personal 
computers and telecommunication devices, the size of heat 
pipes has to be carefully decided. Thus application of 
micro heat pipe (MHP) has been extended gradually. So 
investigation on MHP is indispensable for further 
development and improvement of its performance. 
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Besides electronic cooling, there are many other 
applications, where MHPs may be useful. For example, 
MHPs are interesting to be used in implanted neural 
stimulators, sensors and pumps, electronic wrist watches, 
active transponders transponders, self-powered 
temperature displays, temperature warning systems. MHPs 
are promising to cool and heat some biological micro-
objects [1]. 

A heat pipe is a heat transfer mechanism that can 
transport large quantities of heat with a very small 
difference in temperature between the hot and cold 
interfaces. Heat pipes are pencil-sized metal tubes that 
move heat from one end of the tube to the other without 
the aid of a pump. Within the heat pipe, heat vaporizes a 
small amount of fluid at the pipe’s hot end; the fluid 
travels to the other, slightly cooler end and condenses 
before returning to the hot end through a capillary wick, 
where it repeats the process. The device efficiently 
transfers large quantities of heat. The heat pipe can, even 
in its simplest form, provide a unique medium for the 
study of several aspects of fluid dynamics and heat 
transfer, and it is growing in significance as a tool for use 
by the practicing engineer or physicist in applications 
ranging from heat recovery to precise control of laboratory 
experiments. Today heat pipes are widely used in 
computer, telecommunication, and other various 
electronics equipment. It is a light weight device with no 
moving parts, silent in operation and having several 
hundred times the heat transport capacity as compared to 
the best metallic heat conductor like silver and copper. 
They are often called the “superconductors” of heat, as 
they possess an extra ordinary heat transfer capacity with 
almost no heat loss. Moreover, the thermal management 
problems of microelectronic components will worsen with 
further miniaturization. The size of microprocessors has 
been reducing day by day with the development of 
electronics. Consequently, the number of active semi-
conductor devices per unit chip area has been increasing. 
In the last decade, the number of active semi-conductor 
devices per unit chip area has almost quadrupled [2]. The 
minimum feature size in microprocessors has reduced 
from 0.35 μm in 1990 to 0.25 μm in 1997 and which will 
go down further to 0.05 μm by the year 2012 [3]. This has 
increased the heat dissipation density for desktop 
microprocessors. As an example, heat flux has increased 
from 2W/cm2 for an Intel 486 microprocessor to almost 21 
W/cm2 for the Intel P II 300-400 MHz microprocessors 
[4]. The current heat dissipation rates for some of desktop 
computers are approximately 25 W/cm2. It is expected that 
microprocessor chips for some of the next generation work 
stations will dissipate 50-100 W/cm2. Thus reduction in 
size also brings severe limitations to the conventional 
cooling techniques [5].   

Development of efficient thermal management scheme 
is essential to dissipate these high heat fluxes and maintain 
suitable operating temperature of the device. Micro heat 
pipes are increasingly filling this role. To keep up with 
today's thermal solution challenges, micro heat pipes must 
improve efficiency and integrate remote heat transfer into 
thermal management solutions. Thus application of MHP 
has been extended gradually. Jin Zhang [6] studied the 
heat transfer and fluid flow in an idealized micro heat pipe. 
Yuichi et al. [7] experimentally confirmed steady-state 

heat transfer characteristics of flat MHP in detail and 
proposed a method for determining its maximum heat 
transfer rate. Moon et al. [8] studied performance of a 
triangular micro heat pipe mounted horizontally and found 
that its heat transport limit 6-15 W/cm2 for the operating 
temperature ranging from 45-80 oC.  Zhuang et al. [9] 
compared the performance of heat pipes placed at different 
inclination angles in terms of maximum heat transfer 
capacity using three different structural wicks. It is found 
that all structures of wicks have little influence on the heat 
transfer capacity of heat pipes working with the aid of 
gravity. Under the condition of anti gravity, the structure 
of wicks has obvious influence on the heat transfer 
capacity of miniature heat pipes.  

Moon et al. [10] experimentally investigated the 
thermal performance of micro heat pipe with polygon 
cross-sections. They showed that in the case of the MHP 
with a small sized equivalent diameter smaller than 2 mm, 
the effect of the pipe length on the thermal performance of 
the MHP could be large because of the pressure losses by 
friction at the vapor–liquid interface and the capillary 
limitation for returning of condensed liquid are 
significantly dominant as an increase of the pipe length.  
They also showed, the thermal performance of the 
triangular MHP tends to be increased according to the 
decrease of the pipe length. For this study the length of the 
pipe is chosen as close to specified by Moon et al. [10]. 

From the above discussion it may be noted that a 
number of research works on micro heat pipes have been 
carried out but very limited research work has done so far 
to completely determine the performance of MHP. Again 
researches that include effects of different experimental 
parameters such as inclination angle, coolant flow rates, 
heat input and working fluid on the performance of MHP 
has not studied yet to the best of our knowledge. This 
study completely investigates the effect of all the above 
experimental parameters on the performance of MHP. 

2. Design of Micro Heat Pipe 

Since a micro heat pipe (MHP) generally refers to 
small heat pipe with a diameter of less than 3 mm, 
selection of diameter is an important design consideration 
for fabrication of MHP. Heat pipe of circular geometry is 
used in this experiment. In this study for MHP a copper 
tube of 2 mm outer diameter and 1.8 mm inner diameter is 
selected. This dimension is chosen because it fulfils the 
required range for MHP and its availability in local market 
as well. The reasons behind selecting copper tube are: The 
compatibility of copper with both the working fluid and 
the external environment is very high., Thermal 
conductivity of copper is also a higher than the other 
container materials such as stainless steel, mild steel etc, 
Copper facilitates the ease of fabrication, including weld 
ability, machine ability and ductility and also there are 
some other important properties required for heat pipe 
container like porosity, wet ability, strength to weight ratio 
- which is more important in spacecraft applications etc.  

 The heat pipe consists of three sections; evaporator 
section, adiabatic section and condenser section (Fig. 1). 
The total length of MHP is arbitrarily selected as 150 mm. 
This dimension is convenient to handle and can easily be 
used in practical applications. The detail dimension of  
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Figure 1: Schematic view of circular MHP. 
 
MHP used in the experiment is summarized in Table 1.  
 

Table 1: The detail dimension of MHP 

Parameter Dimension (mm) 

Hydraulic diameter of pipe, dh 1.8 

Length of Heat Pipe, L 150 

Length of evaporator section, L 
e 

50 

Length of adiabatic section, L a 30 

Length of condenser section, L 
c 

70 

Evaporator section is located at the bottom of the heat 
pipe. Heat is added to the heat pipe through evaporator 
section. Adiabatic section is located in between the 
evaporator and condenser section. This section is actually 
kept with heat pipe to distinguish evaporator section and 
condenser section. Condenser section is the uppermost part 

of the heat pipe. There is a water jacket around this section 
which is concentric with the container section. Water 
flowing through the jacket cools the condenser section of 
the pipe and thus takes away the latent heat of condenser 
of vapor.  

3. Experimental Procedure 

The schematic diagram of the experimental setup is 
shown in Fig. 2. At first working fluid is poured to the 
evaporator section of MHP. The amount of working fluid 
is selected to maintain a charge ratio, which is the volume 
of the evaporator filled by the working fluid to the total 
volume of the evaporator to 0.9 because previous studies 
on MHP show that, this value of charge ratio is 
convenient. In other words the evaporator is 90 percent 
filled by the working fluid.  Since no vacuum pump is 
used, the remaining portion of MHP may contain air. Ni-
Cr thermic wires having width of 1.5 mm, thickness of 0.1 
mm and total resistance of 16 Ω are wound around the  
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Figure 2: Schematic diagram of the experimental setup. 

 
evaporator wall maintaining equal spacing of   1.5 mm. 
For electrical insulation in the evaporator section, 
insulation tape is used. The heat added to the evaporator 
section of MHP is processed in the electric method by 
using the AC power supply (variac). To minimize heat 
losses, evaporator section is covered with glass wool. 

The condenser section is cooled by a constant 
temperature water coolant, circulating in an annular space 
between the copper tube and the jacket. The water coolant 
is taken from supply line trough pipe and the flow is 
controlled by the flow meter. The inlet and outlet coolant 
temperatures are measured. Twelve calibrated K type 
(Cooper-Constantan, Φ 0.18 mm) thermocouples are used. 
Ten are attached at the wall of each MHP to measure the 
wall temperature; four units at the evaporator section, two 
units at the adiabatic section and four units are at the 
condenser section. Remaining two are used to measure the 
inlet and outlet temperature of the condenser water. The 
thermocouples are attached at the wall surface-using 
adhesive. Temperatures are measured by a digital 
thermometer. 

An input power to the heater in the evaporator section 
is increased by using a variac from 0.612 W to 8.71 W. 
Ammeter and voltmeter were used to measure the voltage 
and current in the heater circuit so that a relation can be 
made between the variac reading and actual heat transfer 
from the heater to the heat pipe.  The measurements are 
made under a steady state condition at each input power. 

To understand the effects of inclination as well as the 
change of coolant flow rate in the condenser, the same 
procedure is followed at each fixed inclination angle and 
coolant flow rate.  

4. Math Model 

This paper is focused on the experimental works only. 
The performance and other mathematical analysis are not 
presented here. However, interested reader may referred to 
Reay et al.[11] and  Valeri  and Roger [12]. 

The thermal resistance, R (0C/W) is defined as 

Q
TTR ce −=  (1) 

and the overall heat transfer coefficient, U (W/m2 0C) is 
by  

)( cee TTA
U

−
= Q

 (2) 

5. Results and Discussion 

Experiment is carried out with MHP for different 
working fluids; methanol, ethanol and acetone at different 
inclination angles, 300≤ θ ≤ 900 for various heat input, 
0.612W≤ Q ≤8.71W and coolant flow rates, 0.3 lit/min ≤ 
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mc ≤ to 1.0 lit/min. To keep the volume of the paper 
minimum only representative curves (similar nature curves 
are not shown) are given. Fig. 3 shows the distribution of 
wall temperature along the length of MHP for different 
coolant flow rate where as Fig. 4 is drawn wall 
temperature profile for different heat input.. From this 
figure it is seen that in evaporator section temperature 
remains same, which indicates uniform heating. After that 
temperature drops in adiabatic section and in condenser 
section. Again it indicates coolant flow rate has a little 
effect on wall temperatures. From Fig. 4, it is seen that the 
nature of the curve in different section of MHP is similar 
as Fig. 3. Wall temperature is higher for higher heat input 
in each section of MHP. From Fig. 5, it is seen that effect 
of coolant flow rates is insignificant on thermal resistance. 
From Fig. 5 it is clear that thermal resistance exhibited a 
decreasing trend as the heat input is increased. It could be 
mentioned here, as the heat input is raised, heat transfer 
rate is increased due to the increase of vapor density; this 
is consistent with the result found by Jon H. B.  [13] and 
Kim, K. S. [14].  Thermal resistance decreases slightly 
with inclination angle up to 500 at constant heat input. 
After that sharp decrease is visible up to 700 and then 
increases (Fig. 6). For this working fluid and heating 
condition MHP will work better at inclination angle 700. 
Again, coolant flow rate has a little effect on thermal 
resistance. Overall heat transfer coefficient is higher for 
high heat input (Fig. 7). Fig. 8 shows the effect of 
inclination angle on overall heat transfer coefficient. It is 
evident that overall heat transfer coefficient is maximum at 
θ =700 for MHP with ethanol as working fluid when Q = 
3.67 W. Fig. 9 depicts the variation of overall heat transfer 

coefficient with heat input for MHP with ethanol as 
working fluid. The overall heat transfer coefficient is 
increased with the increase of heat input. Again this figure 
also shows overall heat transfer coefficient is better for 
inclination angle 700. To find the effect of working fluid, 
Fig.10 is plotted. This figure is plotted for inclination 
angle 700 and heat input is 3.67 W. From the figure it is 
quite clear that performance of MHP with acetone is better 
than MHP with methanol or ethanol. 

An empirical equation is developed as described in 
Appendix-A for MHP with acetone as working fluid. The 
same relation can be developed for MHP with other two 
working fluids. The developed equation is   

U/ U max = 0.695 (Q/Qmax) 0.785 (mc/mc max)-0.114 

(1+sinθ).0634                                                                                            (3) 

 The relation is valid for  
Q = 0.612 W to 8.71 W,  mc = 0.3 lit/ min to 1.0 lit/min 

and  θ = 300 to 900 

The relation is developed for the specified range of 
different parameters used in this experiment. For this 
reason Umax, Qmax and mcmax terms are used; which could be 
defined as the maximum values of the range of 
corresponding parameters. Further studies can be carried 
on to generalize this relation. 

Then some of the experimental data are correlated with 
the developed equation and presented in Fig. 11. From this 
figure it is clear that the developed equation can correlate 
the experimental data within ± 7% error only.  
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Figure 3: Wall temperature distribution along the length of MHP with methanol for various coolant flow rates when θ =900 and Q= 1.56 W. 
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Figure 4: Wall temperature distribution along the length of MHP with acetone for various heat inputs when θ =500 and mc = 0.8 lit/min. 
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Figure 5: Effect of coolant flow rate on thermal resistance of MHP with ethanol for various heat inputs when θ =500. 
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Figure 6: Effect of inclination angle on thermal resistance of MHP with methanol for various coolant flow rate when Q =3.67 W. 
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Figure 7: Effect of coolant flow rate on overall heat transfer coefficient of MHP with acetone for various heat inputs when θ =700. 
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Figure 8: Effect of inclination angle on overall heat transfer coefficient of MHP with ethanol for various coolant flow rate when Q =3.67W. 
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Figure 9: Effect of heat input on overall heat transfer coefficient of MHP with ethanol for various inclination angles when mc = 1.0 lit/min. 
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Figure 10: Variation of overall heat transfer coefficient of MHP with mc for different working fluid when Q=3.67W and θ = 700. 
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Figure 11: Variation of results obtained from empirical formula and those of from experiment. 
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6. Uncertainty Analysis 

A precise method of estimating uncertainty in 
experimental results has been described by Kline and 
McClintock [15]. If the result R is a given function of the 
independent variables X1, X2, X3,………….Xn andt 
G1,G2,G3,…………..Gn be the uncertainty in the 
independent variables given with the same odds. 

Then the uncertainty in the result having this same odd 
is given in Eq. (4) 
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Using Eq. (4) and the uncertainty of primary 

measurands, the uncertainty of R and overall heat transfer 
coefficient, U are calculated as 9.11 % and 0.2 % 
respectively. 
 

7. Conclusions 

 
The experiment of investigating thermal performance 

of MHP is done by varying the angle of inclination, 
coolant flow rates, working fluids and heat inputs. From 
the results the following conclusion can be made. 
• Coolant flow rate has an insignificant effect on the 

performance of MHP. 
• Performance of MHP depends upon angle of 

inclination. Better performance is found for an 
inclination angle of 700. 

• Heat input has significant effect on the performance of 
MHP. It is found that overall heat transfer coefficient is 
higher for higher heat input. 

• It is observed that for the same heat input and 
inclination angle MHP with acetone as working fluid 
performs better. 
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Appendix- A 
 
Correlation Procedure           

In order to develop an empirical formula, selection of experimental parameters is extremely important. In this study 
experimental parameters are heat input, angle of inclination, coolant flow rate and working fluid. Because Acetone shows 
better performance as a working fluid over methanol and ethanol and to avoid futher difficulties, only MHP with acetone as 
working fluid is considered for correlation purpose. So no term for working fluid is considered in the equation. Eq. (A.1) is 
assumed considering the above experimental parameters with some unknown co-efficient C, a, b and c: 
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Eq. (A.2) is subjected to experimental data and has obtained many equations. Those equations are needed to solve 
simultaneously. They may be arranged in matrix form as given below: 
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Equation (A.3) is solved by Reduced Gaussian Elimination Method with the help of computer programming and 

coefficient ‘C’, ‘a’, ‘b’ and ‘c’ are determined. Computer programming language ‘C’ is used in this case.  
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Abstract 

The energy consumption in the world is increasing greatly owing to the growing population, and to increasing energy 
consumption per capita. This high energy consumption is associated with a high life quality. Due to this fact, and to the 
energy price and availability and to the potential threat of global climate changes, there is a great motivation to use energy 
from renewable sources such as solar energy. Jordan is a developing non-oil production country and its energy needs are 
imported from abroad as oil and petroleum products. On the other hand, Jordan has an abundance amount of solar radiation 
300 days a year. Photovoltaic modules provides safe, reliable, maintenance-free, without noise, and environmentally friendly 
source of power. This paper evaluates the performance of different solar modules in semi arid climate as in Jordanian. An 
experiment to investigate the performance of two photovoltaic modules is conducted at different times of the year. The 
measured parameters in this paper are: output open circuit voltage and short circuit current from the PV modules, ambient 
temperature and solar intensity. The relationship between the performance and the efficiency of monos crystalline PV and 
multi crystalline PV is measured in this experiment. The performance value of the PV solar module is identified and 
compared with the output values supplied by the producer of the PV modules and with other PV models.  

© 2010  Jordan Journal of Mechanical and Industrial Engineering. All rights reserved 

Keywords: Renewable Energy, PV cells, PV Performance; PV Modules; PV in Jordan. 

1. Introduction                  *       

There are several factors that form present interest in 
utilizing solar energy in the production of electricity. An 
earlier cause of this interest was the need to reduce 
dependency on imported oil of countries such as Jordan 
and to secure long term requirement of energy needs. 
Interest in renewable energy sources has been increasing 
rapidly as energy prices increased particularly after the 
Gulf wars in the 1990s.  

Additionally, industrial practices and consumption 
patterns of the developed world seriously damage the 
environment and stimulated a search for clean and 
renewable energy sources.  

 

As many countries concerned with increased levels of 
air pollution and climate change, Jordan is concerned with 
the reduction of CO2 emissions to atmosphere. Data 

                                                 
* Corresponding author. abdlkadr@ju.edu.jo 

indicates that CO2 emission in Jordan is below the world 
average value of 3.1 tons/capita/year [1].   

In addition to other renewable energy sources, 
photovoltaic cells (PV) present a prime source of clean 
energy that utilizes energy from sunlight. Solar energy is 
converted directly to power without intermediate 
production of heat. Solar cells are used to heat water and 
PV cells to produce electricity. Photovoltaic cells are 
manufactured from fine films or wafers made from silicon 
[2,3]. They are semiconductor devices capable of 
converting incident solar light to DC current. Efficiency of 
produced power vary from 3% to 17%, depending on 
different causes such as the kind of technology used, the 
light spectrum, ambient temperature, system design, 
semiconductor characteristics and material of solar cell [4, 
5]. The series or parallel connection of cells allows the 
design of solar panels with high currents and voltages 
(reaching up to 1 kilovolt). Solar panels are slow in 
degradation if they are sealed properly, which make them 
durable particularly as they have no movable parts and 
requires little maintenance. Different modules produce 

mailto:abdlkadr@ju.edu.jo
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different amount of electricity according to required 
amount ranging from few watts to megawatts [3].  

Photovoltaic energy conversion in solar cells consists 
of two essential steps. First, absorption of light generates 
an electron-hole pair. The electron and hole are then 
separated by the structure of the device; electrons go to the 
negative terminal and holes to the positive terminal, in 
effect generating electrical power. 

 
At present, almost 95% of available solar cells are 

made of silicon. The advantage of using silicon is its 
mature processing technology, the large abundance in the 
crust of the earth, and non-toxicity that is imperative for 
the environmental. The silicon is used in PV cells for 
monocrystalline (single crystalline) and multiycrystalline 
wafer production and the production of thin film silicon 
modules. More than 90% of produced solar cell every year 
is based on crystalline silicon wafers. Thus, silicon-wafer 
based technology is important for the production of PV 
cells at present time [6]. 

The development of Si-PV technology materials is 
driven by cost reduction.  The large growth in the PV 
market and need for lower cost material than 
monocrystalline make multicrystalline silicon a favorable 
alternative [7]. 

In general, performance of monocrystalline- silicon 
wafer is more expensive but better in performance than the 
multiycrystalline-silicon wafers. In single crystal silicon, 
the crystal lattice of the entire sample is continuous and 
unbroken with no grain boundaries. Multiycrystalline are 
composed of a number of smaller crystals or multiple 
small silicon crystals. Polycrystalline cells can be 
recognized by a visible grain (metal flake effect) and are 
more sensitive to thermal processing. Multicrystalline 
silicon wafers are usually characterized by their different 
grain sizes, orientations and higher content of defects and 
impurities [7]. 

Conversion efficiencies of commercial types of 
multiycrystalline –silicon cells are in range of 12–15% and 
could reach 17% using more sophisticated solar cell 
designs [8, 9]. In fact, the performance and the efficiency 
of multicrystalline solar cells is mainly limited by minority 
carrier recombination. Depending on the crystallization 
process, materials develop different defect structure, which 
determine and limit their efficiency. In general dislocations 
and intragrain defects such as certain impurities, small 
clusters of atoms or precipitates are mainly responsible for 
the recombination processes. Particularly localized regions 
of high dislocation densities are known to be rather 
detrimental [10]. Grain boundaries are less important 
because of the relatively large grains in the centimeter 
range. In order to improve multicrystalline cell efficiency, 
reduction of thermal load is required and implementation 
of guttering steps [11]. 

Multicrystalline silicon is either grown by an ingot or 
ribbon technique. The microstructures of multicrystalline 
silicon materials differ considerably depending on whether 
the material is grown by an ingot or a sheet growth 
technique [2,3]. Dislocations in ingot silicon are formed 
during crystal growth by plastic deformation to reduce the 
thermal stresses. Some of these dislocation networks show 
high recombination rates and are thus very detrimental to 
the lifetime of minority charge carriers. Therefore, 

improvement of multicrystalline silicon can be achieved 
both by the reduction of the dislocation density and the 
elimination of the bad regions where dislocations cannot 
be made passive [11]. 

Moreover, to modify the performance of 
multicrystalline silicon wafers, it is necessary to minimize 
the level of transition metals in the raw silicon material. To 
achieve low enough impurity levels, it is important to use 
the route via an easily cleanable silicon compound such as 
trichlorosilane (TCS) or monosilane. 

2. Jordan Strategy for Solar Energy  

During the last two decades, the increasing energy cost 
has posed difficult challenges for Jordan due to country's 
limited economic resources. To address these challenges 
Jordan has established a strategic transformation and 
restructuring of its national economy and energy strategy. 
The energy strategy aims to increase private sector 
participation in generation and distribution of electricity, 
promote competition and to establish an independent 
regulatory body for the power sector [14].  In accordance 
to this strategy, Jordan has assisted programs promoting 
solar energy. Assessment involved systematic monitoring 
of implementation of appropriate technologies, 
demonstrations and pilot projects [15–21].  

A rural PV electrification program initiated by Quality-
of-life improvement for the users—was launched in Jordan 
in 2002. An important element of this program is access to 
essential electricity of low-income and rural users [22]. 
Yet, the percentage of solar energy to total energy 
consumption in Jordan in 2002 - 2007 was estimated to be 
as low as  1.7–2.1% [23]. 

The potential of utilizing photovoltaic (PV) technology 
in Jordan is substantial as many remote and isolated 
locations are far from the national electrical grid and are 
not expected to be connected in near future. In 2002, the 
Jordanian Government launched a project aimed at 
utilization of PV generators in rural sites. A solar hybrid 
power facility to produce 100-150MW was constructed in 
Quwairah, south of the country. Jordan is aiming to add 
300MW of Concentrating Solar Power (CSP) by the year 
2020 [14].  

Decreasing cost of PV cells and market trends raise 
motivation towards developing PV systems. For example, 
between 1976 and 2008, the capital cost of PV modules 
per watt of power capacity in Jordan has declined from 
about $58 per watt to less than $4 per watts [24]. 

This paper evaluates the performance of two solar 
modules. Experimental data was collected in three 
locations in Amman city in Jordan. The performance was 
investigated at different times in the day and different 
months. Ambient temperature and solar radiation was 
registered. 

3. Existing Knowledge  

3.1. PV Modules 

Solar  cells  are  assembled  into  modules  or  module 
connected to  charged battery, available modules are  
designed  to  deliver  direct  current  (DC)  at  slightly  
over  12  Volts  (V).  A  typical  crystalline  silicon  
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module  consists  of  a  series  circuit  of  36 cells,  
encapsulated  in  a  glass  and  plastic  package  for  
protection  from  the  environment.  This  package  is  
framed  and  provided  with  an  electrical  connection   
enclosure,  or  junction  box.  Typical  conversion  
efficiencies  (solar energy to electrical energy)  for  
common  crystal line  silicon  modules  are  in  the  range 
11 to 15% [3].  

There are four advanced thin film technologies, their  
names  are  derived  from  the  active  cell  materials:  
cadmium  telluride ( CdTe ), copper  indium  diselenide   
(CIS),  amorphous  silicon  ( a-Si )  and  thin  film  silicon  
(thin film-Si ).  Amorphous  silicon  is  in  commercial  
production  while  the  other  three  technologies  are  
slowly  reaching  the  market.  Thin  film  modules  are  
made  directly  on  the  substrate,  without  the  need  for  
the  intermediate  solar  cell  fabrication  step. Some 
manufacturers are developing PV modules that concentrate 
sunlight onto small area high efficiency PV cells using 
lenses. The concept here is that the lens material will be 
less expensive per unit area than conventional silicon 
modules thus resulting in a $/Wp advantage. To ensure 
that the concentrating lenses are always focused on the PV 
cells, these modules must always be directed at the sun and 
therefore must be used in conjunction with sun trackers. 
These modules are limited to areas which has a 
considerable amount of direct beam sunlight, as in desert 
regions [5]. 

3.2. PV Applications   

Photovoltaic can be classified based on the end-use 
application of the technology. The most common PV 
projects are off-grid applications. Water pumping also 
represents an important application of PV, particularly in 
developing countries. The largest long term market 
potential for PV, in volume of sales, is with on-grid 
applications. 

On-grid applications  

In  grid connected  applications,  also called “On-grid”  
applications,  the  PV system feeds  electrical  energy  
directly into  the  electric  utility  grid ( this includes  
central grids and  isolated grids). Two  application  types  
can  be distinguished,  distributed and  central  power  
plant  generation . An  example  of  a  distributed  grid-
connected application  is  building  integrated  PV  for 
individual  residences  or  commercial buildings.  The  
system size  for  residences  is  typically  in  the  2  to  4 
kWp range. For  commercial  buildings, the  system  size  
can  range  up  to  100 kWp   or  more.  Batteries are not 
necessary when the system is grid-connected.  Another  
application  is  the  installation  of  “PV generators”  by  
utilities  at  power  substations  and  “end-of-line” sites.  
These applications  can  be  on  the  threshold  of cost  
competitiveness  for  PV,  depending  on  location.  For  
example,  the Sacramento  Municipal  Utility  District  
(SMUD)  in  California  has  been implementing  a  plan  
to  install  more  than  1 MWp  per  year  of  distributed  
PV  in its  service  area [4]. 

Benefits of grid-connected PV power generation  are  
generally evaluated based on its  potential  to  reduce  costs  
for  energy  production  and  generator capacity,  as well as  
its environmental  benefits.  For  distributed  generation,  

the  electric  generators  (PV or other)  are  located  at  or  
near  the  site  of electrical consumption.  This  helps  
reduce  both  energy  (kWh)  and  capacity  (kW) losses  in 
the  utility  distribution  network.  In  addition, the utility  
can  avoid  or  delay upgrades to the transmission and 
distribution network where the average  daily output of the 
PV system  corresponds  with  the  utility’s  peak  demand  
period  (e.g  afternoon  peak  demand during  summer  
months due to air conditioning loads), as described in Leng 
and Martin (1994) .  PV  manufacturers  are  also 
developing  PV  modules  which  can  be  incorporated  
into  buildings  as  standard building  components  such as  
roofing  tiles and  curtain  walls.  This  helps  reduce the  
relative  cost  of  the  PV  power  system  in buildings.  

Off-grid applications 

Using PV is  most  competitive  in distant sites from 
electric  grid and relatively requiring small amounts of 
power,  less  than  10kWp. In off-grid  applications, PV 
panels  are used to charge batteries, storing the produced  
electricity the  modules  and  providing  users  with  
electrical  energy  as  demand. 

Competition in the use of PV in remote off-grid power 
applications is with grid extension; disposable batteries; 
fossil fuel and thermoelectric generators.  The  cost  of  
grid  extension  in the  US,  estimated by  the Utility  
Photovoltaic  Group  (UPVG)  ranges  from  $20,000  to  
$80,000  per mile.  Thus, PV competes  well  against  grid  
extension  for  small  loads,  far  from  the  utility  grid.  
Compared  to fossil  fuel  generators  and  primary 
batteries,  key  advantage of  PV  is  reduction  in 
operation,  maintenance and  replacement  costs;  these  
often  result  in  lower  lifecycle costs for PV system. Off-
grid  application  includes both stand-alone and  hybrid  
systems,  which  are  similar to  stand-alone  systems  but 
also include a fossil fuel generator to meet some of the 
load  requirements and provide higher reliability [4,5]. 

4. Experimental Setup and  Devices 

In order to carry out the performance test for different 
PV modules, the following experimental setup has been 
conducted in the experiment. 

4.1. The photovoltaic System   

Two different modules of PV panels arranged in a 
series–parallel connection are tested:  
• a PV module has solar cells made of mono-crystalline 

silicon (Fig. 1, a).  
• a PV module has solar cells made of multi-crystalline 

silicon (mc-silicon) (Fig. 1, b). 

 
  Figure 1 (a): Monocrystalline PV Cells 
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Figure 1 (b): Multiycrystalline PV Cells 

Orientation and inclination angle of the solar panel 
significantly affect efficiency and output power. The two 
tested panels were installed on the same frame to inshore a 
similar inclination angle for both PV models. Best 
orientation for PV panels is to the south in Jordan to 
increase total energy incident on the collector surface 
during day light. The PV panels were placed to face south 
at 32º angle as Amman has a latitude of 31º57' north [25]. 
This angle can be reduced to less than altitude to maximize 
power in summer and to be larger than latitude in winter to 
maximize collected energy.  

4.2.   Battery Storage  

PV systems require energy storage to store the 
generated electricity during day light to use when needed. 
Most used battery types are lead-calcium and lead-
antimony. Nickel- cadmium batteries are also used 
particularly if battery is subjected to a range of 
temperatures.  The changing nature of solar radiation 
requires batteries that can undergo charge and discharge 
cycles without damaging. The amount of battery capacity 
that can be discharged without damaging the battery 
depends on battery type. Lead calcium batteries are most 
suitable in “shallow cycle” applications where less than 
20% discharge occurs in each cycle. Nickel-cadmium 
batteries and some lead-antimony batteries can be used in 
“deep cycle” applications where the depth of discharge 
may exceed 80%. Depending on site conditions and 
presence of a backup generator, battery banks are sized to 
provide a period of system autonomy ranging from a few 
days to a couple of weeks [e.g. 25].  
 

Batteries are distinguished by their voltage, which for 
most applications is a recurrent of 12V. Battery capacity is 
expressed in Ampere-hours (Ah). For example, a 50 Ah, 
48 V battery stores 50 × 48 = 2,400 Wh of electricity 
under nominal conditions. Optimization of battery size is 
important to extend battery life and optimal system 
performance and life-cycle costs. Unnecessary battery 
replacement is costly, particularly for remote applications. 

4.3. Inverter 

Inverters are power electronic devices used in various 
photovoltaic systems to convert direct current to a 50-Hz 
alternating current conforming to the grid.  

The output power of tested photovoltaic panels in the 
present investigation was measured by calculating output 
current and voltage using an ohmmeter. 
 
 
 

4.4. Pyranometer  
 

A pyranometer is used to measure broadband solar 
irradiance on a plan surface and solar radiation flux 
density (W/m2) of an angle view of 180º. 

4.5. Speedometer    
 

A speedometer is used to collect and record air 
velocity, temperature, humidity and wet bulb.  

5. Experimental Approach  

The experimental investigation has been carried out at 
the venue of the University of Jordan in Amman, Jordan. 
Experiment measurements started from January to the end 
of May. Measurements were taken from the two PV 
modules in three days of each month. Taken readings 
included the following: 
• Open circuit voltage and short circuit current readings 

produced at the output of the PV cell. Solar radiation, 
ambient temperature, humidity and wetness, wind 
speed. Keeping similar conditions for the two tested PV 
panels. 

• Efficiency of each panel under the recorded conditions 
was calculated. Input power has been calculated by 
multiplying the incident solar radiation with the PV 
area. Output power has been calculated using measured 
values of the generated voltage and current. Efficiency 
variation accordance to solar radiation and output 
conditions has been calculated and presented in the 
next section.  

• Computer software has been used to specify cash flow 
diagram and to calculate payback period of the PV 
system.  

 
Figure 2 shows the schematic diagram of PV panel 

system with all components such as charge controller, 
inverter, batteries and DC and AC load. The devices that 
have been used in the experimental work and their 
specifications are presented in Table 1. 
 
 

 
Figure 2: Schematic diagram for the PV system 

 
 

http://en.wikipedia.org/wiki/Solar_irradiance
http://en.wikipedia.org/wiki/Solar_irradiance
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Table 1: Specifications of devices used in this experiment  

Devices Manufacturer Model Specifications 

PV Solar 
Panels Type  

1 

KYO CERA 
Corporation KC 70 

Max. power 75w 
outputs power 
70v circuit volt 
2105v output 

volt 16.9v 

Current 4.14 A 

PV Solar 

Type 2 
multi 

TUV 

Rheinland 
BP 

585F 

Nominal peak 
power 

Pm = 85. w 

Peak power 
voltage 18.v 

Power peak 
current 4.72 

Short e.c  Isc=5A 

opent c. Volt V 
oc= 22.03v 

Pyranometer 
+ 

 

Integrator 

Solar light 
co. inc. + 

 

KIP and 
Zonen B.V 

PMA 
2144 

 

01127 

 

Min. power 

Pmin=80w 

Sensitivity = 
15.42± 0.24 
μV/W/m2. 

Voltmeter UNI -T DT 
830  

6. Experimental Results  

Solar radiation on a horizontal surface in Amman city 
varies from one month to another. There's also a wide 
variation in total daily radiation on horizontal surface in a 
same month, caused by the inclination angle of solar 
radiation and weather conditions.  

Radiation intensity has high level in sunny days, and 
decreases to an insufficient level in cloudy weather. 
Variation in solar radiation is also caused by earth’s 
rotation around its axis. At early morning solar radiation 
has a low angle and solar rays penetrate a thick 
atmospheric layer. Abundance in radiation occurs at noon, 
when sun is at the highest angle above the horizon and 
radiation encounters minimum thickness of the 
atmosphere. Solar radiation also differs according to 
seasons, in winter the sun becomes lower in the sky and 
higher in summer because sun ray’s angle changes due to 
the earths tilt angle [25]. 

Figure 3(a-e) shows the measured ambient temperature 
as a function of time for several days in each month from 
January to May. Ambient temperature was measured at 
different times during test days starting 8:00am to 4pm.  
Fig. 3 indicates that temperature varies significantly during 
the day and in most cases from one day to another of the 
same month. For example, Fig. 3(a) shows that in January 
at 8am, measured temperature was 9oC and rises to about 
17oC at midday and decrease to 14oC at 4pm. Yet, the 
measured temperature is higher than the measured 
temperature in the morning. This temperature behavior is 

noted in the months January to May. Such rapid climate 
change in the same season produces a noted gap in 
temperature readings which affects the efficiency 
performance, as shown in the efficiency curve below 
Figure 3. 
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Figure 3 (a) January 2009 
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Figure 3 (b) February 2009 
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Figure 3 (c) March 2009
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Figure 3 (d) April 2009 
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Figure 3 (e) May 2009 

Figure 3 (a-e): Ambient temperature measurement as a function of 
time for different days in the months January to May 

 

 
Variation in ambient temperature during the day affects 

received radiation intensity accordingly. The highest 
radiation intensity was obtained at mid day when sun ray is 
perpendicular on the surface. The recorded values are in 
the range 600 W/m2 in the morning and afternoon and 
1100W/m2 at midday. The variation in radiation intensity 
caused variation in the measured output current which 
affects efficiency in the same manner. Fig. 4 shows solar 
radiation measurement per hour in randomly selected three 
days in the months January to May. January to March 
represent winter season in Jordan, April and May spring. 
Figure 4 shows radiation intensity is a little lower during 
the days in winter than those in spring particularly in the 
morning.  However, it can be concluded from Figure 4 
below that solar radiation in winter is enough to utilize PV 
system in Jordan. 
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Figure 4 (a) January 2009 
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Figure 4 (b) February 2009 
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Figure 4 (c) March 2009 
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Figure 4 (d) April 2009 
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Figure 4 (e) May 2009 

Figure 4 (a-e): Measured solar radiation as a function of time for 
different days each month 

 

 
Output current and voltage of each panel was measured 

every hour in a randomly selected day each month under 
similar conditions. The open circuit voltage and short 
circuit current has been measured directly from the PV 
panels output without battery connection or electrical load. 
The efficiency curve of mono crystalline and multi 
crystalline PV panels is plotted.   

Figure 5(a-e) shows the comparison of the produced 
current of mono crystalline and multi crystalline PV panels 
of each month. The output current of mono crystalline is 
higher than that of the multi crystalline PV panel at all 
times in days and months.  

Finally, factors that affect the electrical characteristics 
of the PV solar panels are summarized as: 
• The amount of sun rays reaching the cells 
• number of cells in the panel 
• types of silicon PV solar cells 
• temperature of the PV solar panels 
• area of each PV panel 
• system losses effect such as losses due to cables and 

blocking diodes 
• charge status of battery. 

 
In the present experimental investigations, the batteries 

did not used in the measurements. Also, the inverter which 

changes the DC output battery to AC voltage of the load 
was not used in this experiment. Therefore, the effect of 
the inverter and batteries on the system efficiency has been 
not discussed in this work. 

However, the ambient temperature has a considerable 
effect on the efficiency of PV system. As the ambient 
temperature increases cell temperature increases, the open 
circuit voltage decreases and the short circuit current 
become slightly higher to reach the maximum output 
current. In the present investigations, the measurements for 
both types of PV panels have been carried out at the same 
time which means that the ambient temperature and 
temperature of the PV panels were identical. Therefore, the 
influence of ambient temperature on the efficiency of PV 
panels is abandon. 
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Figure 5 (a) January 2009 
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Figure 5 (b) February 2009 
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Figure 5 (c) March 2009 
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Figure 5 (d) April 2009 
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Figure 5 (e) May 2009 

Figure 5 (a-e): Output current measurement of mono-crystalline & 
and multi crystalline PV panels as a function of time of one day in 

each month 
 

Figure 6 (a-e) illustrates the efficiency curves for both 
mono crystalline and multi crystalline PV cells.  Figure 6 
indicates that mono crystalline PV cells have higher 
efficiency value than multi crystalline PV cells. The 
efficiency of mono crystalline PV cells can reach 18% 
while efficiency of multi -crystalline PV cells reaches 
16%. Thus, output power of mono crystalline is higher 
than that of multi crystalline PV cells. Efficiency curves 
display constant values owing to weather change during 
the day. Efficiency increases rapidly with solar irradiance. 
A maximum peak occurs at midday when radiation 
intensity reaches maximum. 
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Figure 6 (a) January 2009 
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Figure 6 (b) February 2009 
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Figure 6 (c) March 2009 
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Figure 6 (d) April 2009 

 

 

 



 © 2010  Jordan Journal of Mechanical and Industrial Engineering. All rights reserved - Volume 4,  Number 5  (ISSN 1995-6665) 
 

551

0

3

6

9

12

15

18

21

7 9 11 13 15 17

Time (hr)

Ef
fic

ie
nc

y 
%

Mono-C

Multi-C

08/05/2009

 
Figure 6 (e) May 2009 

Figure 6 (a-e): efficiency behaviors of mono-crystalline &-multi 
crystalline PV panels as a function of time of the selected days in 

each month 
Figures 5a and 6a show output current and efficiency of 

the two PV modules in January, both indicate graduate 
increase in irradiance. The PV solar modules show the 
peak values for the output current and efficiency at noon 
time. Cloudy sky on the 4th of January caused efficiency 
reduction and the generated power from 2:00pm onward. 
Figure 5b and 6b shows similar results for February. It is 
found that maximum values of output current and 
efficiency occur at noon time. The same trend is noted in 
March, April and May. 

7. Conclusion and Recommendations  

 

A performance test of mono-crystalline and multi-
crystalline PV panels has been carried out in this paper.  
This test was conducted in semi arid climate conditions 
in Jordan. Short circuit current and open circuit voltage 
data were recorded of the tested PV panels. Input power 
has been calculated based on measured solar radiation. 
Output power of the panels is calculated from the 
measured values of generated current and voltage. 
Efficiency of mono-crystalline and-multi crystalline PV 
panels was measured in different days of each month.  
Findings indicate that efficiency of mono-crystalline is 
higher than that of the multi-crystalline PV panels.  

Factors found to be taken into consideration while 
comparing the two PV types include:  
1. Wear of utilized cells as the efficiency is reduced with 

a longer life-time period. 
2. Cell type affects its performance in which the semi- 

silicon is classified as the best. 
3. weather conditions, readings in rainy days are excluded 

because of  absence of adequate radiation.  
The comparison of the efficiency of the multi-

crystalline and mono-crystalline PV panels indicates that 
despite similar behavior of both PV modules in the 
selected days and months, mono-crystalline panel 
efficiency was higher than that of the multi-crystalline 
panel. However, the difference between the efficiency of 
both models was relatively small. 
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Abstract 

The 3D unsteady flow field in a centrifugal impeller with splitter vanes, due to a downstream static pressure distortion 
imposed by the volute collector at off-design operations, is analysed by means of numerical modelling. Two cases are 
examined: one analysing the impeller flow field at higher than nominal mass flows and one at lower than nominal mass 
flows. The hub streamsurface, where the channel length is longer reacts with smoother changes with respect to the shroud. 
For both cases, it is demonstrated that the exit static pressure non-uniformity propagates upstream and creates unsteady flow 
in the channels between the impeller full blades and splitter vanes resulting in changes in incidence, velocity components and 
relative flow angles. In the higher mass flow case the unsteady phenomena are more pronounced. 

© 2010  Jordan Journal of Mechanical and Industrial Engineering. All rights reserved 

Keywords: Unsteady Flow, Centrifugal Impeller, Splitter Blades, Static Pressure Distortion. 

Nomenclature* 

c Speed of sound 
f Frequency 
t Time 
L Length of blade channel 
M Mach number 

blN  Number of blades 

P Static pressure 

rS  Strouhal number 

V Absolute velocity 
Δt Time step 
Ω Reduced frequency 
α Absolute flow angle 
β Relative flow angle 
ρ Density 
ω Non-dimensional rotational impeller speed 

 

                                                 
* Corresponding author. afatsis@tee.gr. 

Superscripts 

bl Blade 

spl Splitter 

Subscripts 

ps Blade or splitter pressure side 

r Radial 

rel Relative 

ss Blade or splitter suction side 

z Axial 

θ Circumferential 

0 Total conditions 

1 Impeller inlet 

2 Impeller trailing edge 

mailto:afatsis@tee.gr
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1. Introduction 

Centrifugal compressor impellers often employ the use 
of splitter vanes in order to achieve the high pressure ratio 
for which they are designed, avoiding thus the chocking of 
the flow in the vicinity of the leading edge of the blades 
where the free surface for the flow between two 
consecutive blades is minimum, [1]. It is proven 
experimentally that when a centrifugal compressor 
impeller is followed by a non-axisymmetric volute 
operating at off-design conditions, the circumferential 
distribution at the diffuser outlet and at the diffuser inlet is 
not uniform, [2]. It was also found that the 
circumferentially non-uniform profile of the static pressure 
follows a rather saw-tooth distribution, with its peak value 
(in the case of higher mass flows) or its lowest value (in 
the case of lower mass flows) corresponding to the volute 
tongue position, [2].  

The propagation of the outlet static pressure distortion 
towards the impeller inlet was confirmed in [3]. Sudden 
changes in the flow field observed at the volute tongue, 
result from two counter-rotating vortices (because the total 
vorticity has not yet changed) at the impeller inlet. At mass 
flows lower than the optimum one, one of the vortices 
creates counter-rotating flow resulting in an increased 
incidence. The other vortex causes a decrease in incidence. 
A similar phenomenon occurs at higher than the optimum 
mass flows.  

A simple 1D model was presented to predict the 
impeller response due to the circumferential static pressure 
variation caused by the volute, [4]. The model is 
applicable only for incompressible flows and assumes a 
circumferentially constant relative outlet flow angle. This 
is in contrast to experimental observations in which 
circumferential variations in the relative outlet flow angle 
were reported [5]. 

Better predictions were obtained by 2D unsteady 
models, solving the 2D unsteady potential flow equations 
by means of singularity or finite element method, [6]. 
Incompressible flow calculations solving the 2D Navier-
Stokes flow using the k-ε  model for turbulence were also 
done, [7]. Quasi-3D unsteady models predict the unsteady 
flow variations in the blade to blade surface at the shroud 
[2]. All these models, however, fail to provide information 
about the 3 D effects in the impeller. 

A 3D numerical model based on the Euler equations 
was developed in order to study the unsteady flow field 
inside the impeller due to a circumferential variation of the 

static pressure at the impeller outlet, for the case of full-
bladed impellers, [8].  The modelling of unsteady flows 
using the Euler equations assumes that the main unsteady 
flow characteristics are dominated by the propagation of 
pressure waves across the flow field. 

In the present study, the extension of the method is 
presented for the case of 3D centrifugal impellers with 
splitter vanes operating at circumferentially non-uniform 
static pressure. Computations are performed for centrifugal 
impeller with backward leaned blades for lower and higher 
mass flows. Results obtained show that the present model 
is able to handle the unsteady flow field inside the impeller 
full and splitter blades. The outlet static pressure non-
uniformity propagates upstream and causes unsteady flow 
in the impeller and creates incidences variations upstream 
the impeller blades. 

1.1. Numerical Method 

The numerical model used to analyse the unsteady 
impeller flow field consists of the 3D Euler equations. 
These equations can accurately capture flows where 
viscous phenomena are limited in certain regions of the 
flow, and this makes them an attractive tool for the 
computation of the dynamic behaviour of the unsteady 
flow inside the impeller. Adopting the Euler equations 
means that the viscous terms from the full Navier-Stokes 
equations are neglected, and the transport of momentum 
and energy in the fluid is done only by means of 
convective fluxes. Since viscous forces are neglected, this 
implies that the considered model is not valid at relatively 
low rotational speed. Using the Euler equations 
compressible rotational flow, steady or unsteady flow 
fields can be calculated.  Flow unsteadiness due to 
circumferential inlet and outlet pressure distortions is 
governed mainly by wave propagation and to a lesser 
extent by viscous phenomena. This justifies the use of an 
unsteady 3 D Euler solver instead of a full 3 D Navier-
Stokes solver. This simplification results in an affordable 
computer time and gives useful information on the 
dynamics of the flow in the case where the impeller is not 
heavily loaded and flow separation is limited. The model 
was validated for the case of full-bladed centrifugal 
impeller, showing fairly good agreement against available 
experimental results in the literature and predicting the 
unsteady flow features that are in agreement with 
experimental investigations, [8]. 
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The 3D Euler equations in non-dimensional form are written in conservative form in cylindrical coordinates, (r,θ,z) as 

follows: 

( )( )1 1 ( ) ( ) ( ) 0
r f uu g u h u b u

t r r r zθ

→
∂∂ ∂ ∂+ ⋅ + ⋅ + + =

∂ ∂ ∂ ∂

r r r r
 (1) 

where  is the vector of conservative variables, u
→

( ), ( ), ( )f u g u h ur r r
are the vectors of convective fluxes 

and is the source term, defined in detail in [8].  ( )b ur

The space discretization of the equations is done by 
means of the finite volume technique. More specifically 
the bitrapezoidal cell, Figure 1, was used, offering second 
order spatial accuracy in smooth grids, [9].  

The partial differential equations are written in a semi-
discrete form as follows: 

where R
r

 are the residuals of the equations. Since the 
purpose of this study is the calculation of unsteady flows, 
the choice of the time integration scheme has a significant 
role on the accuracy of the results.The Runge-Kutta four 
steps scheme, providing second order accuracy for non-
linear partial differential equations and extensive stability 
limits up to a CFL number of 2 2⋅ , was used for this 
purpose. 
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Figure 1: The bitrapezoidal volume used for the space discretisation 
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Extensive testing of the method in special test cases for 

which analytical solutions exist, has demonstrated the 
accuracy of this scheme for unsteady flow predictions, [2]. 

Impermeable wall boundary conditions are imposed on 
the solid walls (i.e. on the blade and splitter suction and 
pressure side and on the hub and shroud walls) by 
considering only the static pressure when computing the 
convective fluxes. The evaluation of the artificial 
dissipation on the solid walls is done by means of higher 
order extrapolation polynomials in order to minimize the 
dissipative fluxes, [8]. At the inflow and outflow 
boundaries, non-reflecting boundary conditions based on 
the Fourier decomposition, were used, [8]. Non-reflecting 
boundary conditions suggest infinitely long pipes upstream 
and downstream of the impeller and it is shown in [8] that 
the solution is not affected by the upstream location of the 
inflow boundary.   

The physical boundary conditions specified upstream 
assuming subsonic inflow, are: Total pressure, total 
temperature and two flow angles (4 physical boundary 
conditions). The fifth boundary condition is a numerical 
one coming from the interior point of the computational 
domain. 

The physical boundary condition specified downstream 
assuming subsonic outflow, is taken to be the static 
pressure (1 physical boundary condition required). The rest 
four boundary conditions are numerical ones coming from 
the interior point of the computational domain. 

Since the outflow static pressure is not uniform along 
the circumference, this means that as the impeller rotates, a 
virtual point attached at the trailing edge experiences 
different values of the static pressure through out a full 
rotation, which consists the period of the phenomenon. 
Phase-lagged periodicity conditions were used to simulate 

this non-uniformity and to compute the fluxes through the 
upstream and downstream streamlines. 

An H-grid was used for the calculations. A projection 
of this grid in the meridional plane (r-z) and in the blade-
to-blade plane (θ-z), as well as a three-dimensional view of 
some of the impeller blades is given in Figure 2. 

The unsteadiness of the incompressible flow in a 
channel of length L is normally characterized by the 
reduced frequency, 

V
Lf ⋅=Ω  (4) 

where V  is the speed by which a particle is transported 
through the channel. In Turbo- 

machinery applications, L  is normally defined as the 
length of a blade passage, whereas f  is the number of 
rotations per second times the number of perturbation 
waves around the circumference. 

The acoustic Strouhal number is more appropriate to 
characterize compressible flows. It is defined as the 
product of the reduced frequency and the Mach number: 

 

c
LfMSr

⋅=⋅Ω=  (5) 

It relates the time needed by a pressure wave to travel a 
distance L, at the speed of sound c to the period of the 
pressure perturbation 1/f.  Unsteady effects are small for Sr 
< 0.1 and the flow can be evaluated by means of steady 
calculations. For Sr > 0.1 accurate results can be obtained 
only by means of unsteady flow calculations. 

 
 

 

 
(a)    (b)    (c) 

 
Figure 2: (a)Meridional (r-z), (b)Blade-to-blade (θ-z) view of the H-grid used for the calculations, (c)Three-dimensional view of some of the 
impeller blades 
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2. Impeller flow analysis 

2.1. Mach number distributions at lower than optimum 
mass flows 

The centrifugal impeller analysed has 10 full backward 
leaned blades and 10 splitter vanes. The circumferential 
static pressure distribution specified at the downstream 

boundary, shown in Figure 3, is typical for lower (Figure 
3a) and higher (Figure 3b) than nominal flow rates.  

A blade-to-blade projection of the numerical domain 
used at shroud streamsurface, is shown in Figure 4. 
Dashed lines define the lower channel between the blade 
suction side and the splitter vane pressure side. Continuous 
lines define the upper channel between the splitter vane 
suction side and the full blade pressure side. 

 
 

 
           (a)                (b) 
Figure 3: Circumferential outlet static pressure distribution at (a) lower than optimum mass flows and (b) at higher mass flows (- - - tongue 
position)  

Phase-lagged periodicity conditions are used to update 
the upstream and downstream stagnation pseudo-
streamlines AB, CD and EF, GH, respectively. The points 
along the pseudo-streamlines upstream and downstream of 
the splitter vanes (namely KL, MN in Figure 4) are treated 
as interior points of the numerical domain and simple 
continuity of the fluxes is imposed. 

The acoustic Strouhal number based on the length of 
the full blade, as defined by equation (5), is 

, while the acoustic Strouhal number 
based on the length of the splitter vane is 

. 

0.22bl
rS =

0.146spl
rS =
Unsteady flow calculations begin having as initial 

guess the steady state converged solution at 0t t . 
Convergence to a periodic state is reached when the 
calculated flow field repeats itself after every rotation of 
the impeller (which corresponds to several hundred 
computations). The distribution of the relative blade Mach 
number at shroud, mean and hub for the full blades and the 
splitter vanes is plotted on Figures 5–7 for different 
angular positions, θ, around the circumference. The dashed 
lines indicate the Mach number on the surfaces indicated 
with dashed lines on Figure 4 (lower channel). The 
continuous lines show the Mach numbers in what is called 
the upper channel. 

=

 
 
 
 
 

The low back pressure at θ = 45ο results in a local 
increase of mass flow, propagating upstream as an 
expansion wave. At θ = 90ο it has reached the leading edge 
of the splitter where it results in a small incidence, shown 
by the small differences between the suction and pressure 
side Mach number at leading edge. It reaches the full blade 
leading edge at θ = 135ο, where the smallest difference 
between the suction and pressure side Mach number is 
observed. 

Figure 4:  Blade-to-blade projection of the computational domain 
used for the splitter-vaned impeller computations 
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Figure 5: Blade relative Mach number versus the blade length at shroud streamsurface for the lower mass flow case during one rotation. 
Dashed lines illustrate the distribution in the lower channel of figure 4 and continuous lines the distribution in the upper channel of figure 4. 
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Figure 6: Blade relative Mach number versus the blade length at mean streamsurface for the lower mass flow case during one rotation. 
Dashed lines illustrate the distribution in the lower channel of figure 4, and continuous lines the distribution in the upper channel of figure 4. 
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Figure 7: Blade relative Mach number versus the blade length at hub streamsurface for the lower mass flow case during one rotation. Dashed 
lines illustrate the distribution in the lower channel of figure 4, and continuous lines the distribution in the upper channel of figure 4. 
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In the mean time a pressure wave resulting from the 
sudden pressure increase between θ = 30ο and θ = 90ο has 
started to move upstream. It reaches the leading edge of 
the splitter at θ = 135ο, where it creates a high splitter vane 
suction side Mach number because of the high incidence. 
The same pressure wave reaches the full blade leading 
edge at θ = 180ο and 225ο where the suction side Mach 
number has its maximum. 

From the value of the acoustic Strouhal number, one 
can conclude that it takes half a rotation for a wave to 
move from trailing edge to leading edge and back, so that a 
pressure wave travels twice forth and back during one 
rotation (the second time at lower amplitude because of 
damping). This is confirmed by the similarity between the  

left and the right column of Figure 5 indicating that the 
relative Mach number distribution is almost repeating 
itself every 180ο. Variations in blade loading in transonic 
regime due to static pressure distortion were also 
calculated in [12]. In that article it was also concluded that 
the unsteadiness influences the impeller flow field and 
creates acoustic wave structures inside the impeller. 

The variations of Mach number are much smaller on 
the mean streamsurface (Figure 6). The changes in blade 
loading are mainly due to variations of the suction side 
Mach number distribution. The pressure side distribution 
shows almost no variations. A twice per rotation variation 
of the incidence can be concluded from the variation of the 
full blade suction side Mach number near to leading edge. 
Observations from the results of [12] confirm that the 
mean streamsurface reacts less that the shroud 
streamsurface. 

The relative Mach number distribution at hub is shown 
in Figure 7. In this figure a given blade passage between 
two consecutive full blades is captured as it rotates around 
the circumference. The circumferential angle, θ, of the 
passage varies from 0 to 360 degrees. Eight different 
circumferential positions were selected, having a 
peripheral increment of 45 degrees each.  From that figure 
one can see that the Mach number at blade suction side at 
shroud is slightly higher than one, indicating a transonic 
area standing at the suction side area. After a peak in the 
suction side Mach number due to incidence, a nearly 
constant loading of the full and splitter vanes is observed. 
Since the suction side Mach number remains supersonic 
for all values of the circumferential angle, θ, the 
downstream static pressure distortion cannot propagate 
upstream at the shroud radius. This means that the 
upstream-propagating pressure waves are reflected at the 
transonic area and they return downstream affecting the 
loading of the splitter vanes. One observes a periodic 
variation of the Mach number at the suction side leading 
edge and at 30% of the blade length. The lower blade 
channel has a higher Mach number. 

2.2. Inlet and outlet flow distortion at lower than optimum 
mass flow 

In Figure 8 one can see the mass averaged variation of 

the relative flow angle, 2β , the absolute flow angle 2α , 
and the non-dimensional radial and absolute tangential 

flow velocity components,  and  downstream the 
trailing edge, at R/R2 = 1.10. The circumferential distance 
of 20ο corresponds to the volute tongue position where the 

static pressure reaches a minimum value on the outlet 
boundary (Figure 3a). The minimum value 

of

2RV 2θV

222 ,, RVαβ  and  is not at 20ο, but 
approximately at 40ο because some time is needed by the 
pressure waves to travel from the outlet of the 
computational domain to the trailing edge position. For 
circumferential distances larger than 100ο where the rate 
of increase of static pressure is small, no significant 

variations in 

2θV

2β  are observed, except a second small 
minimum at 230ο. This minimum can be seen well on the 

2α distribution (Figure 8b). The distributions of  and 

 follow the trend of the previous two distributions. 

However shows a sharp increase and decrease 

whereas  shows only a sudden decrease. 

2RV

2θV

2θV

2RV
Superposed on the variation with length Δθ = 180ο, one 

also observes a small variation with a length Δθ = 90ο, 
resulting from the reflection of the waves at the splitter 
vane leading edge. 

Stars indicate the outlet flow conditions obtained from 
steady flow calculations, in which the local static pressure 
is imposed at the outlet. They show a monotonic increase 
or decrease with the outlet static pressure, but completely 
fail to capture the large local variations of the flow 
parameters. 

The circumferential variation of the flow variables at 
the leading edge (Figure 9) also shows a 180ο period. As it 
was observed in experiments [13], the static pressure 
variation propagates upstream and influences the whole 

impeller flow. Variations of the absolute flow angle 1α  
and the absolute tangential and radial velocity components 

 and  show variations, which can be related to 

each other. The 

1θV 1ΖV

1β  variation is completely different. 

Changes in the sign of 1α  and , indicate the presence 
of two counter rotating vortices upstream of the leading 

edge, as was observed in [3]. The 

1θV

1β  variation is a result 
of it. The upstream vortices have to be counter rotating 
because no net vorticity has been created yet, upstream of 
the leading edge. Numerical simulations using a Navier-
Stokes commercial code for the case of impeller-volute 
interaction [14] reported discrepancies between 
experimental and numerical data due to the jet and wake 
structure between the impeller blades and due to the 
difficulty to have a turbulence model to treat the flow 
separation at the blade suction side.  

 

2.3. Inlet and outlet flow distortion at higher than optimum 
mass flow  

The circumferential outlet static pressure distortion for 
higher than nominal mass flow is shown in Figure 10. It 
was concluded in [15] that both in case of lower and of 
higher mass flows, the circumferential static pressure 
distortion causes unsteady impeller flow field. The relative 
blade Mach number distribution at hub, mean and shroud  
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Figure 8:  Circumferential variation of mass averaged 2222 ,,, θαβ VVR  at R/R2=1.10, Sr=0.22, for the lower mass flow case (- - -  

tongue position)  

 
Figure 9: Circumferential variation of mass averaged 1111 ,,, θαβ VVΖ , at leading edge, Sr = 0.22  for the lower mass flow case (- - - 

tongue position ). 
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Figure 10:  Circumferential variation of mass averaged 2222 ,,, θαβ VVR   at R/R2=1.10,  Sr=0.22, for the higher mass flow case  (- - - 

tongue position). 

 
streamsurfaces is not shown here but it has also a wavy 
variation with periodicity of one impeller rotation, similar 
to the one observed at lower than optimum mass flow. The 
flow unsteadiness inside the impeller repeats itself after a 
period of the phenomenon, as it was also concluded in [16] 

The circumferential variation of the mass averaged 
relative flow angle ,2β absolute flow angle 2α , radial 

velocity  and absolute tangential velocity  at 
R/R2 = 1.10 are compared to the steady flow solution in 
Figure 10. In this figure stars show results obtained from 
steady flow calculations, in which the local static pressure 
is imposed at the outlet. They show a monotonic increase 
or decrease with the outlet static pressure, but completely 
fail to capture the large local variations of the flow 
parameters. Squares show experimental results available in 
the literature [2]. The numerical predictions of the 
unsteady flow model show a fair agreement with the 
measurements, taking into account the complexity of the 
phenomenon. Possible explanation of the discrepancies 
can be attributed to the fact that downstream the trailing 
edge of the blades, at R/R2 = 1.10, there is the formation of 
the jet and wake structure [1] affecting the slip factor of 
the blades and all the flow variables. The numerical model 
used in the present study cannot take into account this 
effect. 

2RV 2θV

One observes again a 2 wave per rotation variation. The 
first peak in 2β  occurs at 35ο (Figure 10a). It is due to the 
peak in exit static pressure shown in Figure 3. This 
variation shows a small phase shift when compared to the 
variation of 2RV  and 2α , whose variations are closely 
related to each other. 

All variations show again a 2-period per rotation 
behaviour as a result of the pressure waves reflected at the 
leading edge, travelling twice upstream and downstream 
the impeller during one rotation. This was also observed 

for the case of full-bladed centrifugal impeller operating at 
higher than optimum mass flows and a similar value of the 
acoustic Strouhal number, in [8]. The two waves per 
rotation were even more clearly visible because the waves 
were not perturbed by reflections at the leading edge of the 
splitter vanes. 

The circumferential variation of the mass averaged 

1111 ,,, θαβ VVΖ  at leading edge position is shown in 

Figure 11. A minimum in the axial flow velocity  is 
observed at 120ο. This occurs at a Δθ = 90ο later than the 
minimum value of . This shift corresponds to the time 
needed by a perturbation to travel upstream over a length 
L. One can conclude from this that there is no direct 
interaction between the high downstream static pressure 
and the high relative flow angle at θ = 50ο. 

1ΖV

2RV

Observing the 2β  distributions for the case of lower 
mass flows (in Figure 8a), as well as for the case of higher 
mass flows (in Figure 10a), one can conclude that the 
assumption of circumferentially constant β2, made in 
many 1D models (such as [4]), is not in agreement with 
reality. This is, in the authors’ opinion, the main source of 
errors in 1D models at higher reduced frequency or 
acoustic Strouhal number. 

The importance of the pressure waves, travelling 
upstream and downstream, applies only to compressible 
flows. The use of the rigid column theory remains a good 
approximation for incompressible flows. 

3. Conclusions 

The present model solving the 3D unsteady Euler 
equations can give valuable information about unsteady 
flows in impellers at an affordable computer time and cost. 
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Figure 11: Circumferential variation of mass averaged 1111 ,,, θαβ VVΖ  at leading edge, Sr=0.22,  for the higher mass flow case (- - - 

tongue position).  

 
Calculations of the relative blade Mach number 

distribution in the splitter-vaned impeller show that the 
flow unsteadiness is governed by pressure waves 
propagating in the blade to blade channels. 

Different response to the outlet static pressure 
distortion by the upper and lower channels between two 
main blades is observed. More specifically, the channel 
between the main blade suction side and the splitter vane 
pressure side is more loaded than the channel between the 
splitter suction side and the main blade pressure side. Such 
a conclusion was never reported in the past. 

The variation of the impeller outlet flow is much larger 
than the one obtained from quasisteady calculations 
although the acoustic Strouhal number is only 0.22. The 
latter are applicable only in cases of very low Strouhal 
numbers, Sr < 0.1. 

Strong circumferential variations of the outlet relative 
flow angle 2β  show that the assumption of constant 
outlet relative flow angle, used in many existed 1D 
models, is incorrect. Circumferential variations in 2β  at 
higher and lower mass flows were experimentally 
observed [14, 15]. Circumferential variations in the 
absolute tangential velocity at the impeller exit indicate 
slip factor variations during one rotation. Variations in the 
radial velocity show local mass flow variations. 

The flow perturbation extends upstream of the impeller 
and creates significant variations of the flow at the leading 
edge region for both higher and lower than optimum mass 
flows. 

When comparing the variations in flow quantities at 
leading edge, at R/R2=1.10, as well as the blade relative 
Mach number distributions at lower and higher mass 
flows, one can see that the variations in the latter case are 
larger than in the former one, although the imposed static 
pressure distribution has the same amplitude for both 
cases. This means that static pressure distortions at higher 
mass flows have a larger effect on the impeller flow, than 
distortions at lower mass flows. Navier-Stokes 
computations reported in the literature [17] are time 
consuming and require large computational effort. They 
can provide valuable information if they are coupled with 
experimental data, fact that allows the correct tuning of the 
empirical coefficients included in the turbulence models. 

References 

[1] A. Whitfield, N.C. Baines. Design of Radial Turbomachines. 
Longman Group UK Limited; 1990. 
 
[2] M. Sideris. Circumferential distortion of the flow in 
Centrifugal Compressors due to Outlet Volutes. PhD.Thesis, 
RUG-Von Karman Institute, 1988. 
 
[3] H. Pfau, ‘‘Temperaturmessungen zur Stromungsuntersuchung, 
insbesondere an Radialverdichtern’’. Konstruktion, Heft 12, 1967, 
478-484. 
 
[4] J.A. Lorett, S. Gopalakrishnan, ‘‘Interaction in between 
Impeller and Volute of Pumps at off-design conditions’’. ASME 
Journal Fluids Engineering. Vol. 108, 1986. 



 © 2010  Jordan Journal of Mechanical and Industrial Engineering. All rights reserved - Volume 4,  Number 5  (ISSN 1995-6665) 
 

565

 
[5] H. Uchida, M. Inayoshi, K. Sugiyama, ‘‘Effect of a 
Circumferential Static Pressure Distortion on Small-Sized 
Centrifugal Compressor Performance.’’ International Gas Turbine 
Congress held in Tokyo, Japan, 1987. 
 
[6] R. Badie, J.B. Jonker, T.G. van Essen, ‘‘Calculations on the 
Time-Dependent Potential Flow in a Centrifugal Pump’’ ASME 
Paper 92-GT-151.International Gas Turbine and Aeroengine 
Congress and Exposition in Cologne, Germany, 1992. 
 
[7] D. Croba. Modélisation de l’écoulement instationnaire dans les 
pompes centrifuges. Interaction roue-volute. PhD.Thesis, Institut 
National Polytechnique de Grenoble, 1992. 
 
[8]  A. Fatsis. Computation of the 3-Dimensional Unsteady Flow 
in a Centrifugal Impeller due to a downstream Static Pressure 
Circumferential Distortion. PhD.Thesis, RUG-Von Karman 
Institute, 1995 
 
[9] A. Fatsis, ‘‘Three dimensional unsteady flow calculations in 
radial components”. von Karman Institute Lecture Series 1993-01 
‘Spacecraft Propulsion’, 1993 
 
[10] M. Murakami, K. Kikuyama, E. Asakura, ‘‘Velocity and 
Pressure distributions in the impeller passages of Centrifugal 
Pumps’’, Journal of Fluids Engineering, Vol. 102, 1980, 420-426. 
 
[11] K. Kikuyama, K. Minemura, Y. Hasegawa, E. Asakura, M. 
Murakami, ‘‘Unsteady pressure distributions on the impeller 
blades of a centrifugal pump-impeller operating off-design’’. 
ASME Paper No. 87-GT-144, 1987. 

 
[12]  N. Bulot and I. Tribinjac,“Impeller-diffuser interaction: 
analysis of the unsteady flow structures based on their direction of 
propagation”. Proceedings of the 8th International Symposium on 
Experimental and Computational Aerothermodynamics of Internal 
Flows Lyon, July 2007. 
 
[13] K.U.Ziegler, H.E.Gallus, and R.Niehuis, “A Study on 
Impeller-Diffuser Interaction—Part I: Influence on the 
Performance”, ASME Journal of Turbomachinery  Vol. 125, No. 
1, 2003, 173-183. 
 
[14]  T. Meakhail and S. O. Park, “A Study of Impeller-Diffuser-
Volute Interaction in a Centrifugal Fan“. ASME Journal of 
Turbomachinery, Vol.127, No. 1, 2005, 84-91.  
 
[15] H.-P.Dickmann, T.S.Wimmel, J.Szwedowicz, D.Filsinger, 
and C.H.Roduner, “Unsteady Flow in a Turbocharger Centrifugal 
Compressor: Three-Dimensional Computational Fluid Dynamics 
Simulation and Numerical and Experimental Analysis of Impeller 
Blade Vibration”. J. Turbomachinery,   Vol. 128, No. 3, 455-466. 
 
[16]  K. Majidi, “Numerical Study of Unsteady Flow in a 
Centrifugal Pump”. ASME Journal of Turbomachinery, Volume 
127, No. 2, 2005, 363-372 
 
[17]  M Younsi, F Bakir, S Kouidri, R Rey, ‘‘Numerical and 
experimental study of unsteady flow in a centrifugal fan”. 
Proceedings of the Institution of Mechanical Engineers, Part A: 
Journal of Power and Energy, Vol. 221, No. 7, 2007, 1025-1036. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

http://scitation.aip.org/vsearch/servlet/VerityServlet?KEY=ASMEDL&possible1=Ziegler%2C+Kai+U.&possible1zone=author&maxdisp=25&smode=strresults&pjournals=AMREAD%2CJAMCAV%2CJBENDY%2CJCNDDM%2CJCISB6%2CJDSMAA%2CJEPAE4%2CJERTD2%2CJETPEZ%2CJEMTA8%2CJFEGA4%2CJFCSAU%2CJHTRAO%2CJMSEFK%2CJMDEDB%2CJMDOA4%2CJMOEEX%2CJPVTAS%2CJSEEDO%2CJOTRE9%2CJOTUEI%2CJVACEK%2CJTSEBV&aqs=true
http://scitation.aip.org/vsearch/servlet/VerityServlet?KEY=ASMEDL&possible1=Gallus%2C+Heinz+E.&possible1zone=author&maxdisp=25&smode=strresults&pjournals=AMREAD%2CJAMCAV%2CJBENDY%2CJCNDDM%2CJCISB6%2CJDSMAA%2CJEPAE4%2CJERTD2%2CJETPEZ%2CJEMTA8%2CJFEGA4%2CJFCSAU%2CJHTRAO%2CJMSEFK%2CJMDEDB%2CJMDOA4%2CJMOEEX%2CJPVTAS%2CJSEEDO%2CJOTRE9%2CJOTUEI%2CJVACEK%2CJTSEBV&aqs=true
http://scitation.aip.org/vsearch/servlet/VerityServlet?KEY=ASMEDL&possible1=Niehuis%2C+Reinhard&possible1zone=author&maxdisp=25&smode=strresults&pjournals=AMREAD%2CJAMCAV%2CJBENDY%2CJCNDDM%2CJCISB6%2CJDSMAA%2CJEPAE4%2CJERTD2%2CJETPEZ%2CJEMTA8%2CJFEGA4%2CJFCSAU%2CJHTRAO%2CJMSEFK%2CJMDEDB%2CJMDOA4%2CJMOEEX%2CJPVTAS%2CJSEEDO%2CJOTRE9%2CJOTUEI%2CJVACEK%2CJTSEBV&aqs=true
http://scitation.aip.org/vsearch/servlet/VerityServlet?KEY=ASMEDL&possible1=Meakhail%2C+Tarek&possible1zone=author&maxdisp=25&smode=strresults&pjournals=AMREAD%2CJAMCAV%2CJBENDY%2CJCNDDM%2CJCISB6%2CJDSMAA%2CJEPAE4%2CJERTD2%2CJETPEZ%2CJEMTA8%2CJFEGA4%2CJFCSAU%2CJHTRAO%2CJMSEFK%2CJMDEDB%2CJMDOA4%2CJMOEEX%2CJPVTAS%2CJSEEDO%2CJOTRE9%2CJOTUEI%2CJVACEK%2CJTSEBV&aqs=true
http://scitation.aip.org/vsearch/servlet/VerityServlet?KEY=ASMEDL&possible1=Park%2C+Seung+O.&possible1zone=author&maxdisp=25&smode=strresults&pjournals=AMREAD%2CJAMCAV%2CJBENDY%2CJCNDDM%2CJCISB6%2CJDSMAA%2CJEPAE4%2CJERTD2%2CJETPEZ%2CJEMTA8%2CJFEGA4%2CJFCSAU%2CJHTRAO%2CJMSEFK%2CJMDEDB%2CJMDOA4%2CJMOEEX%2CJPVTAS%2CJSEEDO%2CJOTRE9%2CJOTUEI%2CJVACEK%2CJTSEBV&aqs=true
http://scitation.aip.org/vsearch/servlet/VerityServlet?KEY=ASMEDL&possible1=Dickmann%2C+Hans-Peter&possible1zone=author&maxdisp=25&smode=strresults&pjournals=AMREAD%2CJAMCAV%2CJBENDY%2CJCNDDM%2CJCISB6%2CJDSMAA%2CJEPAE4%2CJERTD2%2CJETPEZ%2CJEMTA8%2CJFEGA4%2CJFCSAU%2CJHTRAO%2CJMSEFK%2CJMDEDB%2CJMDOA4%2CJMOEEX%2CJPVTAS%2CJSEEDO%2CJOTRE9%2CJOTUEI%2CJVACEK%2CJTSEBV&aqs=true
http://scitation.aip.org/vsearch/servlet/VerityServlet?KEY=ASMEDL&possible1=Wimmel%2C+Thomas+Secall&possible1zone=author&maxdisp=25&smode=strresults&pjournals=AMREAD%2CJAMCAV%2CJBENDY%2CJCNDDM%2CJCISB6%2CJDSMAA%2CJEPAE4%2CJERTD2%2CJETPEZ%2CJEMTA8%2CJFEGA4%2CJFCSAU%2CJHTRAO%2CJMSEFK%2CJMDEDB%2CJMDOA4%2CJMOEEX%2CJPVTAS%2CJSEEDO%2CJOTRE9%2CJOTUEI%2CJVACEK%2CJTSEBV&aqs=true
http://scitation.aip.org/vsearch/servlet/VerityServlet?KEY=ASMEDL&possible1=Szwedowicz%2C+Jaroslaw&possible1zone=author&maxdisp=25&smode=strresults&pjournals=AMREAD%2CJAMCAV%2CJBENDY%2CJCNDDM%2CJCISB6%2CJDSMAA%2CJEPAE4%2CJERTD2%2CJETPEZ%2CJEMTA8%2CJFEGA4%2CJFCSAU%2CJHTRAO%2CJMSEFK%2CJMDEDB%2CJMDOA4%2CJMOEEX%2CJPVTAS%2CJSEEDO%2CJOTRE9%2CJOTUEI%2CJVACEK%2CJTSEBV&aqs=true
http://scitation.aip.org/vsearch/servlet/VerityServlet?KEY=ASMEDL&possible1=Filsinger%2C+Dietmar&possible1zone=author&maxdisp=25&smode=strresults&pjournals=AMREAD%2CJAMCAV%2CJBENDY%2CJCNDDM%2CJCISB6%2CJDSMAA%2CJEPAE4%2CJERTD2%2CJETPEZ%2CJEMTA8%2CJFEGA4%2CJFCSAU%2CJHTRAO%2CJMSEFK%2CJMDEDB%2CJMDOA4%2CJMOEEX%2CJPVTAS%2CJSEEDO%2CJOTRE9%2CJOTUEI%2CJVACEK%2CJTSEBV&aqs=true
http://scitation.aip.org/vsearch/servlet/VerityServlet?KEY=ASMEDL&possible1=Roduner%2C+Christian+H.&possible1zone=author&maxdisp=25&smode=strresults&pjournals=AMREAD%2CJAMCAV%2CJBENDY%2CJCNDDM%2CJCISB6%2CJDSMAA%2CJEPAE4%2CJERTD2%2CJETPEZ%2CJEMTA8%2CJFEGA4%2CJFCSAU%2CJHTRAO%2CJMSEFK%2CJMDEDB%2CJMDOA4%2CJMOEEX%2CJPVTAS%2CJSEEDO%2CJOTRE9%2CJOTUEI%2CJVACEK%2CJTSEBV&aqs=true
http://scitation.aip.org/vsearch/servlet/VerityServlet?KEY=ASMEDL&possible1=Majidi%2C+Kitano&possible1zone=author&maxdisp=25&smode=strresults&pjournals=AMREAD%2CJAMCAV%2CJBENDY%2CJCNDDM%2CJCISB6%2CJDSMAA%2CJEPAE4%2CJERTD2%2CJETPEZ%2CJEMTA8%2CJFEGA4%2CJFCSAU%2CJHTRAO%2CJMSEFK%2CJMDEDB%2CJMDOA4%2CJMOEEX%2CJPVTAS%2CJSEEDO%2CJOTRE9%2CJOTUEI%2CJVACEK%2CJTSEBV&aqs=true
http://pep.metapress.com/content/119773/?p=5d4809506c254c7b8b659c81e1396b9b&pi=0
http://pep.metapress.com/content/119773/?p=5d4809506c254c7b8b659c81e1396b9b&pi=0
http://pep.metapress.com/content/p55h1u108443/?p=5d4809506c254c7b8b659c81e1396b9b&pi=0


 

 
 
 
 
 
 
 
 
 
 
 
 



JJMIE 
Volume 4, Number 5, November 2010

ISSN 1995-6665
Pages 567 - 578 

Jordan Journal of Mechanical and Industrial Engineering  
 

Application of the Analytic Hierarchy Process (AHP) in Multi-
Criteria Analysis of the Selection of Cranes 

 
Doraid Dalalah *, Faris  AL-Oqla, Mohammed Hayajneh 

 
 

Industrial Engineering Department, Faculty of Engineering, Jordan University of Science and Technology, P.O. Box 3030, Irbid, 22110, 
Jordan 

Abstract 

Due to the central role of cranes in construction operations, specialists in the construction industries have cooperated in the 
development of structured methods and software to help select the best crane type in construction sites. Crane selection is a 
time consuming process which needs extensive data exploitation. Moderately few systems have been developed to aid in 
selecting cranes and in setting their lifts. These systems although may have rich databases, they lack the support of 
knowledge based decision making. The process of crane selection is a multi-criteria decision-making problem with 
conflicting and diverse objectives. In this work, a systematic methodology is presented under the consideration of multiple 
factors and objectives that are witnessed to be crucial to the construction process. The model includes building an analytic 
hierarchy structure with a tree of hierarchical criteria and alternatives to ease the decision-making.  Three alternative crane 
types were considered, namely, Tower, Derrick and Mobile cranes. An Analytical Hierarchy Process (AHP) was used to 
assist in building the model and help draw decisions. While deploying the crane selection objectives into layered sub-goals, 
conclusions could be drawn on the type to be used in construction according to knowledge based evaluation and assessment. 
Expert Choice™ software is used to conduct the experimental assessments. The judgments were found to be consistent, 
precise and justifiable with narrow marginal inconsistency values. The paper also presents a thorough sensitivity analysis to 
demonstrate the confidence in the drawn conclusions. 

© 2010  Jordan Journal of Mechanical and Industrial Engineering. All rights reserved 
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1. Introduction                  *       

                                                 
* Corresponding author. doraid@just.edu.jo 

Cranes are considered to be one of the most important 
equipment used in construction due to their key role in 
performing lifting tasks all over the construction site. The 
scale of investment in choosing a crane emphasizes the 
importance of the crane selection process. Thus, careful 
attention to such selection should be considered owing to 
the huge price that may be paid in case of mistakes, [1, 2, 
19].  

Numerous factors may be considered when thinking 
about the best crane to use in a construction site such as 
the factors that affect stability, capacity and the proper 
setup.  Besides, the weights, the dimensions, the lift radii, 
the type of lifting to be done, serviceability of the 
equipment as well as the site conditions are considered to 
be crucial in the crane operation which may affect and 
complicate the judgment, [3, 18].  Practitioners 

recommend to have the capability of making all the crane 
lifts in their standard configuration. Customized 
configurations are not preferred due to the time required in 
the installation and narrowing the lifting margins. 

Close attention should also be paid to the site review 
and the crane setup such as the job site conditions 
including the supporting surfaces, soil condition, access 
and stability (when transporting a crane), the working area 
as well as the assembly hazards that may entail lattice 
boom assembly, disassembly and leveling the crane. 

Plenty of crane models are available in different shapes 
and sizes, though, they usually fall into three categories, 
[4]: 

1. Derrick Cranes. 
2. Mobile Cranes. 
3. Tower Cranes. 

mailto:doraid@just.edu.jo
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Few studies exist on crane selection such problem as 
compared to its scale of use and importance. Most of these 
studies have been conducted using data-based systems in 
order to select the most appropriate crane for the 
construction. Few existing applications that use 
knowledge-based systems have been published, namely 
CRANES, LOCRANE, and SELECTCRANE. Gray and 
Little presented CRANES as a knowledge-based system 
designed to configure cranes according to the site 
conditions, [1]. It evaluates the least cost option to be 
selected through optimization techniques. The solution of 
CRANES is restricted to large buildings which require the 
coordination of more than one crane, [5]. 

Another knowledge based system called LOCRANE 
was developed to assist the construction planner in 
selecting and locating a crane for construction sites [5]. In 
LOCRANE, the system asks the user to input all the 
information related to the building geometry and the 
possible application for the proposed crane. After all the 
needed information is entered, the system outputs the most 
appropriate alternative from the set of the available cranes. 

SELECTCRANE is another knowledge-based expert 
system which was developed to assist the contractor in 
selecting the type and then the configuration of the best 
cranes, [6]. The user provides the system with the expected 
weights, dimensions and lift radii of the heaviest loads, 
wind speed, the rental charges and other project 
information. That done, SELECTCRANE will then 
provide the user with the recommended type of cranes. 
Geometrical databases have been built to help in this task 
as well. Proposed by Moselhi et al. [7], interesting number 
of features have been entailed such as  relational databases 
designed to store the cranes’ geometry-related variables.  

Fuzzy logic and neural based algorithms have been 
implemented to get solutions for such problem too, [4, 8]. 
In addition, some optimization techniques were studied to 
model such problem, [2]. However, most of these 
techniques rely on geometrical constraints related to the 
physical site conditions while disregarding the importance 
of the different factors comprehended previously. 

Regarding the cane software, a number of computer 
systems have been developed for the crane selection 
process [3, 5, 9, 10]. Most of these systems depend on  

database driven systems with less intelligence in making 
the decision and selection. Recently, trends have been 
focused towards Multi Criteria Decision Making 
approaches (MCDM) such as the Analytical Hierarchy 
Process (AHP). AHP helps capture both subjective and 
objective assessment measures of the alternative options 
available, thus reducing bias in decision making. AHP was 
not used on the extent of carne selection, rather, the few 
studies that implemented the AHP were held to determine 
the most suitable equipment and material used in 
construction, [11, 12, 16, 17].  

The paper is organized as follows: the subsequent 
section explains the analytical hierarchy process.  Next in 
section 3, the AHP crane selection model is illustrated. 
Later in section 4, a sensitivity analysis is presented 
followed by the conclusions in sections 5.  

2. Analytical Hierarchy Process (AHP) 

In this work, AHP is used to find the most suitable 
crane in a construction process. AHP is a widely used 
multi-criteria decision making tool. Unlike the 
conventional methods, AHP uses pair-wise comparisons 
which allow verbal judgments and enhances the precision 
of the results. The pair-wise comparisons are used to 
derive accurate ratio and scale priorities. Developed by 
Thomas Saaty [13], AHP provides a proven, effective 
means to deal with complex decision making and can 
assist in identifying and weighing criteria, analyzing the 
data collected and expediting the decision-making process.  

AHP helps capture both subjective and objective 
evaluation measures, providing a useful mechanism for 
checking the consistency of the evaluations thus reducing 
bias in decision making, [14]. When making complex 
decisions involving multiple criteria, the first step is to 
decompose the main goal into its constituent sub-goals or 
sometimes called objectives, progressing from the general 
to the specific. In its simplest form, this structure 
comprises a goal, criteria or objective and alternative level. 
Each set of criteria would then be further divided into an 
appropriate level of detail, recognizing that the more 
criteria included, the less important each individual 
criterion may become as illustrated Fig. 1.

 
Fig. 1: AHP hierarchy of goals, objectives and alternatives. 

 
Generally, the main goal is laid on the top hierarchy 

while the decision alternatives are at the bottom. 
Between the top and bottom levels reside the relevant 
attributes of the decision problem such as the selection 
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criteria and objectives. Next, relative weights to each 
item in the corresponding level are assigned. Each 
criterion has a local (immediate) and global priority. The 
sum of all the criteria beneath a given parent criterion in 
each layer of the model must equal one. The global 
priority shows alternatives relative importance within the 
overall model. 

After the criteria factors are identified, scoring of 
each level with respect to its parent is carried out using a 
relative relational basis by comparing one choice to 
another. Relative scores for each choice are computed 
within each leaf of the hierarchy. Scores are then 
synthesized through the model, yielding a composite 
score for each choice at every layer, as well as an overall 
score. 

This relative scoring within each level will result in a 
matrix of scores, say a(i, j). The matrix holds the expert 
judgment of the pair-wise comparisons. However, the 
judgment should be consistent. Therefore, inconsistency 
test is required to validate the expert knowledge. The 
inconsistency measure is useful for identifying possible 
errors in judgments data entry as well as actual 
inconsistencies in the judgments themselves. 

Inconsistency measures the logical inconsistency of 
the expert judgments. For example, if we were to say that 

“A” is more important than “B” and “B” is more 
important than “C” and then say that “C’ is more 
important than “A” we are not being consistent.   A 
somewhat less inconsistent situation would arise if we 
would say that “A” is 3 times more important than “B”, 
“B” is 2 times more important than “C”, and that “C” is 8 
times more important than “A”. 

 
In general, the inconsistency ratio should be less than 

0.1 or so to be considered reasonably consistent. 
Particularly, a matrix a(i, j) is said to be consistent if all 
its elements follow the  transitivity  and reciprocity rules 
below: 

jkkiji aaa ,,, ⋅=           (1)

    

ij
ji a

a
,

,
1=            (2) 

Where i,  j and k are any alternatives of the matrix, [14]. 
For instance if you feel that “A” is 3 times more 
important than “B”, then “B” should be 1/3 times more 
important than “A”. The relational scale used in ranking 
is presented in Table 1.  

 
Table 1: AHP importance scale, [14]. 

For any pair of objectives i, j: 

Score Relative importance 

1 

3 

5 

7 

9 

Objectives i and j are of equal importance. 

Objective i is weakly more important than j. 

Objective i is strongly more important than j. 

Objective i is very strongly more important than j. 

Objective i is absolutely more important than j. 

Note: 2, 4, 6, 8 are intermediate values. 

 
The pair-wise comparison matrices can also be represented as: 
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For a consistent matrix, we can demonstrate that: 
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Or in a matrix form: 

nwwA =⋅       (5) 
 

where A is the comparison matrix , w is the eigenvector 
and n  is the dimension of the matrix. The equation above 
can be treated as an eigenvalue problem. For a slightly 
inconsistent matrix, the eigenvalue and the eigenvector are 
only slightly modified [15]. Proved in [13], Saaty 

demonstrated that for consistent reciprocal matrix, the 
largest eigenvalue is equal to the number of comparisons, 
or λmax = n. Then he gave a measure of consistency, called 
Consistency Index as a deviation or a degree of 
consistency using the following formula: 



 © 2010  Jordan Journal of Mechanical and Industrial Engineering. All rights reserved - Volume 4,  Number 5  (ISSN 1995-6665) 
 
570 

1
max

−
−

=
n

n
CI

λ
                          (6) 

Knowing the Consistency Index, the next question is 
how do we use this index? Again, the research in [13, 14] 
proposed to use the index by comparing it with the 

appropriate random consistency index through picking 
randomly generated reciprocal matrix using the scale: 1/9, 
1/8, …,1, …, 8, 9 and then get the random Consistency 
Index. The Average Random Consistency Index of a 
sample size of 500 matrices is shown in the table below:  

 
Table 2: Random index (RI) for the factors used in the decision making process. 

n 1 2 3 4 5 6 7 8 9 10 11 12 

RI 0 0 0.58 0.9 1.12 1.24 1.32 1.41 1.45 1.49 1.51 1.58 

Proposed by [13], a Consistency Ratio is a comparison 
between Consistency Index and Random Consistency 
Index, or in formula: 

RI
CICR =           (7) 

If the value of Consistency Ratio is smaller or equal to 
10%, the inconsistency is acceptable. Alternately, if the 
Consistency Ratio is greater than 10%, the subjective 
judgment should be revised. 

3. 3. Analytic Hierarchy Process Based Crane Selection 
Model 

Crane selection is a time consuming process that 
requires extensive data management. Most of the present 
systems even might have good database, they are deficient 
in the support of an expert knowledge based decision 
making. Comprehensive database provides information 
about crane configurations, their lift capacity settings, and 
rigging equipment. Yet, the selection task stays vulnerable 
with the lack of some intellect in the process. Although 
crane manufacturers provide data for their cranes, the data 
is not always consistent and do not follow a standard 
format. This creates frequent problems for crane users, 
predominantly when interpolation of loads is carried out 
through load charts. Upon facing such problem, the users 

are to make decisions based on job conditions and 
categories of cranes which may lead to costly mistakes. 
Early planning in such investment is important. Supported 
by keen decision making, money and effort can be saved. 
In this paper, a rational approach is presented which can 
extract the expert knowledge to be modeled qualitatively 
to help find the best crane considering multiple criteria 
factors. 

Tabular knowledge-based format of cranes is widely 
available. Plenty of database systems that hold detailed 
information about cranes are available. Though, the 
manipulation of such massive data is not trivial. AHP has 
proved its performance in converting qualitative measures 
to quantitative numerics that can help draw a conclusion or 
make a decision. A knowledge based data for crane 
selection was provided by [6].  The data in general 
considers the weights, dimensions, the type of lifting to be 
done, serviceability of the equipment, the site conditions, 
supporting surfaces, access and stability, working area and 
others. 

Table 3 presents the different factors that affect the 
selection of a crane, [4].  For example, the site condition 
criterion includes the following sub-items: 
• Soil stability and ground conditions 
• Access road requirement and site accessibility. 
• Operating clearance. 
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Table 3: Types of cranes and the factors affecting their selection, [4]. 
Factors Mobile Cranes Tower Cranes Derrick Cranes 

Adequate for all types of 
structures ( up to 107 m) 

Preferable for high-rise 
(over 107 m). Preferable for high-rise 

and apartment buildings  

1. Building Design 
• Building Height 
 

• Project Duration Used for shorter projects 
duration (less than 4 
months). 

Used when crane 
requirement is for long 
term m a specific. 

Can be used for both long 
term and short term 
projects. 

Usually powered by diesel 
engines.  
 
 

Usually electrically 
powered (requires power 
supply)  
 

Usually powered by diesel 
engines. 
 

Used when lift frequency 
is sporadic. 

Preferred when lift 
frequency is high 

Used if lift frequency is 
not a major consideration 
or no other viable 
alternative crane type 
exists 

2. Capability 
• Power Supply 
 
 
• Load lifting frequency. 
 
 
• Operators Visibility 
 

Usually not good and fair 
for smaller units. 

Better Depends on the location. 

Not expensive. 
 

Expensive to set up 
because it requires a 
foundation and possibly 
bracing to the structure 
being erected  

Cheaper than mobile and 
tower cranes. 
 
 

Usually cheaper if 
required for projects of 
short duration ( less than 4 
months) 

Usually costs less for the 
long term duration 
(Greater than 4 months). 
 

Cheaper to rent and 
cheaper to buy. 
 

3. Economy 
• Cost of move in, setup, 

and move out 
 
• Cost for rent 
 
 
 
• Productivity 
 Not very productive. Much more productive 

than mobile units. 
Least productive 

Details are not very much 
needed, only job site has 
to be examined for 
adequate crane 
maneuverability. 

Extensive planning is 
needed to provide the 
crane with appropriate 
foundation. 

Not very detailed 
 

4. Safety 
• Initial Planning and 

Engineering 
 
 
• Safety Not considered to be very 

safe due to lack of safety 
devices or limited 
switches to prevent 
overloading. 

Considered to be very 
safe due to the presence 
of limit switches. 

Not considered to be safe 

Can operate in muddy 
terrain but requires good 
ground conditions. 

Can operate where ground 
conditions are poor. 
 

Used when a ground 
condition does not allow 
the use of mobile or tower 
crane. 

Requires access to and 
from lifting position. 
 
 

Preferred when poor 
accessibility prevails 
since tower cranes are 
brought to site 
disassembled. 

Minimum site 
accessibility 
and access road 
conditions 
are adequate since 
derricks are 
always dismantled into 
smaller 
units for transit 

5. Site Conditions 
• Soil Stability and 

Ground Conditions 
 
• Access road 

requirement and site 
accessibility. 

 
 
 
• Operating Clearance 
 

Needs adequate operating 
clearance. 
 

Used when site is 
constricted or congested. 

Used when clearance is 
Inadequate for the other 
units 
and sufficient space is 
unavailable 
for the erection of a tower 
foundation 
or base 
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The main goal of the presented hierarchical model is to 
select the best crane that will serve the construction 
process in a fairly optimized manner. This is performed 
through matching the effect of the tree of sub-goals 
according to their weights of importance. The following 
criteria items are to be considered: 
• Building Design 
• Capability 
• Economy 
• Safety 
• Site condition. 

Three alternative cranes are selected for this study, 
namely: Tower, Derrick, and Mobile cranes. Fig. 2 shows 
the developed hierarchical structure of the problem in 
which the first level has the goal of selecting the optimal 
crane type. The second level consists of five criteria, under 
which there are further sub-criteria. The last level of the 
hierarchy comprises of the three alternatives of the 
available crane types.  

 
 
 

 
Fig. 2: AHP crane selection hierarchy. 

 
As explained earlier, a set of pair-wise comparison 

matrices are developed for all of the levels of the 
hierarchy. An element in the higher level is assumed to be 
the governing element for those in the lower level of the 
hierarchy. The elements in the lower level are compared 
with respect to each other according to their effect on the 
governing element above. This yields a square matrix of 
judgments. The pair-wise comparison is performed on the 
basis of how an element dominates the other and the 
judgments are entered using Saaty's 1–9 scale. An element 
compared with itself is always assigned the value of "1", 
so the main diagonal entries of the pair-wise comparison 
matrix are all "1".  

The expert (designer) begins by comparing pairs of 
main criteria (factors) with respect to the main goal by 
assigning importance. There will be n(n – 1)/2 
comparisons.  Expert ChoiceTM software package was used 
to carry out such comparison. Verbal assessment is used to 

help the expert understand and summarize his knowledge 
efficiently. For instance, considering the capability factor 
in Fig. 2 under which n = 3, three questions need to be 
answered by the expert. Typical question forms of this 
level may be put across as follows: 
• How more important is the Power Supply relative to 

Load Lifting Frequency from the capability standpoint.  
• How more important is the Power Supply relative to 

Operators Visibility from the capability stand point. 
• How more important is the Load Lifting Frequency 

relative to Operators Visibility from the standpoint of 
capability. 
A scale of verbal assessments is used to answer the 

above survey, namely: Extreme, Very strong, Strong, 
Moderate and Equal importance along with their 
corresponding reciprocal scale of importance. Table 4 
presents the surveyed numbers for the above factor and its 
siblings.  
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Table 4: Pair-wise comparison matrix for different criteria. 

Criterion power supply Load lifting 
frequency 

Operators 
visibility 

power supply 1 4 5 

Load lifting frequency 1/4 1 3 

Operators visibility 1/5 1/3 1 

Note that the three questions above are essentially 
enough to fill the above matrix as a result of the 
transitivity and reciprocity rules stated in equations 1 and 
2. Now if the columns of the above table are normalized 
and the resulting rows are averaged we get the 
corresponding weights of each factor as illustrated below: 

⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜

⎝

⎛

11.006.014.0
33.019.017.0
56.075.069.0

 

Hence, the row averages are (0.67  0.23  0.10)T. Note 
that the same weights were found using Expert Choice as 
shown in Fig. (3). The largest eigenvalue λmax of the 
matrix in Table 4 = 3.0858. The random consistency index 
of a 3-factor matrix = 0.58 as provided in Table 2, and 
therefore, the calculated CI is equal to 0.075 ≈0.08. The 
same result is found using the software package as 
demonstrated for this particular criterion in Fig. 3. Clearly, 
as stated before, a CI ratio that is less than 10% is 
acceptable and the judgments are said to be consistent. 

 
 

 
Fig. 3: The contribution of sub-criteria to the main criterion (the capability). 

Likewise, the main goal level is presented in Table 5. 
Here, the maximum eigenvalue is 5.3038 which results in 

a CI value of ≈0.09. The ratio is still acceptable and the 
judgments are undoubtedly consistent. 

 
Table 5: Pair-wise comparison between main criteria. 

 Building 
Design Capability Economy Safety Site Condition 

Building Design 1 4 2 1/4 1/2 

Capability 1/4 1 2 1/4 1/4 

Economy 1/2 1/2 1 1/4 1/3 

Safety 4 4 4 1 4 

Site Condition 2 4 3 1/4 1 

Fig. 4 presents the ratio of each criterion, where safety 
is evidently the most important factor in the presented case 
study with a total aggregate weight of 0.476. Conversely, 

the economy factor is shown to be the least important 
carrying a weight of  0.070. 

 

 
Fig. 4: Resulting contribution of main criteria to main goal. 

 
4. Model Sensitivity Analysis: 

Finally, a sensitivity analysis is held to show the effect 
of altering different parameters of the model on the choice 
of the right crane. First, the current values of the model are 
presented according to the pair-wise comparison that has  

 

 
been carried out by the experts in the construction fields. 
Fig. 5 demonstrates the current weights of each factor. 
Obviously, the results are in favor of the Tower Cranes. 
Now that the best crane type has been identified, how 
would the model respond to any changes in the weights of 
the listed factors? 
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Fig. 5: The sensitivity graph of the main factors with respect to the main goal. 

First, consider the building design. By increasing the 
share of this factor to an extreme of 90% of the main goal, 
leaving 10% for the others while keeping the 
proportionality between each, it has been noticed that the 
model is still in favor of The tower cranes with a score of 

63.6%, followed by the Derrick and lastly the Mobile 
cranes. The same conclusion can be drawn for the 
capability factor, where the tower cranes stay as the best 
choice with a score of 51.1%, Fig. 6 and 7. 

 

 
Fig. 6: Sensitivity analysis of the building design factor, the new assigned weights (left) and the resulting scores of the alternatives (right). 

 
Fig. 7: Sensitivity analysis of the capability factor, the new assigned weights (left) and the resulting scores of the alternatives (right). 
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The sensitivity analysis of the economy factor still 

demonstrates the tower cranes as the best scorers (55.6%), 
however, as more weight is assigned, the mobile cranes 
will tend to have advanced rank among the others, Fig. 8. 

The result is fairly reasonable since the installation cost in 
mobile cranes is significantly less than the other 
candidates. 

 
Fig. 8: Sensitivity analysis of the economy factor, the new assigned weights (left) and the resulting scores of the alternatives (right). 

Similar analysis is held for the safety and site 
condition. The results show that the tower cranes are 
always in the lead with a persistent score beyond 50%, 
followed by the Derrick and lastly the Mobile type. Even 

at almost equal weights in Fig. 9, still, the Tower cranes 
will score higher than 50% leaving the Derrick and Mobile 
cranes in the second and third ranks respectively. 

 
Fig. 9: Sensitivity analysis with equal weight for all factors. The new assigned weights (left) and the resulting scores of the alternatives 

(right). 

The sensitivity analysis presented here demonstrates 
how consistent the decision is. The choice of the crane 
remain the same even with significant changes on the 
criteria weights, which can be justified by the consistent 
judgments made between the siblings of the parent goal 
and the pair-wise comparisons. Frankly, AHP analysis 
demonstrates an efficient knowledge based approach to 
help quantify experts’ knowledge to qualitative analysis 
that help in multi-criteria decision making. 

The best crane choice in this case study was the Tower 
crane. Fig. 10 presents the scores of each crane with a 
corresponding inconsistency of 0.07. Tower cranes are 
known for their safety from the practitioners’ perspectives. 
Notice that in Table 5 the safety has been assigned higher 
importance relative to the other factors where the safety 
contributes for 80% of its parent criterion whereas the 
initial planning and engineering is only 20%.  

 

 
Fig. 10: Final ranking of alternatives. 
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Finally, a complete hierarchy of goals and objectives 
with the corresponding aggregate weights is shown in Fig. 

11. Once again, the safety factor contributes for the most 
weight in the hierarchy.  

 

 
Fig. 11: Importance of each criterion with respect to the main goal and parents. 

 
5. Conclusion 

It was observed that the developed analytic hierarchy 
process (AHP) expert model works adequately and yields 
acceptable results as well as dragging accurate decisions in 
crane selection for a construction site. It was made clear 
from the output of Expert ChoiceTM  for each of the crane 
types, that most of the area of the AHP priority stack is 
occupied by safety and site condition criteria, thus, 
showing the desired dominance of these two criteria in the 
selection process. The developed model certainly eases the 
decision maker's mission of choosing the quantitative 
weights and making further calculations and, thereby, 
leaves the decision makers less susceptible to human 
errors. Moreover, this approach does not require the 
decision makers to have any in-depth technological 
knowledge regarding the available specification of crane 
types and their capabilities. 

The pair-wise assessment through the verbal scaling 
made it easy for the expert to disseminate his/her 
comprehension and eventually reveal more representing 
knowledge and decisions. The above application of AHP 
theory is a step toward the elimination of bias or prejudice 
in the judgment of an expert, since the steps leading to the 
judgment are made explicit via relational assessment. This 
also helps uncover any gap in the expert’s thinking in 
regard to qualitative factors in crane selection which may 
not have been considered. 
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Abstract 

Lean manufacturing appears to hold considerable promise for addressing a range of simultaneous, competitive demands 
including high levels of process and product quality, low cost and reductions in lead times. This research addresses the 
application of lean manufacturing concepts to the continuous production sector with a focus on the motor manufacturing 
industry. The goal of this research is to investigate how lean manufacturing tools can be adapted from the discrete to the 
continuous manufacturing environment. This paper presents   lean manufacturing as a leading manufacturing paradigm 
applied in many sectors. The fundamental focus on lean production is the systematic elimination of non-value added activity 
and waste from the production process. The implementation of lean principles and methods results in improved system and 
surrounding performance. Value stream mapping is used to first map the current state used to identify sources of waste and 
to identify lean tools to eliminate this waste. The future state map is then developed for a system with lean tools applied to it. 
To quantify the benefits gained from using lean tools and techniques in the value stream mapping, a detailed simulation 
model is developed and a designed experiment is used to analyze the outputs of the simulation model for different lean 
configurations. This paper demonstrates the implementation of lean philosophy through layout modification. 
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1. Introduction                  *       

Lean is a popular fact that JIT system started in 
the initial years after the World War II in Japan for 
the Toyota automobile system. Toyoda family in 
Japan decided to change their automatic loom 
manufacturing business to the automobile business. 
But they had few problems to overcome. They could 
not compete with the giants like Ford in the foreign 
markets. Therefore Toyota had to depend upon the 
small local markets. They also had to bring down the 
raw materials from outside. Also they had to produce 
in small batches. They haven’t had much of capital to 
work with. Therefore capital was very important. 
With these constrains Taiichi Ohno took over the 
challenge of achieving the impossible. With his right 
hand man Sheigo Shingo for next three decades he 
built the Toyota production system or the Just In 
Time system.  

Long production runs, big backlogs and long lead 
times are fast becoming operating styles of the past. 
Flexibility and quick response must become the 
norm. The driving force behind this need is 
customers who increasingly expect short lead times 
for products configured exactly as specified and 
delivered on time, every time. The trend of quick-
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response, no-excuses delivery has put many 
manufacturers in the uncomfortable position of 
having to conform or lose business to a competitor 
who has developed short cycle time capabilities. To 
meet competitive requirements and reduce costs, 
many manufacturers are turning to lean 
manufacturing techniques to drastically cut cycle 
time and increase their competitive edge.  

 
Lean operating principles began in manufacturing 

environments and are known by a variety of 
synonyms; Lean Manufacturing, Lean Production, 
Toyota Production System, etc. It is commonly 
believed that Lean started in Japan (Toyota, 
specifically), but Henry Ford had been using parts of 
Lean as early as 1920’s, as evidenced by the 
following quote:  “One of the most noteworthy 
accomplishments in keeping the price of Ford 
products low is the gradual shortening of the 
production cycle. The longer an article is in the 
process of manufacture and the more it is moved 
about, the greater is its ultimate cost.” [1]. 

 
In order to set the groundwork for this paper, let’s 

begin with the definition of Lean, as developed by the 
National Institute of Standards and Technology 
Manufacturing Extension Partnership’s Lean 
Network. A systematic approach of identifying and 
eliminating waste through continuous improvement, 
flow the product at the pull of the customer in pursuit 

mailto:spvendann@yahoo.com
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of perfection. Keeping in mind that Lean applies to 
the entire organization. Although individual 
components or building blocks of Lean may be 
tactical and narrowly focused, and achieve maximum 
effectiveness by using them together and applying 
them cross-functionally through the system.  

 
In its most basic form, lean manufacturing is the 

systematic elimination of waste from all aspects of an 
organization’s operations, where waste is viewed as 
any use or loss of resources that does not lead directly 
to creating the product or service a customer wants 
when they want it. In many industrial processes, such 
non-value added activity can comprise more than 90 
percent of a factory’s total activity. The objective is 
to make the production flow through the system 
quicker and in more predictable manner. Some of the 
activities to improve the production environment are 
discussed below. The intent is to eliminate waste 
thereby permitting better wages for workers, higher 
profit for owners and better quality for customer. 
Types of wastes, effects of waste, using lean tools as 
explain to the following table 1.Value stream 
mapping is a set of methods to visually display the 
flow of materials and information through the 
production process. The objective of value stream 
mapping is to identify value-added activities and non 
value-added activities. 

Value stream maps should reflect what actually 
happens rather than what is supposed to happen so 
that opportunities for improvement can be identified. 
Value Stream Mapping is often used in process cycle-
time improvement projects since it demonstrates 
exactly how a process operates with detailed timing 
of step-by-step activities. It is also used for process 
analysis and improvement by identifying and 
eliminating time spent on non value-added activities.  

Lean Manufacturing is a buzzword. More often it 
is used with the terms like benefits, cost reduction, 
lead-time reduction etc. but if you have not started 
implementing lean manufacturing yet and if you have 
not started benefiting from lean manufacturing yet, 
you will need some numbers to be motivated. We 
shall look into some quantified benefits of lean 
manufacturing where the principles of lean are 
implemented successfully. 

2. Background 

2.1. Lean Manufacturing  Implementation 

Lean philosophy implementation in a forging 
company: implementing lean manufacturing in 
forging industry and the methodology of 
implementation of lean tools. Due to increased 
customer expectations and fierce global competition, 
the Indian forging industries are desperately trying to 
improve productivity at lower cost and still retain 
excellent product and service quality. In this paper, 
the effectiveness of lean principles is substantiated in 
a systematic manner with the help of various tools, 
such as value stream maps, Taguchi’s method of 
parameter design [2]. 

The development of a survey instruments to 
assess the implementation of lean practices within an 
organization. The results of a literature review, which 
was used to identify lean manufacturing practices and 
existing lean assessment tools, are presented. The 
findings of this review were synthesized to develop 
an instrument to assess both the number and the level 
of implementation of a broad range of lean practices 
in an organization. As part of a larger research 
project, an exploratory study was completed using the 
survey.  A cross section of electronic manufacturers 
in the Pacific Northwest was used for the exploratory 
study. Analysis of the survey results from the 
exploratory study are summarized in this paper to 
illustrate how the survey can be used to understand 
what factors might contribute to the implementation 
of lean practices [3]. In the exploratory study 
completed, it was found that while electronic 
manufacturers have implemented a broad range of 
lean practices, the level of implementation does vary 
and may be related to economic, operational, or 
organizational factors [4]. 

The concepts of lean manufacturing can be 
successfully transferred from the manufacture of cars 
and electrical goods to software development. The 
key lean concept is to minimize work in progress, so 
quickly forcing any production problems to get 
sequence solution. Production is then halted to allow 
each problem with the system producing the goods, 
to be permanently corrected. While frustrating at 
first, the end result is very high levels of productivity 
and quality. Lean software development indicates 
that software quality problems are often the result of 
deeply embedded organizational habits of 
recruitment, retention and motivation. To obtain 
organizational change there is a need for fast results 
from low cost actions. Change requires motivation, 
which is triggered and sustained by results. The lean 
technique has demonstrated that it can go right to the 
core of the problems of motivation, quality assurance 
and staff evaluation [5]. 

 
 
Lean manufacturing appears to hold considerable 

promise for addressing a range of simultaneous, 
competitive demands including high levels of process 
and product quality, low cost and reductions in lead 
times. These requirements have been recognized 
within the aerospace sector and efforts are now well 
established to implement Lean practices. Lean 
manufacturing was initiated within the automotive 
sector. A Lean implementation case comparison 
examines how difficulties that arise may have more 
to do with individual plant context and management 
than with sector specific factors [6]. 

This session discusses lean implementation and 
challenges faced while implementing lean in various 
environments. The lean implementation in forging 
company, aerospace sector, electronics manufacturers 
and software development are discussed. 

http://72.14.235.104/search?q=cache:1Kq5jFLG_FoJ:www.mekongcapital.com/Introduction%2520to%2520Lean%2520Manufacturing%2520-%2520English.pdf+mekong+capital%2Blean+manufacturing&hl=en&ct=clnk&cd=1&gl=in#14
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2.2. Design of Lean tool  

Traditional costing systems consider the 
accumulation of costs, but not their timing. Value 
stream mapping presents a good picture of the time 
consumed and operations performed for the 
production of a product within a manufacturing 
facility, but it does not track the accumulation of 
costs. The cost–time profile (CTP) is a tool that 
follows the accumulation of cost in the 
manufacturing of a product through time; and it finds 
the cost–time investment (CTI), which is an indicator 
of the use of resources in the manufacturing of a 
product through quantities and timing. In this paper, 
the expected impact of Lean implementations on the 
CTP and CTI is discussed. The CTP is proposed as a 
useful tool for the evaluation of the improvements 
achieved by the implementation of Lean tools and 
techniques [7].  

The value stream analysis was carried out by 
breaking down each step into a series of activities, the 
time taken for each activity was recorded, and each   
activity was given a designation to indicate whether it 
added value. Value-add activities were designated as 
operation, while non-value add activities were 
categorized as ‘delay’ (including queuing and 
rework), ‘transport’ (of material or information) or 
‘inspection’. Supporting information was also 
collected, such as numbers of people involved, any 
discussion required, use of equipment and systems, 
and problems encountered. This analysis enabled 
improvement opportunities specific to each process 
area to be identified. 

Lean manufacturing appears to hold considerable 
promise for addressing a range of simultaneous, 
competitive demands including high levels of process 
and product quality, low cost and reductions in lead 
times. These requirements have been recognized 
within the aerospace sector and efforts are now well 
established to implement Lean practices. Lean 
manufacturing was initiated within the automotive 
sector. However, since the publication of the 
influential book, The Machine That Changed the 
World [8], there has been a range of documented 
cases of Lean implementation in a variety of sectors. 
Despite this evidence, the perception remains that 
Lean manufacturing is to some degree, an 
‘automotive idea’ and difficult to transfer to other 
sectors especially when there are major differences 
between them. In this paper we discuss the key 
drivers for Lean in aerospace and examine the 
assumption that cross- sector transfer may be 
difficult. A Lean implementation case comparison 
examines how difficulties that arise may have more 
to do with individual plant context and management 
than with sector specific factors [9].  

         These papers investigate the importance of 
the resource cost of resource usage with the time line 
in value stream mapping. This paper discusses the 
traditional costing system for calculate the resource 
usage. The paper motivates me to analyze further 
feasible design alternatives. 

2.3. Summary of Literature Survey 

 Lean manufacturing has served the 
manufacturing sector with speed and quality. Those 
papers investigate the existing scenario of the lean 
philosophy in various sectors. The paper also reveals 
the challenges faced while implementing in the 
diverse environment. During the course of literature 
survey, there is scope for applying lean tools in any 
industry.   

3. Objective 

Objective of our project is to demonstrate 
systematically how lean manufacturing tools used 
appropriately so that industry can eliminate waste. 
Hence better inventory control, better product quality, 
and better overall financial and operational procedure 
can be achieved. To study of opportunities for 
continuous improvement (KAIZEN) and Conducting 
VE study for cost reduction in assembly line. From 
the figure.1 is to explain the Objective of lean 
implementation 

 

Figure 1 Objective Flowchart 

4. Methodology 

Getting started with an effective program to 
implement lean manufacturing requires careful 
planning, design and execution of the business 
changes needed to achieve the desired improvement 
goals. Implementation should not begin unless top 
management is solidly championing the effort with 
an understanding that many business processes must 
be changed. Starting with a pilot product line or 
another contained area of the business is a big help to 
“proof” your concept and methodology. 

 Organize and plan for Lean manufacturing with 
executive champion.  
• Conduct extensive education  
• Value stream map administrative, engineering and 

production processes  
• Develop concept for lean manufacturing pilot  
• Establish improvement targets  
• Develop time-phased implementation Plan  
• Present lean manufacturing pilot concept and plan 

to management  
• Obtain management approval and commitment  
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4.1. Selection of Critical Shop Floor  

The first step in this methodology is selection of 
the critical Shop floor. All the production 
environments were studied. Assembly shop was 
reflecting the most number of defects and was not 
meeting the customer demands. So the assembly shop 
floor was selected as the critical shop floor. 

• Train all employees involved in pilot  
• Implement pilot 

The implementation of lean concept is step by 
step process. Implementation steps are explained in 
the flowchart as shown in the Figure 2.Current state 
process of assembly layout in a motor manufacturing 
company is analyzed and current state value stream 
mapping is plotted (drawn). With the help of VSM 
bottle neck operations at machines and the nature of 
wastes (transportation time, distance, and work in 
process) are identified using calculations. Wastage 
type is identified and evaluated. A new layout model 
is developed using VIP plan out. 

5. Value stream mapping 

A manufacturing system operates with timing of 
step-by step activities. The various steps in 
implementation of VSM are shown in Figure 3 and 
are discussed  

 

Figure 2 Methodology Flowchart 
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in the following sections. The process analysis is 
carried out by collecting the data from various 
enquiries with expertise in shop floor, workers and 
directly participating in measuring the time of various 
processes [2]. 

Figure 3 VSM Implementation flowchart 

5.1. Preparation of Current State Map 

Interaction with the industry the information of 
the customer’s requirement. The company has a wide 

range of customer requesting for a wide range of 
product from BN56, BN63, and BN73 (induction 
motor). Requirement of motors are 15000  
motors/month.                

• Identification of Main Processes 

Quick walk through the shop floor (gemba) helps 
to identify the main process. The main process 
involved in assembly shop floor is heating motor 
body and pressing stator, wiring & testing ,outer 
diameter turning ,inspection ,excess wire cutting & 
inserting contact pins, high voltage testing, rotor & 
cover assembly, quality testing, painting ,fan fixing, 
packing. 

• Define the Data to be collected  

The data in the data box serves to track down the 
opportunity for improving the collection of 
appropriate data benefits in quick tracking of the 
opportunities. The data box envelopes the following 
data like cycle time, change over time, up time and 
available time. The inventory triangle envelopes two 
data work in process between each process and 
respective inventory. 
 

Table 2. VSM input data 

Customer Order 15000(per month) 

Demand 600(per day) 

Working Hours One Shift 8 Hours (per day) 

Break One Hour (per day) 

Raw  Materials Every 15 Days 

Table 3 . Process cycle time 

Process Cycle time (sec) 

Heating motor body & pressing stator 87 

Testing 24 

Drilling & turning 71 

Inspection 10 

Excess wire cutting 47 

Fixing terminal board 120 

High Voltage testing 22 

Rotor & cover fitting 135 

Quality testing 80 

Painting 45 

Fan Fixing 80 

Packing 60 
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5.2. TAKT Time: A Benchmark for Process Pace 

Takt demonstrates the rate at which the customer 
buys the product. TAKT reflects the frequency at 
which the product has to come out of the 
manufacturer to meet the customer demand. From 
Figure 4 Takt time is calculated by dividing available 
working time per shift (in sec) with the customer 
demand per shift. 

TAKT Time of 42 seconds represents, every 
motor has to be completed in every 42 seconds. The 
current state map sights out that the Fixing terminal 
board & 7nserting contact pins, rotor & cover 
assembly processes takes 78 Seconds and 93 Seconds 
more than the Takt time. In order to address the 
problem layout modification was carried out.  

 
Available Time =Working hours – Breaks= (8 x 60x 60) – (1 x 60 x60) = 25200 sec 

 
 

 
 
                                 
       

TAKT time = 42 seconds 
Demand=15000 motor/month 
Demand per shift=600motor. 

5.3. Process improvement (Removing Bottlenecks) 

Improvements in quality, flexibility and speed are 
commonly required .The following lists some of the 
ways that processes can be improved. 
• Rearranging the layout to eliminate large amounts 

of inventory between operations 
• Add additional resources to increase capacity of 

the bottleneck (an additional machine can be 
added in parallel to increase the capacity) 

• To improve the efficiency of the bottleneck 
activity 

• Minimize non-value adding activities(decrease 
cost, reduce lead time) 

• Eliminating the batching and moving to one piece 
flow 
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6. Layout modification 

6.1. Current layout 
The current layout motor manufacturing assembly 

operation. The assembly layout is shown in the 
Figure 5. From the Figure 5 The flow of materials are 
from oven to heating aluminum body and pressing 
stator. Then the part is moved to wiring and testing. 
After testing the body face in and out are done in 
separate workstation. Then it is passed to inspection, 
fixing terminal board, HV testing, rotor and cover 
assembly and it is tested again and painted. Fan is 
fixed and finally packing is done 

In the industry they use batches as 50 parts. 
Though worker working in first assembly  process of 
heating body and pressing stator finishes his the daily 
demand in shift time, the worker working in 
assembly process of packing, painting could not able 
to finish their work in shift time. Due to which extra 
transportation time, waiting time affects entire 
assembly process to meet daily demand. Similarly the 

part from oven takes more transportation time due to 
present layout in the process. 

6.2. Witness model 

The current layout of witness model is shown in 
Figure 6. From that model it has found out average 
machine time, average buffer size time, and number 
of operations. The witness model, to enter the number 
of machines or operations, cycle time of the each 
operation, part moving direction (push, pull direction) 
and to define the number of buffers, buffer size and to 
select place of each buffer. All data should be enter 
and to getting the current layout model. The output of 
the witness model is shown in table 3 and table 4.The 
table 3 to explain the machine statistics like % idle, 
%busy, number of operations. The table 4 to explain 
the buffer statistics like total input, total output, 
average buffer size and average machine  time 
 
 
 

 
Figure 5 Current layout 
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Figure 6 Witness model Assembly layout 

 
Table 3. Current layout performance table: Machine Statistics 
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Table 4. Current layout performance table: Buffer Statistics 

 
6.3. Performance table 

From the current process layout to Identification 
of the wastes such as transportation distance (total 

process), inventory between the processes and part 
waiting time are reflected in the table 5.                     

 
Table 5 Current layout Wastages 

Waste Units 

Transportation 140  meters 

Inventory 45 parts 

Part waiting time 250 seconds 

 

Figure 7 Machine Statistics 
 
From the Figure 7 to explain that the percentage 

of machine utilization. The machine utilization value 
is given by table 3.The first machine is 100% busy, 
the second machine is 74.45% busy and 27.56% idle, 
like that all machine performance as shown in the 

figure 7.If the fixed terminal board and rotor cover 
fitting is 99.3% busy. To increase the machine 
utilization and to increase the productivity. 
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6.4. Modified layout      

The optimized layout is show in figure 8. This 
layout modified using VIPPLANOPT software. The 
objective of modified layout is to minimize the 
transportation cost, inventory between the process 
and part waiting time.   

From figure 9 to explain the transportation 
distance between machine to machine. Those 
distances are based on new modified layout. This 
layout modified using VIPPLANOPT software. For 
example the distance between 1’st machine and 2’nd 
machine is 51.6meters, like that calculate to total 
modified layout distance is 75.6meters

 

Figure 8 VIP layout model 

 

 
Figure 9 Transportation distance 
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7. Conclusion  

      From this paper it was inferred that VSM is an 
ideal tool to expose the waste and to identify 
improvement areas. In this paper the effectiveness of 
lean principle is substantiated in a systematic manner 
with the help of simulation softwares in a systematic 
manner. Availability of information such as material 
and money flow which facilitate and validate the 
decisions to implement lean manufacturing. This can 
also motivate the organization during the actual 
implementation in to obtain the desired benefits. The 
results from these simulation software show that 
there can be much improvements to be made in the 
manufacturing of motors. It helps the companies to 
reach their ultimate goal of sustainability and 
profitable growth in the future. 
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Abstract 

In this study, two oil shale samples, from two different deposits in Jordan, have been pyrolysed using a thermogravimetric analyser 
(TGA). The controlling parameters studied were the final pyrolysis temperature and the influence of the heating rate as well as type 
of purge gas employed on the process of thermal degradation of the shale sample. It is found that there are two main steps of samples' 
weight loss. The first one is due to conversion of organic matter to oil and gas which occurred within the temperature range of 
between 250 to 550 °C, while the second step represents weight loss due to carbonate decomposition releasing CO2 and occurred at 
approximately higher temperature of more than 550 °C for examined samples. In directly heated systems additional quantities of CO2 
will be produced due to combustion of residual carbon in order to provide needed heat for the retorting process. Therefore, surface 
retorting processes aiming to produce crude shale oil from raw oil shale will release higher rates of CO2 emissions to the environment 
compared with production of conventional or other synthetic fuels. 
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1. Introduction    * 

The proven reserves, in the central region of the Jordan, are 
huge (i.e. exceeding 5x1010 tonnes of oil shale) with an average 
organic content of between 9 and 13% by weight (which would 
yield ~5x109 tonnes of shale oil) [1-5]. Yet there is a dearth of 
information available about the pyrolysis of Jordanian oil 
shales, because there has been only little interest in developing 
such resource. The main reasons for this are that the majority 
of the deposits are relatively lean and located in remote 
regions, where, at best, only a limited industrial infrastructure 
exists. Equally important is the poor knowledge of their full 
extent and exact characteristics. Moreover, the prevailing 
relatively low unit-prices for crude oil on the international 
market have discouraged entrepreneurs from making 
investments to exploit these oil shale resources. 

In the literature, the kinetics of the thermal decomposition 
of various oil shales, from different regions of the world, have 
been investigated and various suggestions as to the 
decomposition mechanisms have been reported [6-21]. Many 
thermogravimetric studies have been carried out under 
isothermal conditions (for which the rates of reaction are 
determined at constant temperatures), but this method involves 
some inaccuracies. It is more accurate to use a non-isothermal 
method to determine the kinetic parameters of the pyrolysis 
process, employing a TGA apparatus, with the sample heated 
at a constant rate and recording its weight change. This is 
mainly because of the shorter experimental times and the fewer 
encountered difficulties (e.g. the initial heating-up period in 
isothermal methods). But the principal reason for their 
popularity in the field of oil shale pyrolysis is that it more 
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closely simulates the conditions expected in commercial-scale 
oil shale retorting systems. Thus, such a technique for 
determining the reaction kinetics, such as the activation energy, 
has been preferred by many researchers. Hence, the kinetics of 
thermal degradation of a small shale particles specimen can be 
obtained using a TGA apparatus, which records the changes of 
a small shale sample with time. Consequently, this can be used 
to determine the characteristics of devolatilisation as well as 
kinetic parameters [6,12,17,19-23]. The behaviour of oil shale 
pyrolysis is considered to be complicated because the shale is a 
complex mixture of kerogen and wide range of minerals. Also, 
the shale oil produced by pyrolysis is the result of several 
physical and chemical reactions occurring simultaneously in 
series and parallel, while the TGA apparatus measures the 
overall weight loss due to these reactions. Hence, the TGA 
provides only general information about the overall reaction 
kinetics. 

However, a large number of researchers have studied the 
influence of pyrolysis temperature and heating rate on oil shale 
decomposition used TGA apparatus . For example, Haddadin 
and Mizyed [6], Dogan and Uysal [19] and Ahmad and 
Williams [20] have investigated the influence of final pyrolysis 
temperature and reported greater weight losses, from the oil 
shale specimens, as the temperature was increased. Skala et al., 
[11], Drescher [21], Lee et al., [22], Rajeshwar [23] and 
Campbell et al, [24] concluded that there was a systematic shift 
of the region in which the maximum rate of weight loss ensues 
towards higher temperatures for higher heating rates. The 
present investigation is an experimental study using a TGA 
apparatus (under non-isothermal conditions) to determine the 
kinetics of the pyrolysis process for two Jordanian oil shales 
(i.e. from the Ellujjun and Sultani deposits) in relation to the 
heating rate, final temperature and purge gas employed. Also 
carbonate (CaCO3) decomposition rates are determined at 
temperatures higher than desired retorting temperature.     

mailto:jojaber@gmail.com
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2. Experimental Equipment and Procedure 

2.1. Shales used 

Oil shale samples, from the Ellujjun and Sultani deposits, 
were supplied by the Natural Resources Authority (Amman, 
Jordan), but details of the sampling method used were not 
provided. The two samples of raw oil shale received were 
crushed, separately, by a jaw crusher and then, without further 
treatment, sieved in order to obtain samples of the required 
particle size. These oil shales have been examined in a 
preliminary pyrolysis study, using a fixed bed retort, reported 
previously [25]. 

2.2. Experimental apparatus 

Kinetic data were obtained using a Shimadzu Model-50 
Series TG Analyser, with N2 or CO2 (supplied at a constant 
rate of ~5x10-5 m3 min-1 at normal conditions) employed as the 
purge gas. The TGA apparatus permits the continuous 
measurement of sample weight as a function of temperature, 
and provision is made for an electronic differentiation of the 
weight signal to give the rate of weight loss, with high 
accuracy of ±0.1%. In this investigation, TGAs were used to 
determine the effects of heating rate and final temperature on 
the weight loss of the oil shale sample. 

Pyrolysis was carried out non-isothermally using a sample 
of about15x10-6 kg, placed in the alumina crucible, which was 
then put on the sample pan hanging down in the reaction tube, 
where the atmosphere could be controlled. The furnace tube 
was raised to close the system, and the start button depressed. 
The pre-programmed control unit regulates all the automatic 
functions of the recorder (e.g. the continuous change in the 
mass of the sample is measured), as well as the temperature 
programming of the furnace. Finally, and after the furnace 
temperature had achieved its set value, the sample was allowed 
to cool to room temperature. All experiments were repeated in 
order to minimize experimental uncertainty and cross-checking 

obtained results, and where significant variance was found the 
test a third test was conducted in order to confirm results. But 
it should be noted that due to the fact that oil shale is not 
homogeneous material, a slight difference in final results 
would be inevitable. Table 1 lists the main conditions 
employed during this experimental investigation. 
Table 1. Main experimental conditions 

Sample grain size 
(mm) < 0.85 

Heating rate (K min-1) 20 

Final temperature (°C) 400-900 (and 1000 in the case of CO2) 

Gas carrier N2 or CO2 

3. Results and Discussion 

A typical variation of the percentage conversion with 
temperature (i.e. the TGA curve) is shown in Fig. 1, while Fig. 
2 shows the differential weight loss (i.e. the DTG) profile for 
the Ellujjun and Sultani shales. The rate of weight loss, due to 
conversion of the organic matter, is clearly related to the 
pyrolysis temperature: the higher the final temperature, the 
greater the weight loss. This is because, at high temperatures, 
the pyrolysis process proceeds faster. 

The DTG figure demonstrates clearly that there are three 
steps of the mass-loss profile. The pre-heating phase, being 
below 200 °C, corresponds with the loss of the interlayer water 
from the clay minerals and the decomposition of nahcolite as 
well as the physical changes (i.e. is the softening and molecular 
rearrangement associated with release of gases) in the kerogen 
prior to its decomposition to bitumen as shown in Fig. 3 [26]. 
It is clear, from Fig. 3, that kerogen undergo two steps 
reaction: the 1st step involves some changes and conversion of 
light matter and in the 2nd step bitumen is decomposed into oil 
and gases.  The loss of hydrocarbon material took place during 
the second stage (i.e. between 200 and 600 °C). 
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Fig. 1. TG profiles of the Ellujjun and Sultani oil shales (in N2, h = 20 K min-1) 
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Fig. 2. DTG of the Ellujjun and Sultani oil shales 

 

 
 

Fig. 3. Mechanism of thermal decomposition of oil shale particles 

 
 It is evident that the major pyrolysis peak is a singular 

one and the extractable organic contents, within the 
temperature range of 200 to 500 °C, are approximately 21 
and 17% of the original sample weight for the Ellujjun and 
Sultani shales, respectively. Previously, it had been observed, 
from fixed-bed pyrolysis tests, that water starts emerging 
from the oil shale sample within the temperature range of 120 
to 160 °C, and the devolatilization in the oil shale started at 
temperatures as low as 250 °C and continued up to 
approximately 500 °C [4,25]. The third stage, which occurred 
at higher temperatures exceeding 600 °C, is due to the 
decomposition of the carbonate (i.e. calcite and dolomite). 
The sample’s continued loss of weight, as the temperature 
was increased above 600 °C, could be attributed to the 
possibility of continued pyrolysis, as well as the presence of 
CO2 (which evolved as a result of carbonate decomposition) 
and which reacts with the residual char, through the 
Boudouard reaction, so forming carbon monoxide. 

The two shales exhibit qualitatively the same patterns of 
thermal degradation when the pyrolysis temperature was 
raised over the studied range. But it is evident, within 
experimental error, that during the pyrolysis phase alone, the 
Ellujjun sample exhibits approximately a 30% higher weight 
loss compared with the Sultani oil shale: the latter lost about 
17% of its initial weight when N2 was used to purge the 
furnace and 18% in the case when CO2 was employed as the 
sweeping gas. In general, within experimental error, a 

slightly greater weight loss occurred from the shale sample as 
a result of using CO2 instead of N2 to purge the TGA system. 
This is because CO2 is more reactive than N2 due to the 
presence of alkali metals, which are very effective in the CO2 
and/or H2O reactions with carbon [27-29]. The increase in the 
amount of shale decomposed with increasing temperature is 
greater between 200 and 550 °C than for temperatures 
exceeding 550 °C. This is due to the fact that the optimal 
temperature for maximizing oil shale retorting is around 550 
°C.  

The singular step thermal decomposition behavior of 
Jordanian oil shales is similar to those observed for various 
shales, such as those from  Colorado [30], Ohio, West 
Virginia and North Carolina [22] all in the USA, Aleksinac 
and Knjazevac in Yugoslavia [17], Beypazari in Turkey [19], 
Kark, Dharangi and Malgeen in Pakistan [20] and Attarat in 
Jordan [4]. The conclusions derived from this study 
concerning the Ellujjun oil shale are in full agreement with 
those reported by other researchers [6]. Whatever the shape 
of the decomposition profile (i.e. single or double stage), oil 
shale pyrolysis studies indicate that the conversion of 
kerogen into shale oil is a two-stage process. In the first, 
decomposition of the kerogen to pyrolytic bitumen occurred 
and then, in the second, decomposition of the bitumen to 
products ensued [15,19,24]. However, the mechanism for the 
thermal decomposition of oil shale is complex and involves a 
series of parallel reactions. 
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4. Predicted GHG Emissions from Retorting Unit 

Major gas emissions from oil shale processing plants are 
particulates, nitrogen oxides, sulfur oxides and carbon 
dioxide: the relative amounts emitted increase as the thermal 
efficiency decreases. Much concern has been expressed 
recently over the “excessive greenhouse effect”, where the 
increased concentrations of CO2 in the atmosphere resulting 
from the burning of fossil fuels are leading to global 
increases in air temperature and long-term climatic changes. 
The burning of hydrocarbon fuels with the high 
hydrogen/carbon ratios (i.e. as with natural gas) would reduce 
CO2 emissions per unit of heat (or other form of energy) 
produced. However, this is not the case with synthetic fuels, 
where the total amount of CO2 generated must include that 
portion released during their manufacture – see Table 2 [31]. 
So, in shale oil production or oil shale direct combustion, 
there are additional releases of CO2 due to the decomposition 
of the carbonates that are present in the raw shale. Thermal 
decomposition occurs at high rates at ≥ 500°C: therefore it is 

not expected to be significant for the indirectly-heated 
retorting process. However, it is an important source in the 
directly-heated retorts as well as in some in-situ retorting 
methods, because the temperature in the combustion zone 
would then be in the range of 700 to 1100 °C.  This would 
generate more quantities of such emissions due to the 
combustion of residual carbon remained in the retorted shale. 
Although CO2 is potentially a pollutant of global concern, its 
emission is not controlled by the present air quality and 
pollution standards which are imposed on air emissions in 
most countries. As for the oil shale combustion process, a 
relatively-high temperature (i.e. on average ~800 (±50) °C in 
the case of fluidized-bed combustors and about 1300 (±100) 
°C for pulverized oil shale combustion) are necessary in 
order to ensure complete oxidation of the CO and various HC 
species. Consequently, decomposition of the carbonate 
content occurs, but only a small percentage (i.e. ≤ 10% of the 
total) of this decomposition is desirable for the capture of the 
sulfur oxides (i.e. mainly SO2).  
 

Table 2. CO2 produced in the synthetic fuels’ manufacturing processes and burning of fuel (mol CO2 per MJ of product) 

Fuel Manufacture Combustion Total 

C - 2.54 2.54 

CH2 1.36 1.61 2.97 

CH4 2.17 1.25 3.42 

CH3OH 1.92 1.57 3.49 

 
It is hard to estimate with certainty the rates of CO2 that 

would be produced by any proposed oil shale project, unless 
technology and capacity are known. However, it is predicted 
that, if one quarter only of the carbonate content of the raw 
shale is decomposed, this would be responsible for emitting 
approximately 20-25% more CO2 than from the combustion 
process alone. Such an endothermic decomposition reaction 
would consume approximately 5-8% of the total heat released 
during the combustion process [32]. This is unfavorable from 
the flue-gas emissions point-of-view, but simultaneously the 
decomposed carbonates will produce a pozzolanic ash, which 
is desirable for improving the characteristics of the spent shale 
in order for it to be used later as a raw material in the 
construction and cement industries or for safe disposal. Also 
from the environmental side, increasing rates of CO2 emission 
is not favorable due to its contribution to climate change and 
global warming effects.  

5. Conclusion 

For both oil shale samples tested, the conversion of kerogen 
is totally dependent on the final pyrolysis temperature: the 
higher the final temperature, the greater the weight loss from 
each sample. Using CO2 instead of N2 to purge the TGA 
system led to a slight increase in the weight loss from the oil 
shale sample. The principal conclusion of this study is that 
both of Ellujjun and Sultani oil shale samples' behaviour can 
be described as a singular reaction phase over the studied 
temperature range. The second stage, which occurred at higher 
temperatures exceeding 600 °C, is due to the decomposition of 
the carbonate. In real oil shale projects, it is expected that GHG 
emissions would be higher due to many reasons, e.g. mining 
activities, combustion of residual carbon and transportation of 
raw oil shale and finished products. 
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Abstract 

Manufacturing tolerancing is intended to determine the intermediate geometrical and dimensional states of the part during its 
manufacturing process. These manufacturing dimensions also serve to satisfy not only the functional requirements given in 
the definition drawing, but also the manufacturing constraints, for example geometrical defects of the machine, vibration and 
the wear of the cutting tool. In this paper, an experimental study on the influence of the wear of the cutting tool (systematic 
dispersions) is explored. This study was carried out on three stages .The first stage allows machining without elimination of 
dispersions (random, systematic) so the tolerances of manufacture according to total dispersions can be identied. In the 
second stage, the results of the first stage are filtered in such way to obtain the tolerances according to random dispersions. 
Finally, from the two previous stages, the systematic dispersions are generated. The objective of this study is to model by the 
least squares method the error of manufacture based on systematic dispersion. Finally, an approach of optimization of the 
manufacturing tolerances was developed for machining on a CNC machine tool 
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1. Introduction                  *       

Manufacturing tolerancing is intended to determine the 
intermediate geometrical and dimensional states of the part 
during its manufacturing process. These manufacturing 
dimensions also serve to satisfy not only the functional 
requirements given in the definition drawing, but also the 
manufacturing constraints, for example geometrical 
defects of the machine, vibration and the wear of the 
cutting tool… 

 Many research works were treated the 
tolerancing problem with different approaches, Rong and 
Bai [1] analyzed a dependent relationship of operational 
dimensions to estimate machining errors in terms of linear 
and angular dimensions of a workpiece. Cai et al. [2] 
proposed a method to conduct a robust fixture design to 
minimize workpiece positional errors as a result of 
workpiece surface and fixture setup errors. Djurdjanovic 
and Ni [3] developed procedures for determining the 
influence of errors in fixtures, locating datum features and 
measurement datum features on dimensional errors in 
machining. These studies were conducted when a static 
case was assumed. 

Kim and Kim [4] have developed a volumetric error 
model based on 4x4 homogenous transformations for 
generalized  
                                                 
* Corresponding author. am_rahou@yahoo.fr 

 
 
 
geometric error. Eman and Wu [5] have developed 

error model accounts for error due to inaccuracies in the 
geometry and mutual relationships of the machine 
structural elements as well as error resulting from the 
relative motion between these elements. Kakino et al. [6] 
have measured positioning errors of multi-axis machine 
tools in a volumetric sense by Double Ball Bar (DBB) 
device. Takeuchi and Watanabe [7] have shown five-axis 
control collision free tool path and post processing for NC-
data. 

In the work of [8], the authors present an experimental 
semi study of the vibratory behavior of the cutting tool 
golds of the operation of slide-lathing, is the object to 
show that it is possible to consider the roughness average 
of the part machined starting from displacement resulting 
from the nozzle of the tool. In the work of [9] a study was 
presented on the influence of the position of the cutting 
tool on dynamic behavior in milling of thin walls, and in 
work of [10,11,12], authors thus illustrate the influence of 
the trajectory of the cutting tool on the surface quality 
tolerances of manufacture for machining on the machine 
tool has numerical control.  

mailto:rahou@yahoo.fr
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2. Sources of errors 

Before we look at how the task of error compensation 
can be achieved, we need to clearly understand what we 
mean by accuracy and error. Accuracy could be defined as 
the degree of agreement or conformance of a finished part 
with the required dimensional and geometrical accuracy 
[13]. Error, on the other hand, can be understood as any 
deviation in the position of the cutting edge from the 
theoretically required value to produce a workpiece of the 
specified tolerance. The extent of error in a machine gives 
a measure of its accuracy; that is the maximum translation 
error between any two points in the work volume of the 
machine. This of course depends on the resolution of the 
system. Positioning can never be more accurate than this 
as there will be no further feedback to improve the 
positioning within this range. However, more important 
than system resolution, are the errors that occur between 
the measurement point and the feedback point [14]. The 
best way to keep track of the errors is to formulate an error 
budget. An error budget allocates resources among the 
different components of a machine. It is a system analysis 
tool used for the prediction and control of the total error of 
a system. An error budget basically addresses two 
fundamental issues. One involves obtaining the influence 
of different sources of error (the individual members of the 
kinematic chain of the machine tool) on the accuracy of 
the machine. The other involves taking a set of 
specifications and determining the permissible level of 
each source so that some criterion like cost etc., is 
optimised [15]. Errors can be classified into two categories 
namely quasi-static errors and dynamic errors. Quasi-static 
errors are those between the tool and the workpiece that 
are slowly varying with time and related to the structure of 
the machine tool itself. These sources include the 
geometric/kinematic errors, errors due to dead weight of 
the machine’s components and those due to thermally 
induced strains in the machine tool structure. Dynamic 
errors on the other hand are caused by sources such as 
spindle error motion, vibrations of the machine structure, 
controller errors etc. These are more dependent on the 
particular operating conditions of the machine. Quasistatic 
errors account for about 70 percent of the total error of the 
machine tool and as such, are a major focus of error 
compensation research. Once the individual error 
components have been identified, the next step in the 
problem of error budgeting is to determine the optimal 
level of these errors so that the cost factor is minimised 
[15]. 

In general, a machining centre consists of a bed, 
column, spindle and its slide and the various linear and/or 
rotary axes. Each of these elements contributes to the total 
error of the system that is represented by the error budget. 
Errors can broadly be classified as: 
 
a) Geometric errors of machine components and structures 
b) Kinematic errors 
c) Errors induced by thermal distortions 
d) Errors caused by cutting forces including 

(i) by gravity loads 
(ii) by accelerating axes, and 
(iii) by the cutting action itself 

e) Material instability errors 

f) Machine assembly-induced errors 
g) Instrumentation errors 
h) Tool wear 
i) Fixturing errors and 
j) Other sources of errors like servo errors of the machine 
(following errors and interpolation algorithmic errors) 
[16,17,18]. 

2.1. Geometric and kinematic errors 

Geometric errors are those errors that are extant in a 
machine on account of its basic design, the inaccuracies 
built-in during assembly and as a result of the components 
used on the machine. 

As such, they form one of the biggest sources of 
inaccuracy. These errors are concerned with the quasi-
static accuracy of surfaces moving relative to one another. 
Geometric errors can be smooth and continuous or they 
could exhibit hysteresis or random behaviour. These errors 
are affected by factors like surface straightness, surface 
roughness, bearing pre-loads etc. Geometric errors have 
various components like linear displacement error 
(positioning accuracy), straightness and flatness of 
movement of the axis, spindle inclination angle, 
squareness error, backlash error etc [17]. Kinematic errors 
are concerned with the relative motion errors of several 
moving machine components that need to move in 
accordance with precise functional requirements. These 
errors are particularly significant during the combined 
motion of different axes as in the case of gear hobbing or 
profile machining where co-ordination of rotary with 
respect to linear axes or linear with respect to linear axes is 
of prime importance. Such errors occur during the 
execution of linear, circular or other types of interpolation 
algorithms and are more pronounced during actual 
machining. 

2.2. Thermal errors 

Another principal cause for inaccurate workpieces is 
error due to improper tool positioning on account of 
thermal deformation. It is well understood that errors due 
to thermal factors account for 40–70% of the total 
dimensional and shape errors of a workpiece in precision 
engineering [19]. Six sources of thermal influence are 
identified: (i) heat from the cutting process, (ii) heat 
generated by the machine, (iii) heating or cooling provided 
by the cooling systems, (iv) heating or cooling influence of 
the room, (v) the effect of people and (vi) thermal memory 
from any previous environment [19]. Critical among these 
sources is heat generated by the machine. Continuous 
running of the machine causes heat to be generated at the 
moving elements as a result of frictional resistance, at the 
motors, in pumps etc [20]. This heat causes relative 
expansion of the various elements of the machine tool 
leading to inaccurate positioning of the cutting tool tip. 

Consequently errors due to spindle growth, thermal 
expansion of the ballscrews and thermal distortion of the 
column are generated at the tool tip. As heat generation at 
contact points is unavoidable, this source of error is one of 
the most difficult to eliminate completely. In the 
manufacture of precision components error due to thermal 
deformation of the machine elements plays a vital role in 
limiting the accuracy of the part produced. 
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2.3. Cutting-force induced errors 

The dynamic stiffness of all the components of the 
machine tool (namely the bed, column, etc.) that are within 
the force–flux flow of the machine is responsible for errors 
caused as a result of the cutting action. This is one of the 
major sources of error in metal-cutting machines as the 
force involved in the cutting action is considerable. As a 
result of the forces, the position of the tool tip with respect 
to the workpiece varies on account of the distortion of the 
various elements of the machine. Depending on the 
stiffness of the structure under the particular cutting 
conditions, the accuracy of the machine tool would vary. 
Thus, for a machine with a given stiffness a heavy cut 
would generally produce more inaccurate components than 
a light cut. 

2.4. Other errors 

Other errors like tool wear and fixturing errors add to 
the overall inaccuracy of the machined component. Errors 
in fixturing are caused by fixture set-up and geometric 
inaccuracies of the locating elements and by fixture 
flexure. In cases where the workpiece is restrained by a 
small area of contact with the fixture, the errors due to 
deformation or lift-off of the workpiece could cause 
significant errors. Workpiece displacement is dependent 
on several factors like position of the fixturing elements, 
clamping sequence, clamping intensity, type of contact 
surface etc. Thus workpiece displacement could be a 
significant source of machine error. 

3. Systematic dispersion 

Systematic dispersion is due primarily to the wear of 
the cutting tool between the realization of the first part and 
the last part of a given series (Figure1).   
 

 
Figure 1: Wear of tool [22] 

 
The wear of the tool leads us to make an experimental 

study which makes it possible to show the influence of 
systematic dispersion on the manufacturing tolerances.  

 
 
 

4. Procedure of the tests 

It is difficult, if not impossible; to obtain manufacturing 
tolerances while being limited only to systematic 
dispersions. For this reason, it is necessary to take into 
account all dispersions. In order to achieve this goal, there 
are three stages: 
1st stage: 

The machining of the parts is done without the 
elimination of dispersions (random, systematic) so that one 
finds the manufacturing tolerances according to total 
dispersions. 
2nd stage: 

The results of the first stage were filtered in such way 
that one only finds the tolerances of manufacture 
according to random dispersions.  
3rd stage: 

From the two previous stages, we compute the 
systematic dispersions. 

5. Conditions of the tests    

We have machined 40 parts, C35 matter, on lathe with 
numerical control using a facing tool with standard 
brought back pastille “J11ER”          

 
Figure 2: Design drawing of the workpiece. 

We place the test in the following conditions: 
• The wear of the tool is a linear function; 
• Thermal balance is reached; 
• Geometrical dispersion is immersed in random 

dispersion; 
• The machining of surface 1 is carried out under phase 

with the same tool; 

6. Stages of manufacture                    

After having presented the procedure, let us detail the 
three stages of the study: 

6.1. First stage  

Starting from a crude, we carried out 5 surfaces on a 
lathe white numerical control, (Figure 3), by respecting the 
following parameters of the cut:   
• Cutting speed: Cs = 80 m/mn; 
• Speed in advance: F = 0.05 mm/tr; 
• machining without lubrication; 
• Depth of cut = 2 mm; 
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A program of machining was developed under a 
language FANUC (Figure3), for the realization of these 
tests 
 

 
Figure 3:  Sketch of turning phase 

On each part of the series, we measures dimensions 
d12, d13, d14, d15 and we calculates d23. 

From the equations (1), (2) and (3), we gives the 
statistical results (the average X  , the standard 
deviations ijσ and  ) illustrated in Table 1 ijCFΔ

Table 1:   Statistical Results of the 1st stage 

  X (mm) δ (mm) ΔCFij (mm) 

d12  13.0052 3.489 10-2 2.093 10-1 

d13  22.0074 2.860 10-2 1.716 10-1 

d14  26.0076 3.199 10-2 1.917 10-1 

d15  31.0141 2.685 10-2 1.611 10-1 

d23  9.0020 3.369 10-2 2.021 10-1 
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The system (5), is deduced by the equation (4)  

 
               jiij llCF Δ+Δ=Δ               (4) 

 

3223

5225

4114

3113

2112

⎪
⎪
⎪

⎩

⎪⎪
⎪

⎨

⎧

Δ+Δ=Δ
Δ+Δ=Δ
Δ+Δ=Δ
Δ+Δ=Δ
Δ+Δ=Δ

llCF
llCF
llCF
llCF
llCF

   

                     (5) 

 
 

The resolution of the system (5) leads to the solutions 
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The results (6) represent total dispersions.                

(6) 

6.2. Second stage 

In this stage, formula (7) was used to filter dimensions 
of the first stage. 

i
N

CFs
dd ij

ijtija
Δ

−=
                    

(7) 

ij  : The variation of the dimensions manufactured 
with systematic dispersion;   

CFsΔ

ijad : Filtered dimensions;  
ij

: Number of test;  
td : Dimensions according to total dispersion; 

i
To calculate ij , we trace for each dij the graphs (dij (N)) 
and average lines, Figure (4-8).  

sΔ
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Figure 4: Graph of dimensions d12 
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Figure 5: Graph of dimensions d14 
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Figure 6: Graph of dimensions d13 
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Figure 7: Graph of dimensions d15 
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Figure 8: Graph of dimensions d23 

The variation of manufacture, expression (8), is given 
according to the average line tangent aij   and of the tests 
number N.  
        

                                            
(8) NaCFs ijij .=Δ

The resolution of the system (8) gives the results of 
 ,represented by (9). ijCFsΔ
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From the equation (7) and the system (9), calculation 

gives new dimensions ( ) . ij
Table 2 represents the statistical results calculated 

starting from the equations (1), (2) and (3)  

ad

 
Table 2:   Statistical results of the 2nd stage. 

 X (mm) δ  (mm) ΔCFaij (mm) 

da12 12.992 3.403 10-2 2.041 10-1 

da13 21.995 2.767 10-2 1.661 10-1 

da14 25.991 3.042 10-2 1.825 10-1 

da15 30.995 2.448 10-2 1.469 10-1 

da23 9.003 3.369 10-2 2.021 10-1 

 
According to the equation (10), there is the system of 

expressions (11)  
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The resolution of the system (11) leads to the solutions 
(12) : 
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 The result of system (12) represents random 
dispersions.  

6.3. Third Stage 

In this stage we trace the graphs of the dimensions 
filtered (daij) according to many tests (N).   
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Figure 9: Graph of dimensions da12 
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Figure 10: Graph of dimensions da13 
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Figure 11: Graph of dimensions da14 
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Figure 12: Graph of dimensions da15 
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Figure 13: Graph of dimensions da23 

According to figures' (9), (10), (11), (12), (13), we 
notice that the tangents are equal to zero.  Therefore 
filtering is made completely.  The replacement of the 
equation (13) in the system (14), leads to the system (15).   

jiji ssCFs Δ+Δ=Δ                     (13) 
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                  The results of system (15) represent systematic 
dispersion.  

(15) 

7. Interpretation  

Table 3 presents a recapitulation of the results of the 
dispersions calculated in the three stages.  
 

 
 
 
 
 
 
 

Table 3:  Results of calculated dispersions. 

 
Total 

dispersion 

(mm) 

Random 
dispersion 

(mm) 

Systematic 
dispersion 

(mm) 

Surface 1 0.895 10-1 0.837 10-1 2.497 10-2 

Surface 2 1.200 10-1 1.199 10-1 0.158 10-2 

Surface 3 0.822 10-1 0.819 10-1 0.105 10-3 

Surface 4 1.029 10-1 0.982 10-1 0.931 10-2 

Surface 5 0.719 10-1 0.627 10-1 1.31910-2 

Summon 4.667 10-1 4.462 10-1 0.490 10-1 

In figure 17 the graph of total dispersion is almost 
confused with the graph of random dispersion.  The 
influence of systematic dispersions on the tolerances of 
manufacture is minimal Compared to random dispersions. 

The greatest value of systematic dispersions (Figure 
14) is on surface 1 used like reference surfaces, due to the 
influence of the machined surfaces 2, 3, 4, 5, and the 
grinding problem of the tool.   

On the other hand the greatest value of random 
dispersions (Figure 15) is on the level of surface 2, then 
surface 4. The order of surfaces is not imperative; it has a 
relationship to the setting in position of the part in the 
chuck, the quality of tightening (manual or pneumatic) or 
the stop materializing the fifth point of isostatism. The 
smallest value is at the level of surface 3, since the latter is 
between two machined surfaces characterized by a small 
machining length.      

The values of systematic dispersions are very small 
relative with total dispersion.  The sum of the values of 
systematic dispersions is about 10% of the sum of total 
dispersions. Therefore random dispersion accounts for 
90% of total dispersion.   
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Figure 14: Systematic dispersions according to the machined 

surfaces. 

 
 

 
Figure 15: Random dispersions according to the machined 
surfaces. 

  Figure 16 represents the evolution of 
total dispersions according to the machined 
surfaces.  
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Figure 16: Total dispersions according to the machined surfaces. 
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Figure 17 illustrates a comparison between total dispersions and 
random dispersions.  
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Figure 17: Comparison enters total and random dispersions. 

Figure 18 illustrates the percentage between the sum of 
the values of systematic dispersions and the sum of the 
values of total dispersions. 

 
Figure 18: Statistical representation by sector between systematic 
dispersion and random dispersion. 

 
 

8. Errors modeling 

In this part, a modeling of the errors of dispersions was 
worked out by the least squares method to develop two 
models of correction of the tolerances. In the first model, 
equation 16, we can calculate tolerances of manufacture 
due to systematic dispersion according to the machined 
length. In the second model, equation 17, we can calculate 
tolerances of manufacture according to the machined 
length 
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555.34 10.2,1.10.3,110.5,6 −−− ++= DDIT       (16) 

 
335.3 10.1005.0 −− ++= DDIT        (17) 

 
After the integration of tolerancing models in the 

numerical command control program, the new statistical 
results are given by the Table 4 . 

According to the results, the variations of manufacture 
(tolerance of manufacture) were decrease by 55 % . 

Table 4:  Statistical Results. 

  X (mm) δ (mm) ΔCFij (mm) 

d12  13.0022 0.01958 0.11748 

d13  22.0024 0.01867 0.11202 

d14  26.0016 0.01874 0.11244 

d15  31.0031 0.01685 0.1011 

d23  9.0002 0.02269 0.13614 

9. Conclusion 

In this work, a step centered on three stages, was 
presented to calculate dispersions of machining and their 
influence on the intervals of tolerances.  The influence of 
systematic dispersion accounts for 10% of the total 
discrepancies under the conditions normal and between 
25% and 35%, if the parameters of cut or the cutting tool 
are badly selected. 

The relative value of 10% of the tolerance is very 
important especially in work in series; because the wear of 
the tool influences the dimensions of adjustment. An error 
about the micron influences the overall costs of the end 
product and risk to guarantee the competitiveness of the 
product on the market.  

Two models of compensation the error in the tool 
machine numerical control were developed, the first 
models it is the calculation of systematic dispersion 
according to the machined length; for the second it is the 
calculation of the tolerances of manufacture (total 
dispersions) according to the machined length. These 
models allowed us optimize the manufacturing dimensions   
, that is to say by integration in the command balls or in 
the machining programming  

 

0.49 

4.462 

10%            Systematic dispersions  

90%         Random dispersions 
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Abstract 

The materials response under high energy impact loads was studied using a gas gun. The projectiles were pins 1.2-1.5 mm in 
diameter and weighing 0.347-0.435 g. The projectile velocity was in the range 100–1300 m/s.  The remnant load carrying 
capability of composite samples after high velocity impact tests was measured to quantify high energy impact induced 
microstructural damage. The composites retained some of their load bearing capacity even after penetration of the projectile, 
since structural damage caused by projectiles remained localised, preventing catastrophic failure, particularly for continuous 
fibre reinforced Alpure matrix composites. Penetration by the projectile occurred at impact energy of about 62-65 J for the 
conditions investigated.  The experimental findings show that the energy absorbing capacity of such composites and their 
ability to withstand a given blow are largely functions of fibre type and greatly influenced by the matrix ductility, fibre-
matrix interfacial bonding and volume fraction of reinforcing fibre. Understanding crack propagation and damage 
development under high energy impact loads may open new opportunities for the use of these composites in lightweight 
armour applications. 
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1. Introduction  

Since the 1960's, considerable interest has been given 
to metal-ceramic laminated composites armours because of 
their unique combination of strength, fracture toughness, 
high hardness and low density that make them ideal 
candidates for light weight protective systems [1-19]. At 
present they are developed to replace conventional matrix 
alloys and ceramic materials in specifically required 
engineering components. Very little work has been done 
on examining the impact response of ceramic fibre 
reinforced metal matrix composites at impact velocities 
above 500 m/s. Cantwell and Morton [5] have shown that 
the response of a Carbon fibre reinforced composites to 
low and high velocity impact loading was quite different. 
On the one hand, for low velocity impact, the size and 
shape of the panel determined its energy absorbing 
capability. Whereas, the high velocity projectiles induced a 
localised response in the target that did not depend on the 

real size of the target. Cantwell et al. [21] have previously 
shown that below an impact energy of 50 J, the energy 
absorbed by 3 mm and 6 mm plates dropped off and 
appeared to approach an asymptotic level. For a 6- mm 
thick CFRP composite panel, the level of damage also 
appeared to drop off and approached a constant level 
whereas with the 3 mm target the level of damage 
appeared to be constant regardless of the impact energy. 
The observed constant level of damage in the 3 mm panel 
was probably due to the fact that the level of damage had 
already plateaued before the minimum impact velocity 
used in these experimental trials was reached. Indeed, Lee 
and sun [20] have shown that the drop off in a real damage 
occurred at an impact energy of 20 J for 4 and 5-mm 
diameter spheres impacting a 2-mm thick graphite/epoxy 
laminates. This was at much lower impact energy than was 
tested in [5]. Recent studies [3, 12, 18] on impact response 
of a variety of carbon-fibre-based laminates at velocities 
between 150 and 1000 m/s. In their work, they employed 
embedded PVDF stress gauges and constantan strain 
gauges to assess the stress and strain response of the 
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materials when subjected to impact and penetration. They 
found that the maximum stress generated in the CFRPs 
depended on the nature of the reinforcing fibres. Further, 
they noted that above a critical measured stress, the 
fracture of the CFRP was ‘‘fluid-like’’ in that 
comminution of the material had occurred. They also 
observed, what they described as a ‘‘fluid-like’’ failure of 
the laminate. Notably, they showed that there was no clear 
difference in the energy absorbing abilities between cross-
ply specimens and specimens consisting of a five-harness 
woven cloth. They also showed that the delamination 
width depended on impact energy. Here they showed that 
the maximum damage inflicted by the projectile at the 
ballistic limit was produced at normal incidence [3]. 
Furthermore, below the ballistic limit, the extent of 
damage for normal impact was larger than that for the 
oblique impact. However, the extent of damage at higher 
velocities appeared to be greater for oblique impacts. The 
objective of this study was to experimentally examine the 
response of a range of performs of continuous Silicon 
Carbide (SiC), high strength (HS) Carbon, and tungsten 
fibre reinforced Alpure and Al-Si-Mg metal matrix 
materials under high energy impact loads using a gas gun. 
The remnant load carrying capability of composite 
samples after the high velocity impact tests was measured 
to quantify the high energy impact induced failure. 

         

2. Experimental methodology  

2.1. Materials  

The composite materials utilized in this study were 
made from unidirectionally infiltrated  99.95% 
commercially pure aluminium Alpure and aluminium 
alloy(6061) Alalloy matrix into performs of continuous 
high strength carbon (H.S.C), tungsten (w), and Silicon 
Carbide (SiC) fibres, and the mechanical properties of the 
constituents are shown in table 1-3.  The composite 
material was manufactured by a liquid infiltration 
technique, Detailed information of the constituents and 
processing conditions can be found in [10-12]. Fibre 
volume fractions of unidirectional specimens were 
determined by optical numeric volume fraction analysis 
(ONVF) technique which is described in details in [13], 
and the analysis indicated that the volume fraction of 
fibres was consistent from plate to plate, with a volume 
fraction of 45%±3% for all composites.  

The type and geometry of the test specimens were 
dictated by the size and quantity of the fabricated materials 
plates produced. Using a diamond saw, specimens with 
dimensions 75 x 10 x 3 mm were then cut from 
unidirectional material plates.  

Table (1): Properties of the selected continuous fibre reinforcement, [9,2014,21] 

Properties High Strength Carbon fibre(H.S.C) Silicon Carbide fibre 
(SiC) Tungsten (w) 

Fibre Diameter, μm 7-30 12-20 10-150 
Density, Mg/  

3m 1.75-1.9 2.5 19.2 
Young's Modulus, GPa 230-270 190-200 400 

Poisson's Ratio (ν) 0.2 0.25 - 
Tensile Strength, GPa 3-4.8 2.5 2.5 

Failure Strain, % 1.1 - - 

Thermal Expansivity,  
1610 −− K (-0.4)-(-1.2) 4.5 5 

Thermal Conductivity,
 

11 −− KWm 24 - - 

 

Table (2): Chemical composition of Al (1100) and Al (6061) matrix materials by weight percentage, [8]. 

Alloy Si Mg Cu Ti Fe Mn V Cr Zn Be Other 
elements 

Al(1100) 0.25 0.05 0.05 --- 0.04 0.05 0.05 --- --- --- 0.03 

Al(6061) 0.76 0.92 0.22 0.1 0.28 0.04 0.01 0.07 0.06 0.003 0.45 

 

Table (3): Mechanical properties of Al (1100) and Al (6061) matrix materials, [8]. 

Material 
E 

(GPa) 
σtensile 
(MPa) 

σyield 
(MPa)  

Strain to failure (%) Poisson ratio (ν) 

Al(1100) 69 90 34 50-70 0.33 
Al(6061) 72 310 275 12 0.33 
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2.2.    High energy impact test and evaluation 
 
High energy impact tests were carried out by impacting 

composite specimens of dimensions 75 mm 10 mm 3 mm 
with projectiles of varying velocities using a laboratory gas 
gun. The diameters of the 2024Al projectiles are in the 
range 1.22–1.28 mm, and weighing 0.347-0.435g.  The 
projectile velocity range during this investigation was 100-
1350 m/s with normal angle. The samples were 
mechanically clamped to a steel sample holder without a 
backing plate. The gun employed for this study was a 
single stage laboratory gas gun capable of firing spherical 
or cylindrical projectiles with diameters up to 1-12 mm at 
velocities up to 2500 m/s. A detailed description of the 
facility used is given by McQuillan [7] and a schematic 
diagram of the gas gun is shown in Figure 1. The gun uses 
compressed nitrogen gas to fire the projectile and is 
operated by a bursting-diaphragm firing mechanism. The 
compressed gas is transferred from the cylinder to the gas 
reservoir (on one end of the barrel), which is joined to a 
breech adaptor. A suitable diaphragm is placed between 
the barrel and the breech adaptor. The pressure in the 
reservoir causes the diaphragm to rupture, shooting the 
projectile through the barrel. The velocity of the projectile 
is controlled by the pressure, which is required to burst the 
diaphragm.   

The macroscopic damage of the samples after impacts 
was recorded using a digital camera (Olympus D-510).  At 
least five samples for each testing condition were 
considered; with the impression left by the high velocity 

impact was placed in the centre of the sample. As-received 
and impacted samples were tested on a universal testing 
machine using a 4-point flexure fixture with 30-mm inner 
and 60-mm outer spans. Each specimen was placed in the 
fixture such that its impacted side was under tension and 
the point of impact was located in the centre of the inner 
spans. Tests were conducted at a speed of 1 mm/min using 
a 50 kN load cell. On the basis of data obtained during the 
4-point bending tests, Young’s modulus was calculated 
using the following relation: 

o16Jy
1l

2
0Fl

E =  (1) 

where, 

12

3bh
J =  (2)

with: b, width of sample; h, height of sample; l1 = 15 
mm; lo = 30 mm; F, maximum load and yo, deflection at 
load F, measured using transducers.  From the load–
deflection curves the load for fracture initiation was 
recorded. A digital camera (Olympus D-510) was used to 
document the macroscopic deformation of the sample 
during 4-point flexure strength test. Fracture surfaces of 
selected samples were observed by scanning electron 
microscopy (SEM). 

 

 

 

Figure 1 Schematic diagram of the testing apparatus used for the high energy impact tests. 

3. Results and Discussion 

3.1. High velocity impact resistance and damage 

Low energy impacts are associated with delamination 
damage in fibre reinforced composite materials, and this 
inter-laminar debonding primarily may reduce the local 
bending stiffness and thus can affect the bending and 
buckling behaviour of the structure, by inducing further 
delamination growth which can lead to overall global 
weakening of the structure. Such damage has been 

reported [15-21] to cause as much as a 40% reduction in 
static and fatigue strength.  The results obtained for 
continuous fibre reinforced Alpure and Al6061 matrix 
composites, when subjected to low energy projectile 
impacts, demonstrated a typical composite behaviour 
with the samples remaining in one piece despite some 
localised damage, Figure 2(a) shows the macroscopic 
damage caused by a projectile having impact energy of 
17.25 J wherein a considerable number of fibres fracture, 
pulling-out on the front face of the sample can be seen. 
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Owing to the relatively low impact energy, the sample 
was not penetrated during this impact.  

As impact energy increases, debonding coupled with 
fibre fragmentation, as in Figure 2(b) for a sample 
impacted with a projectile of 75.25 J energy, has 
occurred, with penetration of the projectile through the 
samples. This and Traces of force versus time of six 
impact events with incremental incident energies for W-
Alpure composite material, and force versus time histories 
and damage progression for unidirectional C-Alpure  
shown in figures 3 and 4, respectively,. The samples for 
continuous fibre reinforced Alpure stayed in one piece and 
with less damage compared to that of fibre reinforced 
Al6061, as in Figure 5, this is possibly due to the presence 

of ductile matrix and a low fibre-matrix interfacial 
strength, giving rise to energy absorption mechanisms 
during high energy impact loads. However, due to the 
complex nature of the metal matrix composite 
microstructure, post-impact microscopic examination of 
the impacted surface did not reveal much structural 
detail.  High energy impact [19-29] is defined by the 
energy required for a projectile to penetrate the rear face 
of the composite plate, however, from the results 
obtained for high energy impact seemed that the 
structural damage was highly localised around the point 
of impact, and the localised delamination and damage 
below the surface were easily detected by ultrasonic C-
scan, as shown in Figure 6. 

 

Figure 2(a) Micrographs showing the macroscopic damage of SiC-Alpure matrix composite after high velocity impact test at impact energy of 
17.25J 
 
 
 
 
 
 
 
 
 
 
 
 

 



 © 2010  Jordan Journal of Mechanical and Industrial Engineering. All rights reserved - Volume 4,  Number 5  (ISSN 1995-6665) 
 

609

 

 

Figure 2(b) Micrographs of high energy impacted area (75.25J), showing debonding coupled with fibre fragmentation of C-Alpure composite 
material, and the higher magnification of area a and b. 

 

 

Figure 3(a) Force versus time traces of six impact events with incremental incident energies for w-Alpure composite material. 
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Figure 3(b)  Force versus time histories and damage progression for w-Alpure composite material, at an impact velocity of 670 m/s by 2024Al 
projectile. 

 

Figure  4 Force versus time histories for C-Alpure and SiC-Alpure composite material, at an impact velocity of 700  m/s by 2024Al projectile. 

 

Figure 5 Force versus time histories for C-Al6061, SiC-Al6061 , and w-Al6061 composite material, at an impact velocity of 700  m/s by 2024Al 
projectile. 
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                 (a)  SiC-Al6061                  (b)  SiC-Alpure 

Figure 6(a)   Insitu observations on the front and rear surface of specimens SiC-Al6061 and SiC-Alpure composite materials. 

 

 

Figure 6 (b)   C-scan plot of figure 6 (a) of  impact sites on SiC-Al6061 and SiC-Alpure  composite material,  impacted at 173.5 J, showing 
distinct craters concentration sites. 

 

In order to assess the effects of high velocity impact 
energy on microstructural damage and on structural 
integrity of the composite, the damaged samples were 
subjected to 4-point flexural strength test. Fig.7 shows 
load–displacement curves for as-received (a), and impact 
damaged samples(b), (impact energy 85.01 J). with the 
impression left by the high velocity impact was in the 

centre of the sample. As expected, the composite under 
investigation does not fail catastrophically, even after 
having been substantially damaged by the impact of 
projectiles. Instead, the material retains its load bearing 
capacity after the commencement of failure (penetration of 
the projectile). This behaviour is in agreement with 
literature reports [3,5,28 ] on continuous fibre reinforced 
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glass–epoxy matrix composites. Fig. 8 documents the high 
level of deformation achieved during 4-point flexural 
strength test in a sample of SiC-Alpure , that had been 

impacted at an energy of 27.76 J. The sample did not break 
into two fragments, demonstrating a true composite, 
‘‘pseudo-plastic’’ behaviour.  

 

Figure  7   Load-displacement curves for: (a) as received and (b) impact damaged samples in 4-point flexural test for SiC-Al6061 composite 
material impacted at 85.01 J. 

 

Figure  8   Load-displacement curves for: (a) as received and (b) impact damaged samples in 4-point flexural test for of SiC-Alpure composite 
material impacted at 27.76 J. showing ‘‘pseudo-plastic’’ behaviour.  

A plot of relative Young’s modulus as a function of 
impact energy is presented in Fig.9 (a and b). A decrease 
in elastic modulus after high energy impact for all fibre 
reinforced Alpure composite materials were observed up to 
the point of (62-65 J impact energy), whereas, the fibre 
reinforced  Al6061 composite materials were observed up to 
the point of (15.6-27.76 J impact energy) where structural 
damage is maximum. Samples impacted with higher 

energy projectiles show an increase in Young’s modulus, 
particularly for fibre reinforced Alpure matrix composites, 
indicating less structural damage. This is in accordance 
with the existing understanding that structural damage 
under high velocity impact increases to a point where 
impact energy is just sufficient to cause penetration as 
observed, in polymer and glass–ceramic matrix composites 
[28,29]. 
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Figure 9(a)   Elastic modulus and (b) fracture load of high velocity impacted Continuous fibre reinforced Apure and Al6061 matrix composites 
as a function of impact energy. The values shown are averages of five measurements and the relative error was in all cases <10%. 

The observed continuous decrease of Young’s modulus 
with increasing impact energy of projectile (below 15.5 J), 
as in Fig.9 (a and b), which is related to the cumulative 
development of microstructural damage in the sample, 
may be analysed by considering a model linking elastic 
constants, macrocracking density, and matrix ductility. 
Assuming that macrocracking in the matrix is the 
dominant damage mechanism, the approach proposed by 
Silva MAG and S Ryan [24,26] for the elastic modulus of 
a cracked body could be appropriate, which introduces a 
damage parameter based on area and perimeter of 
uniformly distributed cracks. However the damage 
introduced in the present composites under increasing 
impact energy may involve more complex mechanisms 
than purely matrix micro or macrocracking, including 
matrix ductility, fibre-matrix interfacial debonding, 
localised multifracture of fibres, and fibre pullout. Thus a 

predictive model for the high energy impact behaviour of 
the present composites must take into consideration the 
complex microstructure of the composites and the effect of 
matrix ductility and interfaces. The formulation of such a 
model is beyond the scope of the present experimental 
study. Considering the failure commencement load as an 
indicator of residual strength of the composite, it was 
found that this reaches a minimum value when the impact 
energy is just below that required for penetration of the 
projectile (Fig. 9(b)).  Further increase in high impact 
energy after penetration of the sample by the projectile 
results in increase of the load carrying capability of the 
composite, due to less microstructural damage being 
introduced in the sample. This behaviour is in general 
agreement with the literature on high velocity impact 
resistance of composite materials [23,28,29]. 
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4. Conclusion 

Ceramic fibre reinforced Alpure and Al6061 metal matrix 
composites, when subjected to high velocity impact 
loading by firing metallic cylindrical projectiles, retain 
some of their load bearing capacity after penetration by the 
projectile. This is due to the fact that structural damage 
caused by projectiles remains localised preventing 
catastrophic failure. For the conditions of the present tests, 
penetration by the projectile occurs at impact energy of 
about 17.5-27.5 J and 62-65 J for fibre reinforced Al6061 
and Alpure metal matrix composites, respectively, which 
indicates that there is a limiting value for the material to be 
useful in high energy impact armour applications when it 
is used on its own (without backing layers). 
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Abstract 

A thermodynamic based model was developed. The influences of thermo-physical parameters on the Stirling engine 
performance were investigated. The analysis is mainly performed inside the compression and expansion cylinders. The 
instantaneous temperatures of the working fluid inside the engine cylinders, and the interconnected heat exchangers were 
investigated. The system of governing equations (mass and energy) was developed and employed to investigate the variations 
of all the process parameters. The step-by-step crank angle intervals were applied to investigate the pressure, temperature, 
volume, mass flow, and convective heat transfer during the compression and expansion processes. Losses of mass due to the 
leakage, and energy losses were investigated under the adopted working conditions and phase difference. Variation of work 
generation due to the leakage of gas through the clearance between the piston and cylinder was evaluated. The numerical 
solution was adequately performed with a large number of iterations and for each angular interval. A noticeable stable 
evolutional behavior of the simulated parameters was observed. The stable evolutional behavior of the simulated parameters 
confirms the model suitability, the capability of pointing out the engine performance, and the capability of converting the 
thermal energy into useful mechanical work. Additionally, the use of other related correlations ensures the model accuracy, 
while the resulted small differences are within the expected ranges. In comparison with similar studies, the calculation 
procedure can be used to investigate the engine performance under different operating conditions.   

© 2010  Jordan Journal of Mechanical and Industrial Engineering. All rights reserved 
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Nomenclature   * 

A: Area [m2] 
B.D.C: Bottom Dead Center 
c: compression 
C.A: Crank angle 
c.c: Crank case 
cP, cv: Specific heats [J/Kg.k] 
D: Diameter [m] 
d: expansion 
E, e:  Total energy [KJ] 
fc: Cyclic frequency [HZ] 
H, h: Enthalpy [KJ] 
.
m : Mass flow rate [kg/s] 
m : Mass of gas [kg] 
n: Polytropic exponent 
P: Power [KW] 

                                                 
* Corresponding author.  tatmuf@mutah.edu.jo 

p: pressure [N/m2] 
Q: Heat transfer [KJ] 
R: Gas particular constant [J/Kg.k] 
S: Stroke [m]  
Sp: Mean piston speed [m/s] 
T: Temperature [K] 
T.D.C: Top Dead Center 
TH: High Temperature [K] 
TL: Lower temperature [K] 
W: Work [KJ] 
VS: Swept volume [dm3] 
t: Time [s] 
δ : Clearance between piston and cylinder [m] 
ρ : Gas density [kg/m3]  

cycleη : Cycle efficiency [%] 

λ : Thermal conductivity [W/m K] 
ν  : Dynamic viscosity [Ns/m2] 
ω : Angular velocity [rpm] 
θ : Crank angle (C.A) 

mailto:tatmuf@mutah.edu.jo
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1. Introduction 

Robert Stirling invented Stirling engine in 1816. 
Engines based on his invention were built in many forms 
and sizes. The new materials, developments, and models 
are the keys of the success for this engine. The increased 
interest in Stirling engines is due to several important 
advantages over the classical engines, Stirling engines are 
simple in design, easily operated and externally heated. 
They operate on a closed regenerative thermodynamic 
cycle using compressed gases. In comparison with the 
internal combustion engines, Stirling engines are more 
attractive, because they offer several important advantages 
over the traditional internal combustion engine. If the fuel 
combustion is considered as the fueling heat for this 
engine, the Stirling engine appears to be more clean and 
efficient engine, because the combustion is performed 
externally and the possibility of controlling the amount of 
oxygen will result in getting a complete combustion, and 
less fuel consumption with lower pollution. Unlike the 
internal combustion engine with greater difficulty of 
controlling the amount of oxygen needed for a complete 
combustion [1,2]. The demands for clean environment and 
energy saving can be satisfied [3]. The ability to use a 
wide variety of cheapest and available thermal sources of 
energy such as: sources of renewable energy, biomass, 
biogas, waste heat recovery, and fossil fuel which meet the 
effective use and saving of energy [4]. Unfortunately, the 
real Stirling engine suffers from significant losses and 
disadvantages; flow loses, gas leakage, heat losses, the 
negative influence of dead volume, and the poor reputation 
of the heat exchangers under a continuous heat transfer at 
higher temperature and pressure.  

Once these disadvantages are minimized or eliminated, 
the Stirling engine solution becomes more attractive due to 
its adaptability to the new demands and operational 
standards. The reported literature review with valuable 
base line information, important developments, and 
performance optimization about Stirling engines have been 
reviewed and evaluated [5,6]. Usually, the design point of 
the engine will be between the limits of maximum 
efficiency and maximum power output. Several authors 
have studied the thermodynamic performance, and 
evaluated the effects of different losses on the engine 
performance. The first classical analysis of Stirling-cycle 
engine was performed Schmidt [7]; he obtained a theory 
that provides sinusoidal volume variations in the 
compression and expansion spaces, and uniform pressure 
through the system. Considerable efforts have been made 
to develop and improve the Schmidt analysis. Urieli et al. 
[9] improved the analysis to cover the effects of leakage, 

heat losses, and flow losses, indicated work for all the 
configurations of Stirling engine. Fenkelsein [10] provide 
the nodal thermodynamic analysis. In this analysis the 
engine was divided into 13 sub-volumes, the temperature 
variation at sub-volumes is calculated with differential 
time intervals by the first law of thermodynamics. Several 
investigators applied the nodal analysis; they studied the 
effect of different losses on basis of the nodal analysis. 
Intensive research works, developments, analysis, and 
simulation methods were applied to improve the engine 
cycle performance [11-16]. Petrescu [17] presented a 
method based on the first law of thermodynamics for 
calculating the efficiency and power output; they showed 
that the significant reduction in the engine performance is 
due to the non-adiabatic and incomplete heat regeneration. 
The effects of pressure drop due to the mechanical and 
fluid friction in heat exchangers, the energy losses due to 
internal and external conduction between the hot and cold 
parts, and the shuttle effect were studied [3,4] A 
thermodynamic analysis to investigate the effect of dead 
volumes on the engine network, and the heat transfer 
efficiency [18]. The significant amount of lost power is 
directly related to the lost mass and gas leakage through 
the clearance between the piston and cylinder  [4, 15].  

In this paper, the greatest interest was focused on 
developing a precise and practical numerical simulation, to 
adequately investigate the operational behavior of the 
working fluid (hot air) inside the compression and 
expansion engine cylinders. The proposed thermodynamic 
model, with the appropriate data input related to the design 
and operational characteristics, is primarily based on 
solving the system of governing (mass and energy balance 
equations). The step-wise basis of the angular increments 
or intervals was applied over whole the engine operating 
cycle. The evolutional behavior of the simulated 
parameters during the hot expansion, and the cold 
compression of the gas inside the engine cylinders are 
presented. The same results could be obtained when 
applying the time or spatial variation methods. Finally, the 
model was developed; the obtained results of the simulated 
properties were compared with similar studies 
[12,14,15,16]. The results are graphically presented on a 
proper performance curves. The remarkable degree of 
stability of the gas evolutional behavior was observed 
during the compression and expansion processes. The 
resulting indicated performance parameters demonstrate 
the engine capability of converting the thermal energy into 
a useful mechanical work.   
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2. Thermodynamics of Stirling cycle engine 

2.1. The ideal cycle engine 

Stirling engines are classified into three main 
configurations (alpha, beta, and gamma). They have the 
same thermodynamic cycle; but each configuration has 
its particular mechanical design [5]. Alpha-type is the 
simplest configuration; it consists of two pistons placed 
in separate cylinders and mounted on the same 
crankshaft. The phase difference between both cylinders 
is 90º crank angles, resulting to have a pure sinusoidal 
reciprocating motion. The ideal cycle of Stirling engine 

consists of four processes, namely isothermal 
compression and expansion, and isentropic heat addition 
and rejection processes. The engine cycle invented by 
Robert Stirling presented on PV and TS diagrams as 
shown in Figure 1 [5]. The expansion and compression 
cylinders are interconnected via a series of heat 
exchangers (heater, regenerator, and the cooler).  
 

 

 
Fig.1. Ideal cycle of Stirling engine 

Expansion volume is maintained at the same high 
temperature of the thermal source (TH), while the 
compression volume is kept at low temperature, which is 
the same temperature of the cold sink (TC). The 
regenerator is like a thermal storage; it absorbs and rejects 
the heat from and to the working fluid. The working gas 
transports energy from the high temperature heat source to 
the low temperature heat sink. Hence, work is obtained 
during one complete cycle. The initial state of the cycle is 
identified by the position of the crank angle for both 
pistons. The power piston in the compression volume is 
maintained at its BDC, and the compression volume is at 
its maximum, while the pressure and temperature of the 

working fluid are at their minimum values. The displacer 
is contained in the expansion volume at its TDC and close 
to the regenerator. The phase difference between the power 
piston and displacer is 90º crank angles. In Figure1, both 
P-V and T-S ideal diagrams, the engine arrangements, and 
time displacement diagram are clearly shown. The main 
four ideal processes are: 
1-2: Isothermal Compression Process: During this 
process, the power piston moves from the BDC toward 
reaching its TDC, helped by the flywheel momentum, and 
the created partial vacuum in the cold space (cooler) due 
to the cooling of the working fluid. The total mass of fluid 



 © 2010  Jordan Journal of Mechanical and Industrial Engineering. All rights reserved - Volume 4,  Number 5  (ISSN 1995-6665) 
 
618 

is still maintained in the cold space, which follows to be compressed by the power 
piston. In this process the pressure and temperature of the 
fluid are increased to their values in state 2. The displacer 
is still maintained stationary at its TDC. 
2-3: Constant volume regenerative heating: In this 
process, the power piston is kept at its TDC close to the 
regenerator. The displacer starts moving from its TDC 
away from the regenerator. The volume between both 
pistons remains constant. The working fluid is forced to 
pass from the cooler through the regenerator to the heater. 
The stored heat in the regenerator from the previous cycle 
is added to the flowing fluid. The temperature is increased 
and causes the pressure increase to achieve their 
maximum values (state 3). 
 3-4: Isothermal Expansion: After which the displacer has 
introduced the working fluid into the hot space, it will be 
held stationary at its BDC, and the volume, pressure, 
temperature achieved their maximum values in the 
expansion space. The power piston being pushed to move 
back toward its BDC under the increased pressure, it 
forces the flywheel thus creating a mechanical work. 
 4-1: Constant volume regenerative cooling: Heat is 
transferred from the fluid and absorbed into the 
regenerator as a result of flowing through the regenerator 
from the heater to the cooler and then to the compression 
space. After which the power piston has reached its BDC, 
the pressure and temperature start dropping until 
achieving their initial values (state1). 
 
2.2. Key factors influencing the cycle engine performance. 

Several practical factors affecting the engine 
performance were reported by various authors. Schmidt [7] 
performed the first analysis of Stirling engine. However, 
the working spaces of the real engines have the tendency 
to be adiabatic rather than isothermal. Fenkelstein [19] 
performed the first analysis with non-isothermal working 
spaces, and introduced the concept of conditional 
temperatures, which depends on the flow direction of the 
fluid; he assumed that the heat transfer within the working 
spaces occurs by convection. Using the state equation as 
well as the laws of energy and mass conservations the 
analysis was performed. Real engines have many losses. 
The influence of several practical factors, which causes the 
real engine to deviate from the ideal one, should be 
highlighted. Neither heating nor cooling takes place 
exactly at constant volume or at constant temperature. The 
working fluid inside the engine cylinders tends to be 
influenced in an adiabatic rather than isothermal manner. 
Therefore, the temperature in the compression and 
expansion spaces will vary over the cycle according to the 
adiabatic nature. The working fluid should provide high 
thermal conductivity; high specific heat; low viscosity, and 
low density. The heat transfer coefficient varies linearly 
with respect to the local temperatures of the hot 
components. The heat transfer coefficient must then be 
determined using the Reynolds analogy, which relates heat 
transfer to the fluid frictional resistance [20]. Factors 
governing the performance of a well-designed engine are 
proportional to pressure, volume, speed and temperature 
[5,6,17]. A significant effect of friction factor becomes as  

a function of Reynolds number, the friction factor 
decreases gradually with the increased value of Reynolds 
number [21] In real engines, the dead volumes accounts up 
of 50% of the total internal volume [15]. The increased 
dead volume within the engine results in reducing the 
power output [18]. The dead volumes of hot and cold 
spaces will reduce the engine power and efficiency, and 
increases the external heat input and output [13]. The 
leakage of the working fluid is inevitable, this is due to the 
higher pressure that forces the sealing elements to leak the 
gas out of the system. Therefore, both pistons need to be 
perfectly sealed to prevent the leakage tendency [17]. 
Other important disadvantages related to the flow and 
energy losses were reported [9,15] 

3. Operational principles Design characteristics 

The Stirling engine components and operating cycle are 
shown in Figure 2 [6]. The engine operates on a closed 
regenerative thermodynamic cycle with a cyclic hot 
expansion and cold compression. The expansion piston 
acts as an expander while the compression piston as a 
compressor. The regenerator is placed between the cooler 
and a heater with the scope of using the removed heat from 
the gas during the energy transfer to the cold cylinder. The 
stored energy in the regenerator is added to preheat the 
fluid when it is transferred back to the hot cylinder. The 
gas (air) is initially compressed in the compression space 
(cold compression), and forced to flow at a uniform rate 
through the regenerator to recover the stored heat. The 
maximum working temperature is reached inside the 
heater, due to the transferred heat from the higher 
temperature source (TH) to the fluid. The working gas 
transports energy from the high temperature heat source to 
the low temperature heat sink. Hence work is obtained 
during one complete cycle. Work is exerted to compress 
the cold working gas, and a useful work is extracted by 
expanding the gas after it has been heated in order to 
increase its pressure. Heating and cooling of the gas is 
achieved by moving the gas back and fourth through the 
connected heat exchangers (heater, regenerator, and 
cooler). The deviation between the ideal and real cycles is 
clearly shown in Figure 3 [6], where the effects of 
irreversible factors are presented on the pressure-volume 
diagram (P-V). Alpha-type Stirling engine consists of two 
separate cylinders with symmetrical geometry. The 
expansion cylinder is advanced with a 90º crank angles 
than the compression cylinder. Some valuable conclusions 
regarding to the effects of the operating parameters were 
appreciated. An efficient heat transfer to the working fluid 
can be satisfied by high mass flow rate of the working 
fluid [12]. The power output of Stirling engine is assumed 
to be proportional to the increased mean cycle pressure [3]. 
The high pressure is necessary to reduce the need for high 
mass flow rate [3,4,22]. The friction factor and flow 
discharge coefficient are considered as a function of 
Reynolds number, the fluid friction in the heat exchangers 
decreases gradually with the increased value of Reynolds 
number [21]. In this work, the geometrical and operational 
parameters are tabulated in Table 1.  
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Figure 2. Stirling engine operation principles 

 

 
Figure 3. Deviation between the ideal and real cycles of Stirling engine 

 

Table 1. Stirling engine characteristics 

Swept volume, VS = 1dm3 

Cylinder diameter = 108 mm 

Stroke length = 108 mm 

Phase angle advance = 90º 

Number of nodal volumes = 72 

Working fluid is air 

Engine speed= 1500 rpm 

Initial pressure = 50 bar 

Hot source temperature = 1000K 

Low sink temperature = 300 K 

 
 
The cheap and available air is taken as the working 

agent, and a pressure of 50 bars is used. The passageway 
between both cylinders is formed by a number of small 
tubes; it has relatively a total cross-sectional area of 42.6% 
of the total frontal cross-sectional area of the piston. The 
constant discharge coefficient of 70% was taken as a 
function of Reynolds number. The engine operating cycle 
is divided into 72 angular intervals or increments; each 

interval is represented by 0.2º of one full crankshaft 
rotation.   . The difference between two successive 
intervals is 5º of crank angles. The first step of calculation 
will be started by setting the initial state and aligning the 
expansion piston to its (TDC), which corresponds to a 
crank angle (θexp. = 0), respectively the swept volume at the 
initial crank angle (Vexp.=1dm3). At the same time, the 
swept volume in the compression cylinder is identified by 
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the position of the compression piston with the crank angle of  (θcomp. = 270º).  
 

4. The Stirling engine model 

4.1. Governing equations and assumptions  

Modeling activities have major contributions to predict 
the engine performance over a wide range of design and 
operating variables, and at different conditions. Modeling 
is considered as a powerful tool to identify the key 
controlling variables without having to conduct the costly 
experiments and tests, or due to the difficulty of 
performing direct measurements for all the flow 
parameters and characteristics. 

The thermodynamic-based model is formed by the 
combination between the system of governing equations 
(mass and energy balance equations), with the time or 
crank angle increments as the independent variables. In 
order to accurately evaluate the variation of the simulated 
parameters, the system of equations was solved on a step-
wise spatial variation in each angular interval. Each 
cylinder is divided into an active swept volume (VS) and 
inactive dead volume. The total internal volume occupied 
by working fluid is divided into a number of small nodal 
volumes. The first nodal volume is taken in expansion 
cylinder, and the last nodal volume in the compression 
cylinder. The other nodal volumes are located in the flow 
passage between the cold and hot spaces. All the nodal 
volumes are assumed to be open systems. From the 
thermodynamic point of view, every cell in an open system 
is controlled by the periodic condition at the inlet and 
outlet. Generally, the main thermodynamic assumptions 

for an open system were adopted to formulate the 
mathematical model: 
• The air is taken as working agent; it behaves as an ideal 

gas. 
• The state of the mass at each does not vary with time  
• Total mass in the system does not change with time 
• The volume in hot and cold cylinders vary according to 

the crank angle, while in all the heat exchangers  the 
volume is kept  constant  

• The gas pressure and temperature does not vary with 
time at the boundaries of any control volume.  

•  Uniform working fluid with uniform states of mass at 
any point throughout the entire control volume. 
The engine consists of two cylinders with symmetrical 

geometry; but they differ in their working conditions. The 
phase difference between the power piston and displacer is 
90º crank angles. The expansion piston is set to be in 
advance with 90º-phase angle than the compression piston. 
In this work, the calculation procedure was performed in 
the expansion cylinder, a cylinder in which heat energy is 
converted into a useful mechanical work. Therefore, the 
variations and evolutional behavior of the simulated 
parameters inside the cylinder are described by solving the 
system of governing equations on a stepwise basis of crank 
angle intervals:   

The mass balance equation for open control volume:  
When the gas leakage from the engine is 

ei mm =  (1) 

considered, it can be calculated by:  

lostei mmm
t
m .....

−−=
∂
∂                                  (2)                       

 
 
 
 
The mass flow rate of gas leakage through the clearance between the piston and cylinder as due to the bad sealing 

conditions can be calculated by:  
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δπ                 (3)                                                        

The first law of thermodynamics (energy balance) is rearranged into the following form: (equation 4) 

lostlostininoutouternwall dmedmedmemdedWdQ +−+=− int  Generally, for an open control volume, only the change in 
enthalpy is considered.  The kinetic and potential energies are assumed of negligible effects, because they are small enough. 
The pressure difference between nodal volumes due to flow friction can be calculated by 
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The temperature variation between two steps of time within a nodal volume is calculated by using the first law of 
thermodynamics for open system as: 
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Where Ei, represents the enthalpy flow in or out the nodal volume, and calculated by: 
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Boundary temperature of flow passage is assumed to be 
constant with time and varies linearly in flow direction 

from TC to TH. Specific heats are assumed constant. The 
flow across boundaries is taken as positive in the direction 
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of flow. The influence of flow friction on the mass 
distribution in the engine, is directly included in the mass 
balance equation, and it could be using the pressure losses 

correlations. If  has a negative value, enthalpy 

flow occurs from the nodal volume i+1 to the nodal 
volume i. else the enthalpy flow will be from the nodal  

j

n

ij
mΔ∑

+= 1

volume i to the nodal volume i+1. Similarly, if 

 has a negative value, then enthalpy flow will 

be from the nodal volume i-1 to the nodal volume i; else 
the flow of enthalpy will be from the nodal volume i to the 
nodal volume i-1. Instantaneous values of the mass mj, in 
the nodal volumes are calculated using the general state 
equation of perfect gases. The included terms in equation 
(6) are the flow of energy (enthalpy) between neighboring 
control volumes, the convective heat transfer between the 
gas and metal, and the work as due to the volume 
variation. The heat transfer between the gas and the 
internal walls of the cylinders, is assumed take place by 
convective heat transfer only:  

j

i

j
mΔ∑

−

=

1

1
 

τdTTAhdQ gaswallcwalls )( −=                                           (8)    

Different correlations can be used to determine the heat transfer coefficient such as Woschni correlation number 9 or 
equation number 10 can be applied to calculate the heat transfer coefficient [17,20].  
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both correlations give nearly the same value of the heat transfer coefficient. 
The indicated work term is expressed as: 

frictionindicated dWmvdvpdVdW −−=                                   (11)   

In equation (11), only work due to the volume variation is considered, while the kinetic energy, and the frictional work 
are assumed with negligible effects, because of their insignificant effects.                                                                                                                       

The indicated cyclic work can be expressed as:  
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By considering the polytropic exponent, the indicated work is calculated in each angular interval using the following 
equation:    
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where, n is the polytropic exponent, and it can be determined using with the following equation: 

ernwall
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int)1( +−
=                                                 (14) 

The instantaneous values of the indicated power and heat flux are expressed by: 

Power: 
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−
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Heat flux: 
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Finally, the numerical program provides the following indicated performance parameters at the end of each operating cycle: 

Indicated work per cycle: ∫= pdVWindicated                             (17) 

The work given by the cycle is:     (18)                                                                                   ncompressioansionnet WWW += exp

where, the work done during the expansion and compression are calculated by considering the volume variation in each 
cylinder. 

 dt
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P
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Indicated power: .                               (19)                                                                                    cindicatcycleindicated fWP .,=

Where, f c is the cyclic frequency expressed by:
π

ω
2

=cf              (20) 
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Heat added from the higher temperature source: 
.

∫= addedadded dQQ              (22) 

Heat rejected to the lower temperature sink: ∫= rejectedrejected dQQ                (23) 

Indicated cycle efficiency: 
added

rejectedadded

cadded

indicat
indicated Q

QQ
fQ

P −
== .η         (24) 

Indicated specific heat: 
cindicated

added
indicat fP

QC
/. =                                                 (21)   

4.2. Particular Aspects of The Model.  

Defining the initial state of the fluid inside the cylinder 
starts the first step of calculation. The thermodynamic 
based model allows the possibility of calculation all the 
instantaneous and average values of the key parameters. It 
is capable to simulate all the processes in proper sequence 
until making up the engine cycle. It is often required to 
model the region of interest (engine cylinders) as an open 
thermodynamic system; such a model is appropriate when 
the fluid inside the open system is assumed to be uniform 
at each point in time. Convergence with the cycle 
simulations occurs within a few iterations. The developed 
model can be used to calculate all of the instantaneous 
properties, and the indicated parameters at any working 
condition. The particular aspects of the model are 
presented as following:  
1. A simplified iterative numerical solution is developed 

to solve the system of governing equations. The 
analysis is started at the beginning of the expansion 
stroke (initial state), and the values of the simulated 
properties are determined at the starting point of the 
cycle with the expansion piston at its position of TDC. 
While the compression piston is still maintained at its 
BDC. The instantaneous properties are calculated on a 
step-wise basis of crank angle intervals. The operating 
cycle should ends with the initial state of the working 
fluid that was started out. The variables representing 
mass and energy must be the same at the end and 
starting points of the cycle. The model should results in 
a periodic response with less error. In case that the 
values of the fluid properties at the end state are 
different than those of the initial state, the iterative 
solution will continue until the discrepancy is 
sufficiently small and the converged solution is 
achieved.  

2.  Nodal volumes technique provides a precise evaluation 
of the real effects of non-adiabatic processes. In this 
work, the working space is divided into 72 of finite 
volumes, which are sufficiently enough to obtain 
accurate results. The simulated properties are 
calculated on a step-wise basis of angular intervals, and 
over each operating cycle.  

3. The initial state of the working fluid at the starting 
point of the cycle was defined. The key parameters that 
describe the evolutional behavior of the working fluid 
inside the engine cylinders were calculated. These 
parameters include: the cylinder dimensions, dead 
volumes, sizes and cross sectional areas of the heat 
exchangers, initial pressure and temperature of the 
working fluid, temperatures of the hot and cold sources, 
temperature of the cylinder walls, and the engine rpm.  

4. The calculated parameters at the end of the first angular 
interval are obtained as a function of their values at the 
beginning of the same angular interval. The first 
property that will be determined at the starting and end 
points is the displacement volume. The mass of gas in 
the cylinder was initially considered as known value. 
The calculation procedure will continue to point out the 
other properties such as; the pressure and temperature 
of the fluid at the start and end of each angular interval, 
the gas leakage through the clearance between the 
piston and cylinder. Using the mass balance equation, 
the available mass that still exists in the cylinder is 
calculated at the end of each interval. The same 
procedure will be applied from (1to n angular 
intervals). The simulated properties at the start of each 
angular interval are function of (θj): Vj, pj, Tj, ΔWj, ΔQj, 
mj, and nj.  While their properties at the end of each 
angular interval are function of  (θj+1), and their values 
are: Vj+1, pj+1, Tj+1, ΔWj+1, ΔQj+1,mj+1 and nj+1).    

5. The stable evolutional behavior of the main parameters 
is a good indicator for determining the indicated work 
and power, and the cycle efficiency. The main 
parameters are: the gas pressure and temperature in 
each cylinder and for each moment of calculation, the 
gas flow rates entering and leaving both cylinders, the 
transferred heat between the gas and internal walls, and 
the work transfer from the gas to the drive mechanism. 
Actually, the calculation procedure was performed with 
sufficient number of iterations. The resulted stable 
evolutional behavior of the working fluid ensures the 
model correctness. The same values of the thermo-
physical properties at the end and starting points of the 
cycle were satisfied.  

4.3. Model Verification  
A great effort has been made to verify the correctness 

of the model. The great challenge is related the model 
capability of computing the amount of gas leakage, and 
energy losses from the engine. Testing for mass 
conservation has been made by the sum of gas in all 
control volumes. Using other correlations ensures 
correctness of the model as well as the implemented 
correlation, and checking for possible differences. The 
differences have been found within the expected ranges. 
The small differences are due to the effects of four design 
parameters: temperature ratio, gas leakage, swept volume 
ratio, and dead volume ratio. The Stirling engine power 
output is a good indicator for measuring and evaluating the 
engine performance, and the model accuracy. The Stirling 
engine power output can be calculated by using different 
formulas. The simpler approach is to use the Beale 
formula; this formula requires few design parameters and 
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can be used for various configurations and sizes of Stirling 
engine. Beale formula considers that the power output of 
many Stirling engines is roughly proportional to the 
pressure, swept volume, and speed [5,8]. The relationship 
between all parameters in this formula is expressed by an 
empirical formula as called Beale number: 

=)/( Pm fVpP Constant.                     (22)                                      
Walker [23] proposed an approximated Beale formula for 
all types and sizes of Stirling engines in order to calculate 
the power output as: 

                                                                                                   

                                                                                                 (23)               Pm fVpP 015.0=

Where P is the engine power in W, pm is the mean 
cycle pressure in bar, VP is the displacement volume in 
cm3, f is the cycle frequency in HZ.  

 
Walker [23] introduced the temperature ratio and 

modified Beale formula in order to suit all the real engines, 
the new correlation is:  

CH

CH
Pm TT

TT
fVFpP

−
−

=                               (24)                                                                      

The last developed correlation (eq.24) is considered as 

a powerful tool during the first stages of design, it reflects 

the effects of the real parameters by providing an 

experience factor F with a practical value ranged between 

(0.25-0.35). The indicated power can also be calculated by 

using other correlation: 

fWP netindicated =                                                (25)      

Comparing the obtained results with the ideal 
isothermal or the adiabatic available models is the best 
method of verification. Several thermodynamic models 
were reviewed and evaluated. The comparison with similar 
thermodynamic models [4,12,15,16] and a good agreement 
between the results was observed. Nearly, the same values 
of simulated parameters at the starting and end points of 
the cycle is an important aspect of the model validity. The 
converged values of simulated parameters are due to the 
iterative procedure, and the increased number of 
computational points, where the total volume was divided 
into 72 of finite volumes. The resulted stable behavior of 
the simulated parameters demonstrates the engine 
capability of converting the heat energy into a useful 
mechanical work. The model can be used to predict 
different key parameters under different working 
conditions, and encourage us to start other investigations 
in the next future. .  

5. Results and Discussion  

The evolutional behavior of the simulated parameters 
was investigated in each cylinder as a function of crank 

angle variation. These parameters are: pressure, 
temperature, flow rates in and out of the cylinders, mass of 
gas in and out, polytropic exponent, convective heat 
transfer coefficient, transferred heat, work done on and by 
the system, heat rejection and addition, and the power 
output. The model validation is investigated by studying 
the effect different design and operational parameters on 
the engine performance. The adiabatic expansion and 
compression of the gas inside the engine cylinders was 
investigated, The influence of the high temperature (TH) 
and the lower temperature (TL) with respect to their values 
is evaluated, the effect of hydraulic resistances on the 
flowing fluid, the significant effect of dimensional 
parameters such as: the length and diameter of the 
passageway between both cylinders. Based on the accurate 
data input, the system of equations was solved iteratively 
on a step-wise basis of angular increments. The variations 
of operating parameters are presented on a proper 
performance curves. A detailed analysis and illustration for 
each gas variable was performed separately.  
 

5.1. Gas pressure and temperature variations.  

The pressure and temperature variations in both 
cylinders are represented over each operating cycle. In 
Fig.4 (p-θ) diagram, illustrates the pressure variation in the 
engine cylinders as a function of crank angle variation. 
The remarkable observation that could be observed is 
focused the small differences between the calculated 
pressures in both cylinders. These differences are due to 
the friction and other resistances against the flowing fluid 
in the passageway between the cylinders. The increased 
number of the interconnected small tubes, and their cross 
sectional areas are important factors that control the 
pressure difference. The reduced cross sectional areas of 
these tubes will increase the pressure difference between 
the cylinders.  The pressure difference between the 
expansion and compression cylinders having to indicate 
the pressure losses in both cylinders.  

In Fig.5, the temperature variation in the hot and cold 
cylinders versus the crank angle variation is illustrated. 
Temperature variation within the nodal volumes is 
obtained by using the first law of thermodynamics for 
open systems. The influence of the source temperature 
(1000K) at which heat is added, and the sink temperature 
(300K) to which hear is rejected is clearly observed. The 
maximum temperature and pressure are achieved between 
60 and 80º crank angle, this is due the heat added during 
this period. The temperature and pressure start to decrease 
at around 90 to 100º of crank angles, this decrease is due to 
the energy conversion into mechanical work during the 
expansion process.  
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Figure 4. Pressure variation 
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Figure 5. Temperature variation of the working gas 

 
 

5.2. Mass flow rates and accumulated mass inside the 
cylinders  

The mass transfer between both cylinders depends on 
various factors. The mass transfer is governed by different 
factors such as: the cross sectional areas of the pistons 
(AP), the pistons speed (SP) as a function of the engine rpm 
and stroke length (S), the cross sectional areas of the small 
pipes in the interconnected passageway, and the density 
variation between the engine components. The gas density 
is highly dependent on the operating temperature and 
pressure. In fact, the mass losses are evaluated as due to 
the pressure increase. The state equation of ideal gases is 
employed to calculate the gas density in each crank 
interval: RTp ρ= . Based on the calculated densities, 
the mass of gas was calculated in each interval. The 
transferred mass between the cylinders occurs under the 
effect of pressure difference. The discharge coefficient 
with a value of 0.7 is considered for all the passages with 
similar shape. In Fig.6, the flow velocity is illustrated 
through the variation of the gas entering the expansion 
cylinder, and the gas leaving the expansion cylinder in Fig. 
7. As shown in Figure 6, the gas leakage and mass losses is 

observed between 15 and 25º Crank Angle, this is mainly 
due to the high pressure and friction that forces the gas to 
leak through clearance between the pistons and cylinder. 
The maximum flow rate was achieved at 70º crank angles. 
The smoother mass flow rate leaving the expansion 
cylinder than that entering the cylinder is clearly shown; 
this is due the reduced pressure. In Fig. 8, the variation of 
the total mass of the gas in both cylinders versus the crank 
angle variation is observed with great dependence on the 
phase difference between the cylinders. it was observed 
that by lowering the mass of working gas, the temperature 
of the fluid approaches rapidly the level of hot source 
temperature after heating. Similarly, the gas approaches 
the cold temperature sink after cooling. Using the higher 
pressure or the lower viscosity, or the combination 
between them could reduce the need for high mass flow 
rate. As shown in Figure 8, the gas inside the cold cylinder 
is denser than that in the hot cylinder, except at the angular 
intervals between (75-145º), as due to the closed position 
of the piston to the Top Dead Center of the cold cylinder. 
Actually the total mass in this period is smaller than that in 
the hot cylinder. 
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Figure 6. Variation of mass flow rate when entering the expansion cylinder 

Figure 7. Mass flow rate variations when leaving the expansion cylinder 

Figure 8. Total mass variation in both cylinders during the adiabatic expansion and compression 
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5.3. Polytropic Exponent Variation 

Practically, in real cycles it is hard to achieve an 
isothermal behavior. The compression and expansion 
processes of working gas inside the engine cylinders are 
associated with the heat and mass transfer, and they are 
performed with polytropic nature. The work done on or by 
the system during these processes is expressed by the 
general expression: (PVn=constant). The polytropic 

exponent (n) is assumed to be between the isothermal and 
adiabatic exponents: 1(isothermal) ≤ n (polytropic) ≤ k 
(adiabatic). The polytropic exponents were considered and 
calculated in the hot and cold cylinders under the adiabatic 
conditions. The polytropic exponent variations versus the 
crank angle variation are calculated during the hot 
expansion of the working fluid as shown in Fig.9, and the 
variation during the cold compression is shown in Fig.10. 

 
 )( .exp).(exp θfn adiab =  
 

Figure 9.variation of polytropic exponent for the adiabatic expansion of gas inside the hot cylinder. 

 
 )( ..).( compadiabcomp fn θ=  

 
 
 
 
 
 
 
 
 

Figure 10. Polytropic exponent variation for the adiabatic compression of the gas inside the cold cylinder 

 
 The pronounced variations of this exponent are clearly 

observed over the total cyclic duration. Practically, the 
greater variations of the polytropic exponent are observed 
to occur near the dead centers of both cylinders. The 
variations of the exponents are primarily provoked by the 
effect of mass exchange with a slight significance of the 
heat transfer between the cylinder gas and walls. 

5.4. Indicated work per cycle  

Several authors demonstrated that the maximum power 
output of well-developed Stirling engine, is proportionally 
governed by to the pressure, volume, speed, and 
temperature. In real engines, the Cooler and heater 
volumes contribute to large portions of dead volumes; 
therefore the hot and cold volumes should be as small as 

possible [18]. The dead volumes accounts up to 50% of the 
total engine internal volume, they negatively produce an 
exponential drop in the power output    [15,16,18]. In this 
work, the effect of dead volumes was observed to have a 
significant reduction on the power output. The optimum 
dead volume should be accounted to accommodate the 
necessary heat transfer. The effect gas leakage in real 
Stirling engines is inevitable; this is due to the higher 
pressure that forces the sealing elements to leak the gas out 
of the system. Under the operating pressure a significant 
power loss was observed to be as a function of gas 
leakage. Additionally, it was observed that the flow 
friction consumes significant amount of power from the 
net engine power. The heat energy is developed and 
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converted into mechanical energy in each operating cycle. 
The produced work is transferred to the drive mechanism 
during each operating cycle. Variations of the compression 
work, expansion work, and network versus the crank 
angles are presented in Fig.11. The remarkable aspect that 
can be seen is the similar variation between the 
compression and expansion works. Another observation 
that could be detected is the point of origin from which the 
compression and expansion works are started. 

5.5. Evolutional behavior of transferred heat.  

The transferred heat from the higher temperature 
source (1000K) to the gas, and the rejected heat from the 
gas to the lower temperature sink (300K) are presented 
against the crank angle variation in Fig.12. Thermal 

communication between the gas and both reservoirs can be 
expressed by the instantaneous fluxes of heat within the 
different cells. The mass flow rate, the specific heat of the 
working agent and temperature difference between both 
reservoirs are observed with significant influence on the 
instantaneous fluxes of heat. The reduced performance of 
the real Stirling engine was demonstrated as due some 
deficiencies such as: the non-ideal regeneration, non-
isothermal heat transfer, and the non-adiabatic expansion 
and compression processes. The variations of transferred 
heat As shown in the figure, the greater amount of heat is 
added to the flowing mass that enters into the hot cylinder 
is achieved during the initial period of the gas expansion, 
during the first quarter of the cycle (90º crank angles). 

Figure 11. Variations of the work energy versus the crank angles (expansion, compression, and network per cycle. 

Figure 12. Variations of the transferred heat to and from the gas (Qadded, Q.rejected, and the heat difference 

 
 This is due to the position of heater that is closed to the 

expansion cylinder. The heat rejection from the working 
gas is observed with an opposite behavior, the different 
behavior can be interpreted as due to the effect of gas 
leakage. Practically, while the cold piston continues 
moving toward the end point of the compression stroke, 
the gas which is already heated leaves the compression 

cylinder back to the hot cylinder without to reject the 
associated heat.  

The effects of mass and heat losses on the engine 
performance were considered. The obtained results 
demonstrated that lowering the mass of gas, and 
minimizing the rejected heat to the surroundings through 
the cylinder walls could achieve the greater amount of 
heat. Also, it should be mentioned that the regeneration 
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conditions are much far away than those of the ideal 
regenerator. 

6. Conclusion 

In this work, a thermodynamic analysis of Stirling 
engine was performed. The analysis provides the necessary 
data for evaluating several operating aspects, which 
contributes to the improvement of the Stirling engine. The 
employed model is capable to stabilize all the thermo-
physical parameters of the flowing gas between the engine 
cylinders. The model provides necessary information 
regarding the irreversible factors, which influence the 
conversion of thermal energy into a useful mechanical 
work per cycle. With respect to the gas leakage and phase 
difference, the variations of simulated parameters were 
calculated and represented on proper performance curves. 
The proposed numerical simulation permits including the 
gas leakage through the clearance between the piston and 
cylinder. The system of governing equations (mass and 
energy) equations was iteratively solved in each control 
volume on a step-wise basis of crank angles. The obtained 
results show that the lowered performance of the real 
Stirling engine is related to some deficiencies such as: the 
non-ideal regeneration, the non-isothermal heat transfer, 
the gas leakage, and the significant friction associated with 
the flowing agent through the heat exchangers. The energy 
losses due to the significant amount of friction associated 
with the flowing agent through the heat exchangers, and 
the shuttle effect are additional factors.  

It was demonstrated that lowering the charging mass 
and minimizing the gas leakage could reach the higher 
thermal efficiency. The working fluid should be with low 
viscosity to reduce the pumping losses. The higher 
pressure, or the lower viscosity, or the combination 
between them could reduce the need for high mass flow 
rate. 

The effect of dead volume in real Stirling engines is 
unavoidable; it reduces the engine network and thermal 
efficiency. In real engines, the leakage tendency of the 
fluid is inevitable and it negatively affects the engine 
power output, the gas leakage is due to the higher pressure 
that forces the sealing elements to leak the gas out of the 
system.  

Finally, the obtained stable evolutional behavior is 
good indicators that encourage the future research and 
development of finding proper measures to overcome the 
engine deficiencies. In the next future, a comparison 
between the adiabatic and non-adiabatic performance will 
be made using the same model. This comparison will be 
focused on evaluating the effect of higher temperature 
source on the work output and engine efficiency under the 
adiabatic and non-adiabatic conditions, in order to 
minimize the deviation between the real and ideal cycles. 
Based on the expected results, the model will be validated 
against experimental data.    
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Abstract 

The conventional petroleum fuels are depleting rapidly and the prices are going up day by day. Moreover, these petroleum 
fuels are responsible for green house emissions and other forms of pollution in the environment. Among various options 
available, the fuels derived from vegetable oils have emerged as promising alternate fuels for IC engines. The use of 
unmodified or straight vegetable oils in diesel engine creates operational problems due to their high viscosity and poor 
volatility. In the present work, an experimental setup has been designed to reduce the viscosity of the fuel by blending Karanj 
oil with Petro-Diesel and preheating the Karanj-Diesel blend. Experiments are also conducted to determine the optimal 
injection pump timing for the selected blend, with respect to the engine performance parameters. Experiments are performed 
using Petro-Diesel and preheated Karanj-Diesel blend (in ratio 40:60 by volume) on constant speed direct injection C.I. 
engine.  The effect of injection timing on the preheated Karanj-Diesel blend is investigated and the results are analyzed. On 
the basis of results obtained, the optimal injection timing is determined for Karanj-Diesel blend, which is found to be 19º 
BTDC.   
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Nomenclature  * 

BIS Bureau of Indian standards   

BSFC Brake specific fuel consumption 

BTDC Before top dead center 

BTE Brake thermal efficiency 

C.I. Compression ignition 

CO Carbon monoxide 

HC Unburned hydrocarbons 

HSU Hartridge smoke unit 

K40 Preheated blend of 40% Karanj  

and 60% Petro-diesel by volume 

KO Karanj oil 

NOx Oxides of nitrogen 

SVO Straight vegetable oil 
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1. Introduction                        

Depleting oil reserves, increasing oil prices, lack of 
availability of the mineral oil and the problem of 
environmental pollutions have prompted research 
worldwide into alternate fuels for internal combustion 
engines. Vegetable oil based fuels have been proved as 
potential alternative greener energy substitute for fossil 
fuels. The vegetable oils are renewable in nature and have 
comparable properties with Petro-Diesel. These are 
biodegradable, non-toxic, and have potential to reduce the 
harmful emissions [1,2,3,4]. However, use of unmodified 
or straight vegetable oil (SVO) directly in the engine 
creates several operational and durability problems such as 
severe engine deposits, injector coking, piston ring 
sticking, gum formation and lubricating oil thickening. 
These problems relate to the high viscosity, poor volatility 
and cold flow characteristics of the vegetable oils due to 
large molecular weight and bulky molecular structure 
[5,6]. Researchers have suggested different techniques for 
reducing the viscosity of the vegetable oils, which are 
dilution/blending, heating/pyrolysis, micro-emulsification 
and transesterification [1,7,8]. The transesterification 
process has been proved as the most effective method and 
widely utilized. However, this method adds extra cost due 
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to the chemical processing. Hence utilization of blended or 
heated vegetable oil as an alternate fuel is an attractive 
option in rural and remote areas of developing countries 
[5].   

The vegetable oils can be blended in small proportion 
with the Petro-Diesel successfully [8,9,10]. But if greater 
blend ratio of the oil is to be used, then preheating of 
vegetable oil or its blend with petro-diesel is the viable 
solution of the problem. Several researchers have reported 
that the vegetable oils in small blending ratios with Petro-
Diesel can be used safely and advantageously in the Diesel 
engine with the exception of the slight concern for the little 
increase of smoke level. The most of the emission like CO, 
CO2, HC, NOx and smoke are reduced when the vegetable 
oils are preheated compared to the unheated row vegetable 
oil although the level of emissions is slightly higher 
compared to the Petro-diesel [5,6,10,11]. 

Considering these facts, a set of engine experiments 
were conducted using preheated blend of Karanj oil with 
Petro-Diesel on a engine which is widely used for 
agriculture, irrigation and decentralized electricity 
generation. Further experimentations were carried out to 
determine the optimal injection timing for the given 
Karanj-Diesel blend.  

Fuel modification method adopted in the present study 
or any other, can reduce the viscosity but other problems 
due to the differences in the properties like cetane number 
still exist. Hence, property changes associated with the 
differences in chemical structure between vegetable oil and 
petroleum-based diesel fuel may ask for change in the 
engine operating parameters such as injection timing, 
injection pressure etc. These operating parameters changes 
can cause different performance and exhaust emission than 
the optimized settings chosen by the engine manufacturer. 
Hence it is necessary to determine the changed optimum 
values of these parameters. In the present study, the 
attention is focused on finding the optimal injection pump 
timing for the Karanj-Diesel blend with respect to the 
performance parameters. 

It is established that injection timing influences all 
engine characteristics significantly. The reason is that 
injection timing influences the mixing quality of the air 
fuel mixture and hence the whole combustion process. 
Several researchers have indicated that there is an advance 
in the fuel injection timing when the vegetable oil based 
fuel is used in place of Petro-Diesel in diesel engines. This 
is because of higher bulk modulus of vegetable oils than 
the mineral diesel. Due to higher bulk modulus and 
therefore higher sound velocity, the pressure waves from 
the fuel pump to the fuel injector travel faster and thus 
advances the fuel injection timing [12-14]. In addition to 
the advance injection timing, the vegetable oils have been 
noted to exhibit longer ignition delay periods especially at 
low load operating conditions. Longer delays between 
injection and ignition lead to unacceptable rates of 
pressure rise with the result of diesel knock, because too 
much fuel is ready to take part in premixed combustion. 
Hence the retardation of the injection timing will decrease 
the maximum pressure in the cylinder and leads to a lower 
peak rate of heat transfer and hence to lower combustion 
noise. The retarded injection leads to lower temperature, 
the NOx emissions may also reduced. On the other hand 
the retarded injection timing may lead to increase in smoke 

emissions, but the trends vary significantly with the types 
and designs of the engines. HC emissions are already low 
for a direct injection diesel engine and vary only modestly 
with injection timing [13,14,15]. In the present research 
work, the effect of retarding the injection timing is 
investigated to find out the optimal injection timing of 
preheated Karanj- Diesel blend. 

1.1. Selection of oil for study: Karanj oil 

As per the information available about the inedible oils 
in the literature, Mahua, Neem, Karanj and Jatropha are 
the front runners in India in terms of the production and 
availability. Mahua is most abundantly available oil but 
the calorific value of Mahua is very low (30349 KJ/kg) 
[8]. Jatropha has also emerged as a major oil source but it 
is carcinogenic in nature. Neem oil can be a very good 
substitute but it should be spared for its well established 
use and practices in herbal and medical field. So by 
analyzing and comparing the properties of these oils, 
Karanj is chosen as SVO for the research. 

 The botanical name of Karanj tree is Pongamia 
Pinnata. It is chiefly found along the banks of streams and 
rivers or near the seacoast. It resists drought well, is 
moderately frost hardy and is highly tolerant of salinity. 
The tree starts bearing at the age of 4 - 7 years. The pods 
come to harvest at different periods of time in different 
parts of the country, but the harvest season extends in 
general from November - December to May - June. The 
yield of the seed is said to range from 9-90 kg per tree, 
indicating a yield potential of 900 to 9000 kg seed/ha 
(assuming 100 trees/ha). 25% of this yield might be safely 
considered as oil because the yield of oil from seeds is 
around 24 to 27.5%. The total yield in India is estimated to 
be about 135000 tons. But only 8000 tons of oil is 
presently being utilized which is only 6% of the total 
estimated produce. Thus there is an ample scope for 
utilizing the energy source (Karanj oil) as fuel [8,16,17]. 
Important physico-chemical properties of Karanj oil and 
Petro-Diesel have been shown in table 1. 

2. Experimental Set-Up and Procedures 

A naturally aspirated direct injection diesel engine is 
more sensitive to fuel quality. The main problem of using 
Karanj oil in unmodified form in diesel engine is its high 
viscosity. Therefore, it is necessary to reduce the fuel 
viscosity before injecting it in the engine. High viscosity of 
Karanj oil can be reduced by heating the oil using waste 
heat of exhaust gases from the engine and also blending 
the Karanj oil with diesel. Viscosity of Karanj oil and 
diesel was measured at different temperatures to find the 
effect of temperature on viscosity. A typical engine system 
widely used in the agricultural sector has been selected for 
present experimental investigations. A single cylinder, four 
stroke, constant speed, water cooled, direct injection diesel 
engine was procured for the experiments. The technical 
specifications of the engines are given in Table 2. 

Power-star make electric dynamometer was used to 
measure torque or brake power. It consisted of an 
alternator to which electric bulbs were connected to apply 
load. The schematic layout of the experimental setup for 
the present investigation is shown in Fig.1. 
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Table 1 Comparison of physical and chemical properties of Karanj oil and diesel 

 

S. No. Parameters Karanj oil Diesel 

1 Saponification Value 185 - 195 - 

2 Iodine value 80 - 90 38.30 

3 Acid Value (Max.) 20 0.06 

4 Moisture (% max.) 0.25 24.66 

5 Color in 1/4 inch cell (Y+5R) 40 102.5 

6 Refractive Index (40 °C) 1.473 - 1.479 1.472 

7 Specific Gravity (30 °C) 0.90 0.82 

8 Cloud Point (°C) -1 -11 

9 Pour Point (°C) -2 to -5 -12 

10 Calorific Value (MJ/kg) 37 44 

11 Viscosity (St at 300 C) 74.14 8.54 

12 Cetane number 51.0 47.8 

13 Flash Point (°C) 230 66 

14 Carbon residue (%) 0.71 0.1 

15 Ash content (%) 0.04 0.01 

16 Sulphur content (%) - 0.05 

Table 2 Specifications of the Engine 

S.No. Component Unit Description 

1. Name of the engine - Kirloskar Oil Engine 

 Model AV1 

2. Type of engine - Vertical, four stroke cycle, single acting, 
totally enclosed, high speed, C.I. engine 

3. No. of cylinders - 1 

4. Direction of rotation  Counter clockwise  

(When looking at flywheel ) 

5. IS Rating at 1500 rpm kW(bhp) 3.7 (5.0) 

6. Bore mm 80 

7. Stroke mm 110 

8. Cubic Capacity liters 0.553 

9. Compression Ratio - 16.5 : 1 

10. No. of Injection Pumps and Type - 1 number, Single cylinder, flange mounted 
without camshaft 

11. Governor type - Mechanical centrifugal type 

12. Class of governing - B1 

13. Injection timing Degree crank 
angle 

23º BTDC 

14. Fuel injection pressure bar 200  
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Fig.1 Schematic Diagram of Experimental Setup.

 The main components of the experimental setup are 
two fuel tanks (Diesel and Karanj-Diesel blend), heat 
exchanger, exhaust gas line, and performance and 
emissions measurement equipment. The engine is started 
with diesel and once the engine warms up, it is switched 
over to Karanj-Diesel blend (K40). After concluding the 
tests with K40, the engine is again switched back to diesel 
before stopping the engine until the Karanj-Diesel blend 
(K40) is purged from the fuel line, injection pump and 
injector in order to prevent deposits and cold starting 
problems. A heat exchanger was designed to preheat the 
blend using waste heat of the exhaust gases.  The 
temperature of the blend was maintained within the 
required range by providing a by-pass valve in exhaust gas 
line before the heat exchanger. A thermocouple was 
provided in the exhaust line to measure the temperature of 
the exhaust gases. Exhaust smoke was measured with the 
help of 'Envirotech APM 700 Smoke meter'.  

3. Results and discussion 

After finalizing Karanj oil as an alternate fuel, attempts 
were made to reduce its viscosity by preheating it, using 
the exhaust gases coming out from the engine. It was 
found that temperature obtained in the heat exchanger was 
not adequate to bring down the viscosity of pure Karanj oil 
equivalent to diesel. It is also known that the pure 
vegetable oils create more problems in engines than 
blended oils. So it was then decided to use Karanj oil as 
blending fuel in Diesel to obtain Karanj-Diesel blend. In 
the present study, viscosity was reduced by both 
preheating and blending. Before carrying out detailed 
experimentation, finalization of the optimum Karanj-
Diesel blend was done. It was observed experimentally 
that the blend could be preheated up to 55-60 ºC at no load 
with heat exchanger developed. From the Fig. 2, it is 
observed that at this temperature range substitution of 
Diesel by Karanj oil to the extent of 40% makes a blend 

having viscosity equal to that of pure Diesel at room 
temperature. (BIS limits of viscosity: For Grade A diesel - 
2.0 to 7.5 cSt at 38 °C, For Grade B diesel - 2.5 to 15.7 cSt 
at 38 °C) Thus the results in this research work pertain to 
preheated Karanj-Diesel blend having 40% Karanj oil and 
60% Diesel oil (K40). Engine performance and smoke 
emissions at constant speed and variable load are covered 
in experimental investigations. Experiments were 
conducted for optimizing the fuel injection timing for K40. 
The fuel injection pressure was maintained at optimum 
injection pressure of 200 bar and tests were carried out at 
different injection timings starting from 230 BTDC to 150 
BTDC, retarding the timing by the interval of 20 crank 
angle. The fuel injection timing was retarded through 
controlling the start of injection pump delivery, by 
inserting shims of different thickness between the fuel 
injection pump body and engine body. To perform all the 
experiments, the engine was run for sufficient time 
duration. During this period, the engine performed 
normally, with no undesirable combustion phenomena. 
The engine components were found to be in normal 
condition after the tests. The noise level during the 
operation was also within the limit. 
 

3.1. Optimization of Performance parameters 

Optimum fuel injection timing is that fuel injection 
timing, at which engine delivers maximum thermal 
efficiency, minimum BSFC. Engine was run at different 
fuel injection timings (230, 210, 190, 170, and 150 BTDC). 
BSFC, thermal efficiency, and smoke density were 
measured at different fuel injection timings for preheated 
Karanj-Diesel blend (K40). Injection pressure was 
maintained at optimum value of 200 bar for each injection 
timing. The base line data at standard injection timing of 
230 BTDC for Diesel were also generated. 
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Fig.2 Effect of temperature on viscosity of KO and its blends with Diesel 
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3.1.1. Effect of injection timing on brake specific fuel 
consumption 

Injection timing is a very important parameter that 
significantly influences all engine characteristics. This is 
mainly due to the fact that injection timing influences the 
mixing quality of the air–fuel mixture and, consequently, 
the combustion process, including harmful emission. 
Brake specific fuel consumption is a comparative 
parameter that shows how efficiently an engine is 
converting fuel into work. Brake Specific Fuel 
Consumption (BSFC) has been plotted against load for 
standard injection pressure at constant speed of 1500 rpm 
for different injection timing from 23º to 15º BTDC. Fig. 3 
shows some typical curves for variation of BSFC with 
load. As seen from plots BSFC decreases with increase in 
of power output and then starts increasing after a point for 
the given injection pressures under study. The point at 
which it becomes minimum, is referred to as the "best 
economical load" point, which occurs at around 80-85% 
load for Karanj-Diesel blend. When we retard the injection 
timing, at first the BSFC decreases and then it increases. 
Lowest BSFC is observed at an injection timing 19 º 
BTDC. The value of lowest BSFC is 0.2691 Kg/KWh.  
Slight increase in the specific fuel consumption was 
observed at retarded injection timing from 19º to 15º 
BTDC.  

3.1.2. Effect of injection timing on brake thermal efficiency 

Brake Thermal Efficiency (BTE) is an important 
parameter, as it provides a measure of net power 
developed by the engine, which is readily available for use 
at the engine output shaft. In this Brake thermal efficiency 
curves are plotted at different injection timing at standard 
injection pressure. Typical variation of Brake Thermal 

Efficiency (BTE at standard conditions) with load at 
standard injection pressures of 200 bar is shown in Fig. 4. 
It has been observed from these plots that the brake 
thermal efficiency slightly increases with retarding the 
injection timing from 23º to 19º BTDC after that decrease 
in BTE are observed from 19º to 15º BTDC. From these 
plots it was also observed that maximum value of BTE lay 
between 80-85 % of full load for the given injection 
pressure under study. The maximum value of thermal 
efficiency was observed as 28.89 % at injection timing 19 º 
BTDC.  

3.1.3. Effect of injection timing on Smoke Emission   

Smoke is produced during acceleration, overloading or 
even during full load operation of the engine. Under these 
conditions more fuel is burned and the prevailing 
temperatures inside the combustion chamber become very 
high. Because of this high temperature there is thermal 
cracking of molecules rather than normal oxidation. This 
thermal cracking is in the form of soot/carbon. This soot is 
a graphite structure, jet black in colour and is called 
smoke. Smoke density is measured experimentally for 
different injection timing. The variation of smoke density 
with load is shown in Fig. 5, which shows minimum 
smoke during idling which increases with load. It is 
observed from these plots that the smoke density decreases 
with retarding the injection timing from 23º to 19º BTDC. 
However, it increases with further retarding the timing 
from 19º to 15º BTDC. From these plots it was observed 
that the minimum value of smoke density was observed at 
injection timing 19 º BTDC for complete range of load.  

Based on these results obtained for BSFC, BTE and 
smoke density, 19 º BTDC was found the optimum 
injection timing for the K40.  
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Fig.3 Variation of BSFC as a function of load for K40 at different injection timings 
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Fig.4 Variation of BTE as a function of load for K40 at different injection timings 
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Fig.5 Variation of Smoke density as a function of load for K40 at different injection timings

3.2. Comparison of performance and smoke emission for 
different fuels 

Variation of BSFC, BTE and smoke density as a 
function of load for Diesel, preheated K40 at standard 
injection timing and preheated K40 at optimum injection 
timing of 19º BTDC are shown in Fig.6, Fig.7 and Fig.8 
respectively.  It was observed that BSFC was lowest at all 

loads for pure Diesel (at standard timing of 23º BTDC) as 
shown in Fig.6. The minimum value of BSFC for pure 
Diesel was 0.2398 Kg/kWh. Highest value of BSFC was 
observed when running the engine with K40 at standard 
timing. The value of minimum BSFC for K40 at standard 
timing was 0.2901Kg/kWh. Lower calorific value of K40 
leads to increased volumetric fuel consumption in order to 
maintain similar energy input to the engine. The value of 



 © 2010  Jordan Journal of Mechanical and Industrial Engineering. All rights reserved - Volume 4,  Number 5  (ISSN 1995-6665) 
 

637

BSFC for K40 at optimum timing was lower as compared 
to the K40 at standard timing but higher than the value for 
Diesel. The value of minimum BSFC for K40 at optimum 
timing is 0.2691 Kg/KWh.  This improvement may be due 
to the better mixing quality of air-fuel mixture because of 
retardation of injection timing. Despite the K40 at 
optimum timing, having higher brake specific fuel 
consumption than the Diesel, the brake thermal efficiency 
is practically the same as compared to the Diesel because 
of higher calorific value of Diesel. However the BTE for 

the K40 at optimum timing (28.89 %) is greater than the 
K40 at standard timing (27.52%) due to better mixing and 
hence better combustion efficiency. (Fig.7) Smoke density 
for Karanj-Diesel blend was greater than that of diesel. 
This is possibly a result of poor spray atomization and non 
–uniform mixture formation with Karanj oil. Smoke 
density increases with the increase in load in all the cases 
of fuels. The smoke density for the K40 at the optimum 
timing is lower than the smoke density for K40 at standard 
timing but it is greater than the Diesel.  (Fig.8) 
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Fig. 6 Comparison of BSFC as a function of load for different fuels 
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Variation of BTE with load
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Variation of Smoke density with load
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Fig.8 Comparison of Smoke density as a function of load for different fuels. 
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4. Conclusions 

On the basis of the observations and the results of the 
experimental investigations on a single cylinder, four 
strokes, constant RPM, stationary, water cooled, 
compression ignition engine, run on Karanj-Diesel blend 
and Diesel oil at different injection timings, the following 
conclusions may be drawn from the present study. 

The properties of Karanj -Diesel blend used for the 
study, are comparable with those of pure Diesel. The 
viscosity of Karanj oil is reduced by first preheating the 
Karanj oil and then by blending the Karanj oil with diesel. 
A suitable experimental setup developed, is able to reduce 
the viscosity of Karanj oil close to that of conventional 
diesel in order to make it suitable for use in a C.I. engine. 
Heating of the Karanj- Diesel blend is done through a heat 
exchanger, by utilizing the waste heat of the exhaust gases 
coming out from the engine. By the help of the heat 
exchanger developed, the temperature of the Karanj-Diesel 
blend can be raised to 55-60 ºC at no load. It is found that 
substitution of Diesel oil by Karanj oil to the extent of 
40% is best possible in the temperature range of 55-60 ºC 
as the viscosity of blend becomes equal to that of pure 
Diesel. A successful operation of a compression ignition 
engine, fuelled with Karanj-Diesel blend over a wide range 
of load and injection timing without causing any 
undesirable combustion phenomena is observed. There is 
significant effect of injection timing on engine 
performance. For the above Karanj-Diesel blend (K40) 
injection timing of 19º BTDC is found to be the optimum 
injection timing, as highest brake thermal efficiency, 
lowest brake specific fuel consumption and lowest smoke 
density are observed over the entire load range at this 
injection timing. Similar values of brake thermal efficiency 
and higher values of brake specific fuel consumption in 
case of Karanj-Diesel blend can be attributed to low 
calorific value of Karanj oil as compared to that of Diesel 
oil. Slightly more smoke emissions are observed with 
Karanj-Diesel blend compared to the Diesel over the entire 
load range mainly due to poor atomization of Karanj oil. 
However the smoke level for K40 at optimum timing is 
less than the smoke level of K40 at standard timing.  

Therefore, it may be concluded that preheating and 
blending of the vegetable oils with diesel, together can 
reduce the problems of straight vegetable oils drastically 
making it useful substitute for diesel fuel. The preheated 
Karanj-Diesel blend with optimized fuel injection timing 
can be used in CI engines more efficiently than the blend 
at standard injection timing. 

References 

[1] A.S. Ramadhas, S. Jayaraj and C. Muraleedharan, “Use of 
vegetable oils as I.C. engine fuels – A  review”  Renewable 
Energy Vol.29, 2004, 727-742 

[2] H. Raheman, A.G. Phadatare , “Diesel engine emissions and 
performance from blends of karanja methyl ester and diesel” 
Biomass and Bioenergy Vol.27, 2004, 393-397 

[3] H. B. Mathur, L. M. Das, “Utilization of non-edible wild oils 
as diesel engine fuels” Proceedings Bio-Energy Society Second 
Convention and Symposium, 1985, 198-202 

[4] N. Hemmerlein, V. Korte, H. Richter and G. Schoroder, 
‘‘Performance, Exhaust   Emissions and Durability of Modern 
Diesel Engines Running on Rapeseed Oil’’ SAE Technical Paper 
Series No. 910848, SAE, Warrendale PA, 1991 

[5] Avinash Kumar Agarwal, Deepak Agarwal, “Performance and 
emission       characteristics of Jatropha oil (preheated and blends) 
in a direct injection compression ignition engine”  Applied 
Thermal Engineering Vol.27, 2007, 2314–2323 

[6] Godiganur Sharanappa, S. Rana Prathap Reddy and Ch. 
Suryanarayana Murthy, “Study on the performance and exhaust 
emissions of a diesel engine using preheated Mahua oil and its 
blends as fuel” International Conference on IC Engines and 
Combustion (ICONICE-2007), Jawaharlal Nehru Technological 
University Kukatpally, Hyderabad, 2007, 1-7 

[7] Fangrui Ma, Milford A. Hanna, “Biodiesel production: a 
review” Bioresource Technology Vol.70, 1999, 1-15 

[8] C. P. Sigar, “Comparative investigation on combustion and 
performance of a dual fuel engine using LPG and Biodiesel 
(Karanja Oil)” A Ph.D thesis, MNIT, Jaipur India, 2006 

[9] Dilip Sharma, “Studies on alternate fuel substitution in engine 
operated end utility system” A Ph.D thesis, MNIT, Jaipur India, 
2004 

[10] S. Bari, T.H. Lim, “Effects of preheating of crude palm oil on 
injection system performance and emission of a diesel engine”  
Renewable Energy Vol.27, 2002, 339–351 

[11] O.M.I. Nwafor, “Emission characteristics of diesel engine 
running on vegetable oil with elevated fuel inlet temperature” 
Biomass and Bioenergy Vol.27, 2004, 507 – 511 

[12] M.E. Tat and J.H. Van Gerpen, “Report on  Measurement of 
Biodiesel Speed of Sound  and Its Impact on Injection Timing” 
National Renewable Energy Laboratory, Iowa State University 
Ames, Iowa. Available at 
www.osti.gov/dublincore/ecd/servlets/purl/15003584OZV07K/nat
ive/15003584.pdf  Last accessed on Sept.11, 2008 

[13] Breda Kegl, “Numerical analysis of injection characteristics 
using biodiesel fuel” Fuel Vol.85, 2006, 2377–2387  

[14] Breda Kegl, “Experimental Investigation of Optimal Timing 
of the Diesel Engine Injection Pump Using Biodiesel Fuel” 
Energy & Fuels, Vol.20, 2006, 1460-1470  

[15] Adnan Parlak, Halit Yasar, “The effects of injection timing 
on NOx emissions of a low  heat rejection indirect diesel injection 
engine” Applied Thermal Engineering Vol.25, 2005, 3042–3052 

[16] A report on “Pongamia Pinnata (L.) Pierre”, Center for new 
crops and plants products, Purdue university, available at 
http://www.hort.purdue.edu/newcrop/duke_energy/Pongamia_pin
nata.html Last accessed on Sept.15, 2008 

[17] S.P. Wani,  T.K. Sreedevi, “Pongamia’s Journey from Forest 
to Micro enterprise for Improving Livelihoods” Available at 
www.icrisat.org/Biopower/Wani_Sreedevi_Pongamiajourney.pdf 
Last accessed on Feb. 4, 2008 

 

 
 
 
 
 

 
 
 
 
 
 

http://www.osti.gov/dublincore/ecd/servlets/purl/15003584OZV07K/native/15003584.pdf
http://www.osti.gov/dublincore/ecd/servlets/purl/15003584OZV07K/native/15003584.pdf
http://www.hort.purdue.edu/newcrop/duke_energy/Pongamia_pinnata.html
http://www.hort.purdue.edu/newcrop/duke_energy/Pongamia_pinnata.html
http://www.icrisat.org/Biopower/Wani_Sreedevi_Pongamiajourney.pdf


JJMIE 
Volume 4, Number 5, November 2010

ISSN 1995-6665
Pages 641 - 652 

Jordan Journal of Mechanical and Industrial Engineering  
 

Hydrodynamic Performance Evaluation of an Ellipsoidal Nose for 
a High Speed under Water Vehicle 

K. N. S.Suman a, D. Nageswara Rao a, H. N. Das b, G.Bhanu Kiran c,* 
 

a Department of Mechanical Engineering, Andhra University, Visakhapatnam-530 003, India 
b Hydrodynamics Research Wing, Naval Science and Technological Lab, Visakhapatnam - 530 027, India 

c Department of Mechanical Engineering,GITAM University,Visakhapatnam-530 045 India 

Abstract 

The present work attempts to evaluate the functionality of an ellipsoidal head designed and fabricated for improved 
hydrodynamic performance of a high speed under water vehicle, which is predominantly used in defense applications. The 
importance of proper geometric shape for head portion of an under water vehicle is studied by the performance evaluation of 
different profiles through computational analysis. It is identified that the hydrodynamic performance of the vehicle can be 
improved with head having ellipsoidal profile. The designed vehicle having ellipsoidal heads of different major to minor axes 
ratio is fabricated and tested experimentally to validate the computational results.   

© 2010  Jordan Journal of Mechanical and Industrial Engineering. All rights reserved 
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1. Introduction                  *       

High speed under water vehicles like torpedoes, 
submersibles, submarines are increasingly being proposed 
for diverse defence and commercial applications. These 
under water vehicles intended to design for better 
hydrodynamic and structural performance require 
cavitation susceptibility, minimum hydrodynamic 
resistance (drag) and structural weight for increasing 
payload carrying capacity, speed and operating range. The 
design of a vehicle with the above mentioned goal is 
always been of considerable interest to the designers of 
marine hydrodynamic structures.  

Research in the area of design of under water vehicles 
has been carried by many researchers, in which Lumley [1] 
considered that the techniques to improve the 
hydrodynamic performance i.e. minimization of drag, 
regulating the dynamic pressure distribution etc., of a 
vehicle broadly can be classified as conventional and non-
conventional. According to him the techniques involving 
stabilization of the boundary layer are referred as 
conventional techniques. Prandtl [2] used two methods of 
boundary layer control, which are suction and movement 
of the surface in the direction of flow. Schlichting[3] 
reported that  

appropriate hull shape is a known means for extending 
the laminar boundary layer flow to a greater length. 
Several authors found that transition from laminar to 

                                                 
* Corresponding author. e-mail:bk_1381@yahoo.co.in 

turbulent flow can also be delayed by the use of suitable 
hull shaping.   Methods for laminar and turbulent boundary 
layer flows with suction applied to prevent separation are 
discussed by Wuest [4]. The purpose of removing the fluid 
from boundary layer through suction is to stabilize the 
laminar layer and prevent it from becoming turbulent. 
Mecormick [5] was able to do some experimental 
investigation on these suction slots based on the findings 
of Loftin and Burrows [6]. Change of viscosity of the fluid 
can be considered as a non-conventional technique which 
is attempted by Toms[7]. Hoyt and Fabula [8], Thruston 
and Jones [9] performed experiments to predict the 
polymer concentration for maximum effectiveness in 
changing the viscosity of the fluid. M.Zahid Bashir, S.Bilal 
& M.A.Khan [11] numerically and experimentally 
determined the cavitation inception number for three 
axisymmetric head forms, at zero degree angle of 
incidence and compared with CFD results. John Lindsley 
Freudenthal [12] performed water tunnel experiment for 
the prediction of drag over a prototype model of 
axisymmetric submarine hull, compared the experimental 
results with CFD results. He also evaluated the formula for 
drag coefficient that uses only mean velocity 
measurements of axisymmetric body using assumptions of 
a self-similar wake and power law behavior of the wake 
scales. Paster, D.   Raytheon Co., Portsmouth [13] 
explained how a reasonable hydrodynamic design can 
result in low drag and noise with minimum compromise in 
volume, which inturn results for reduced development and 
production costs. They suggested methods for estimating 
the drag as a function of speed, shape and size. Lt Cdr A 
Saiju and Cmde N Banerjee [14] performed wind tunnel 
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experiment for nose cone optimization of an underwater 
vehicle. They compared the results of wind tunnel over 
cavitation tunnel experimental results. C. J. Lu, Y. S. He, 
X. Chen, Y. Chen [15] focused on systematic study of 
Steady and unsteady flows of natural and ventilated 
cavitation through experimental observation. Some 
significant problems concerning ventilated cavitating 
flows, such as the critical status, hysteresis, surface wave, 
wall effect and ventilation manner, were investigated. 

 
Review of the work reported so far reveals that several 

direct and indirect techniques were proposed separately by 
many researchers for improving the hydrodynamic 
performance of the vehicle. But many of these techniques 
demand for excessive experimentation which involves 
high cost and are mainly dependent on the unreliable fluid 
conditions prevailing during the motion of the vehicle in 
sea water. Of all the methods reported so far for better 

vehicle performance, hull shaping with a proper profile 
costs minimum and thus attracting the researchers to 
investigate on these lines. The parameters of the hull 
profile such as height, thickness and radius have a 
considerable effect on the performance of the vehicle with 
regard to its hydrodynamic characteristics.   

The objective of the present paper is to design a better 
hull shape which is one of the popular techniques available 
to the designers for serving the dual purpose aim of drag 
reduction and pressure regulation for the proposed vehicle. 
An investigation based on numerical and experimental 
results is illustrated with reference to a specific model of 
an under water vehicle. Numerical analysis using the 
concept of Computational Fluid Dynamics (CFD) was 
firstly done to compute the hydrodynamic parameters such 
as pressure distribution, drag of the vehicle. The numerical 
predictions are compared with experimental investigations 
performed in wind tunnel.  

2. Problem Description 

The profile of an under water vehicle considered is 
shown in Fig.1. The hull body of the vehicle has three 
portions namely (a) nose cone or head (b) cylindrical 
middle compartment and (c) tail. Out of these three 

portions head is an important portion from pressure point 
of view, which may lead to cavitation. Cavitation 
susceptibility of the hull, apart from the drag is a 
challenging criterion for the designers.   

5975 mm

534mm

Head Middle Compartment Tail 

Figure 1: Profile of the under water vehicle 

 
Head cavitation of these vehicles especially detrimental 

for effective functioning of its own sonar performance. 
Since cavitation inception is expected to occur at the 
location of minimum negative pressure, information about 
the unsteady pressure distribution over the torpedo head 
while underway is of vital importance to the designer. The 
location and magnitude of the minimum pressure on the 

body are determined for finding out the appropriate 
locations of the sensors such that their performance is least 
effected by the onset of cavitation. Apart from this, head 
portion of the vehicle should have high payload carrying 
capacity. Hence the design of a proper head profile which 
can serve as a nose cone of the under water vehicle 
satisfying all the above mentioned factors is important. 

3. The Design Approach 

 The total length of the vehicle considered is of 
5975 mm length and the middle compartment is of 534 
mm diameter as shown in Fig.1. Four different axi-

symmetric Head profiles (Fig.2) are considered for 
analyzing the drag and dynamic pressure distribution over 
the body.  

 

 

    

 

  

    

 

All the above Head profiles are selected based on their 
aerodynamic characteristics available in the literature [10]. 

As it is decided not to alter the dimensions of the 
cylindrical middle compartment, head profiles dimensions 

Figure 2: Head profiles considered for analysis 

(c) Spherical Profile (a) Conical Profile (d) Elliptical Profile (b) Stubbed Nose Profile 
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are selected in such a way that they can be properly 
attached to the cylindrical middle compartment which is 

having a constant diameter. 

 
Table 1: Dimensions of the Head profiles 

Sl. No. Profile Dimensions 
1 Cone Height: 420 mm 

Radius: 267 mm 
2 Stubbed nose profile Length: 420 mm 

Radius: 267 mm 
Edge Radius: 5 mm 

3 Sphere Radius: 267 mm 
4 Ellipse Major Axis: 420 mm 

Minor Axis: 267 mm 

4. Computational Analysis 

The vehicle has an axisymmetric geometry and the bare 
hull is only taken for the analysis. The present exercise is 
intended to compute the drag and dynamic pressure 
distribution over the body in the flow field. The flow is  
assumed to be steady, incompressible and turbulent in 
nature. The computations presented in this work use, 
FLUENT 6.1.18 solver for solving the turbulent flow field 
over an arbitrary geometry and GAMBIT, the preprocessor 
of fluent as grid generator. 

1.1. Grid Generation 

The vehicle is modeled as a 2D axisymmetric body. 
The flow field boundaries are presented in fig. 3. The 
gridlines are geometrically stretched close to the body to 
obtain lesser spacing near the surface of the body than in 
the far field. A flow domain measuring 36 m × 4 m is 
considered to accommodate the 5.975 m long body and the 
grid generated in the entire flow field appears as in fig.4. 
The grid generated is of H type in nature and quite fine 
which contains 32,300 cells.   

 

 

 

Figure 4: Grid generated over the vehicle in the entire flow domain 
Figure 3: Boundary of the flow domain 

 
4.2 Flow Solver 
Fluent 6.1.18 uses a finite volume method for 

discretization of the flow domain. The Reynolds Time 
Averaged Navier-Stokes (RANS) equations are framed for 
each control volume in the discretized form.  Pure upwind 
scheme is used for the momentum flux discretization.  

 
STANDARD scheme is used for pressure and a SIMPLE 
(Strongly Implicit Pressure Link Equations) procedure is 
used for calculation of pressure field from the continuity 
equation.  

 
4.2.1 Turbulence modeling  

 The eddy viscosity based k – ε (standard) model is 
used in the present work where the additional turbulent 
stresses arising out of the turbulent fluctuations are 
assumed to be replaced by viscous type stresses analogous 
to their laminar counterpart. As a result of this eddy  

 
 

 
 
 

viscosity hypothesis, the viscosity μ in all the transport 
equations is replaced by (μl + μt) where μl is the laminar 
viscosity and μt is the turbulent or eddy viscosity. Unlike 
μl in laminar flows however, the turbulent or eddy 
viscosity μt is not a fluid property but a function of the 
local state of turbulence defined by the turbulence kinetic 
energy, k and its dissipation rate ε as follows:  

2 /t C kμμ = ρ ε  
The field distribution of k and ε are evaluated solving 

the relevant transport equations.  
4.2.2 Boundary conditions 
The following boundary conditions are used for solving 

the flow field generated over the body: (i) Inlet velocity, 
(ii) Outlet pressure, (iii) Symmetry axis and (iv) Rigid 
walls. At inlet planes the known boundary values are 
prescribed in terms of velocity, turbulent kinetic energy - k 
and turbulent dissipation energy - ε. At the outlet gauge 
pressure is set to zero so that it remains at operating 
pressure. The axis of revolution is set as symmetry axes. 
At the wall all the two velocity components are set to zero.  
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For turbulent flow, the field values of k and ε are 
prescribed at the inflow boundaries. But the turbulence 
scalar equations are usually source dominant and the 
results therefore are more or less insensitive to the inlet 
field values prescribed. However, if the eddy viscosity 
level at the inlet is too low, numerical problems may arise. 
Assuming that the equations are valid only for fully 
turbulent flow, the inlet values of turbulent kinetic energy 
(k) is chosen as 10–4* U2 and values of ε are so chosen that 
the inlet eddy viscosity is of the order of five times the 
laminar viscosity.  

5. Computational Results and Discussions 

Computations are performed for the flow velocity 
between 5 to 6 m/s satisfying the turbulent flow 
conditions. Control volumes are generated over the entire 
full-length model of the torpedo.  But the pressure 
distribution is taken only on the head portion and 
extending to some part of middle portion, without giving 
importance to the later part of the body. The pressure 
distribution curves obtained for all the four different hull 
geometries are shown in figs. 5a-5d.  The values of 
minimum negative pressure co-efficient (Cp) obtained 
from pressure distribution graphs and drag coefficient 
(CD) for all the hull geometries are presented in the Tables 
2 and 3 respectively. 

Table 2: Values of minimum pressure co-efficient for different profiles 

Profile Minimum Pressure Co-efficient (Cp) 

Cone -1.72 

Stubbed nose profile -0.98 

Sphere -0.721 

Ellipse -0.443 

 
Table 3: Comparison of drag for different profiles 

 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Profile Form Drag Skin Friction Drag Overall Drag 

Cone 0.13901508 0.0867318 0.22574688 

Stubbed nose profile 0.12013323 0.089248875 0.2093821 

Sphere 0.068183163 0.10391882 0.17210198 

Ellipse 0.05470272 0.10500373 0.15970645 
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(b) stubbed nose profile 
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(c) spherical profile 
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(d) elliptical profile 

Figure. 5: Computational pressure distribution over the vehicle for different head profiles 
 

 

From the preliminary computational analysis exercised 
over the hull profile having different head geometries it 
may be concluded that ellipsoidal head profile is suitable 

for imparting better hydrodynamic performance to the 
vehicle. It is further resolved to evaluate the suitable 
dimensions of the ellipsoidal profile for enhancing the 
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performance of the vehicle in terms of hydrodynamic 
aspects. The minor axis length is kept constant since it is 
considered not to alter the radius of the cylindrical middle 
compartment. By varying only the major axis length of the 
ellipsoidal head, various profiles are generated. These 
ellipsoidal profiles having different major to minor axis 
ratios were solved again for evaluating their hydrodynamic 
performance and extracting suitable dimensions. 

6. Experimental Investigations 

The hydrodynamic characteristics are evaluated 
computationally for the ellipsoidal heads of different ratios 

of major to minor axes. These results are validated through 
experimentation carried out in a low speed wind tunnel on 
the fabricated ellipsoidal heads. The tunnel is of open 
circuit type where the air is drawn from the atmosphere 
and passes through the test section before it is discharged 
at reduced velocity back into atmosphere. The test section 
free stream Mach number is kept well below 0.3 and the 
facility can be extended to predict and validate the fluid 
dynamic characteristics of a body exposed to a flow in one 
medium to the flow in different medium. The various 
compartments in the wind tunnel and their specifications 
are presented in table 4. 

 

Table 4: Wind tunnel compartments and specifications 

 

A 125KW DC variable speed motor drives the 12 
blades CFRP tunnel fan for achieving the desired wind 
speed in the tunnel test section. Pitot tube positioned in the 
plenum chamber 275mm above the base at the centerline 
of the tunnel measures the total pressure head. The free 
stream pressure at different locations in the tunnel is 
obtained by a system of Pitot tubes arranged at these 
locations flushed with the surface of the tunnel.  

7. Pressure Tapping and Instrumentation on The 
Fabricated Models 

Three ellipsoidal heads having different major to minor 
axis ratios are fabricated with Fiber Reinforced Plastic 
(FRP) upto a thickness of 6-8mm and prepared for 
experimentation. These heads are attached separately to a 

smooth cylindrical body resembling the middle portion of 
the vehicle modeled during computational analysis. Thus 
the fabricated full scale model without tail portion resulted 
in a blockage of approximately 4% which is considered to 
be acceptable. The model gave Reynolds number large 
enough to ensure that the it is essentially operated in the 
fully turbulent regime.   

7.1 Pressure Tapping 

Pressure taps of 1.4 mm diameter are drilled along 
vertical centerline on the surface of the model fabricated. 
Of, these 6 pressure taps are symmetrically distributed at 
bottom half of the model to verify yaw and pitch. 1.9 mm 
SS tubes of 1 mm inner diameter are inserted in to the 
pressure taps on the model from inside so as to make it 
flushed with the outer surface of the model (Fig.6).  

 

 

 

 

 

 

 

 

 

Sl.No. Compartment Dimensions 

1 Test Section 2 × 2 × 4.0 m 

2 Plenum Chamber 4.3 × 4.3 × 4.0 m 

3 Contraction Section varying from 4.3 m × 4.3 m to 2 m × 2 m, 4.0 m 
long 

4 Diffuser Section varying from 2 m × 2 m to 3.048 m diameter of 
circle, 7.8 m long 

5 DC motor 125 KW at 750 rpm 

6 Fan Sweep diameter 3.04 m, 12 blades made of CFRP 

7 Maximum wind speed at test section 60 m/sec 
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Figure 6: Drilling of pressure holes on the model 

7.2 Instrumentation 

Two scanivalves (low pressure transducers) having 48 
selectable ports are mounted inside the model. These 
scanivalve ports are connected to the SS tubes press fitted 
to the pressure tapping on the body by means of 1.4 mm 
urethane tubes. Each scanivalve’s signal output, control 

input and port address output connections are brought 
down to the instrumentation room and connected to the 
signal conditioner, solenoid controller and decoder 
respectively. The signal conditioner out put voltages are 
acquired by a Data Acquisition System (DAS) (Figs.7 and 
8). 

 

 

 

 

 

 

 
 
 
 
Figure 7: Pressure tapping and scanivalve arrangement                          Figure 8: Pressure tapping  instrumentation over  the  entire model 

8. Mounting of The Model and Test Method  

The model consisting of fabricated ellipsoidal head and 
cylindrical body is mounted along the centre line of the 
test section by suspending it from eight 3 mm wire ropes at 
2 locations along the length. The model is accurately 
aligned along the centerline of the tunnel using spirit level 
and measuring distance from sidewalls precisely (Fig.9). 
Fan drive system is operated at different RPMs to achieve 
variable wind speeds in order to subject the model to a 
fluid flow having different Reynolds numbers. Pressure 
distribution at various Reynolds numbers are obtained 
from the scanivalves and are recorded on-line. The 

recorded data of pressures are plotted in terms of pressure 
co-efficient (Cp) vs the distance from the nose portion. 

9. Discussion of Results 

Investigations are carried out on the basic head profiles 
such as conical, stubbed nose, spherical and ellipsoidal 
profiles to arrive at the better profile for the under water 
vehicle of standard dimensions. It is concluded that 
ellipsoidal profile is the better among all the profiles for 
providing good hydrodynamic characteristics to the 
vehicle. It is further considered to alter the major to minor 
axes ratio of the ellipse and analyze the hydrodynamic 
performance of the vehicle to investigate the suitable 
dimensions of the ellipse.  



 © 2010  Jordan Journal of Mechanical and Industrial Engineering. All rights reserved - Volume 4,  Number 5  (ISSN 1995-6665) 
 
648 

 

 
 
 
 
 

 

 

 

 Front View Rear View 

Figure 9: Ellipsoidal Model of 2.3:1 major to minor axes ratio  mounted in the test section 
9.1 Analysis of Computational Results for Minimum 

Pressure Value and Cavitation Susceptibility of  the 
Vehicle 

 Cavitation is normally expected to occur at the 
location of minimum pressure occurrence. The value of the 
minimum pressure gives the measure of velocity and depth 
at which the vehicle should be operated without any 
cavitation. The location of the minimum pressure 
occurrence also gives the measure of placement of sensors 
in the head, so that their performance is least effected by 
the onset of cavitation. The information about the 
magnitude and location of the minimum pressure co-
efficient for different heads of the vehicle are presented in 

Table 5. The operating velocity range or cavitation speed 
of the vehicle is calculated from the tabulated results as: 

Cp = 
25.0 V

PP ref

ρ
−

 at different depths of operation. 

Where Cp = Pressure Co-efficient , P = Actual pressure 
acting at location of interest, Pref  = atmospheric pressure + 
ρgh  ρ = density of fluid, kg/m3  

g  = acceleration due to gravity, m/sec2 , h = Vehicle 
operating depth, m 

V = velocity of the vehicle, m/sec 

Table 5: Comparison of minimum pressure co-efficient for different Ellipsoidal Heads 

Axes ratio of 
Ellipsoidal Heads 

Value of Minimum 
Pressure Co-efficient 

Location of occurrence 
(X/L%) 

1.6:1 -0.443 5.6 
1.95:1 -0.309 6.68 
2.32:1 -0.246 7.59 
2.7:1 -0.198 8.52 
3:1 -0.163 9.32 
4:1 -0.106 12.11 
5:1 -0.0719 14.37 

  

From these results, it is observed that the pressure co-efficient is getting decreased with the increase in dimensions of the 
head profile. It is also observed that the location of the negative pressure co-efficient is tending to shift away from the nose 
portion as the axes ration increases (major axis). 
 

Table 6: Cavitation inception speed for various ellipsoidal heads at different depths of operation 

Cavitation inception speed  in m/sec at the operation depth of Head 

(axes ratio) 10 m 12 m 30 m 40 m 

1.6:1 29.69 36.39 42.04 47.01 

1.95:1 35.55 43.58 50.34 56.30 

2.32:1 39.84 48.85 56.43 63.11 

2.7:1 44.41 54.46 62.90 70.35 

3:1 48.95 60.01 69.32 77.52 

4:1 60.70 74.62 86.20 96.40 

5:1 73.70 90.40 104.42 116.77 

It may be observed from the table 6 that with the increase of the major axis, the operating velocity range of the vehicle 
increases at all depths. The operating velocity of the vehicle can be selected as per the nose shape or vice-versa to avoid 
cavitation. 
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9.2 Analysis of Drag  

 A graphical depiction of variation of overall 
drag, form drag and viscous drag for the vehicles with 
different ellipsoidal heads is in fig.10. It can be observed 
from the results that due to increase in length of the 
ellipsoidal head there is decrement in overall drag of the 

vehicle which composes of form drag and viscous drag. 
The viscous drag remains constant, as this is due to the 
body portion of the vehicle, which is parallel to the flow. 
In the present case the cylindrical portion of the body is 
parallel to the flow and its dimensions are kept constant. 
Hence the viscous drag remains constant. 
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Figure10: Variation of drag co-efficient for different axes ratios of ellipsoidal profiles 

 
The form drag obtained for different profiles is 

decreasing as the ratio of major to minor axes of the 
profile increases. The increase in momentum transfer 
within the boundary layer due to the increase in the axes 
ratio of the profile is one of the reasons for decrease in 
pressure drag.   

The notable feature which can be observed from the 
above results is that the variation of form drag of the 
vehicle has become almost constant beyond the axes ration 
value of 3. The stabilization of the boundary layer beyond 
an axes ratio of 3 may be one possible reason for the 
negligible change in form drag.  It is also observed from 
the results of pressure distribution and cavitation analysis 
that the vehicle consisting of ellipsoidal head with major to 
minor axis ratio of 3 is less susceptible to cavitation in the 
operating range. Hence it can be concluded that ellipsoidal 
head with major to minor axis ratio of 3 is sufficient for 
providing good hydrodynamic characteristics to the 
present under water vehicle.  

9.3 Validation 

The validity of the numerical analysis carried on 
different ellipsoidal heads practically tested on the 
fabricated noses using palm fibre reinforced plastic. Apart 
from the elliptical profile with an axes ratio of 3 arrived 
through numerical analysis another two ellipsoidal noses 
having major to minor axes ratio as 1.6, 2.32 are fabricated 
to verify the validity of the numerical results.  

The experiments are carried on models developed in a 
wind tunnel at different wind speeds ranging from 14 
m/sec to 60 m/sec. Error analysis for the experimental 
results is performed to estimate degree of uncertainty 
associated with the experimental results. Degree of 
Uncertainty associated with experimentally found pressure 
coefficient along the length of the vehicle for different 
ellipsoidal heads is given in Fig 11.  

The pressure distribution plots practically obtained for 
all the bodies having different ellipsoidal heads are 
compared with corresponding computational results 
(Figs.12-14) and Table 7. The results obtained have shown 
a small deviation between fabricated and computed values. 
It may be observed that the trend of the pressure 
distribution plotted from experimental values is in close 
agreement with that of computational values. In the 
computational analysis the pressure values can be 
evaluated at many (infinite) locations of the hull and hence 
a large data can be generated and this enables the plot of 
the pressure distribution to follow a smooth trend. The 
experimental set up has limitations in providing pressure 
tappings over the surface which leads to less data 
compared to computational analysis and hence deviations 
in the results are observed. During the computational 
analysis the hull surface is assumed to be perfectly smooth. 
In the present model, the surface is made up of hand lay-up 
technique using coarse fibre which does not yield smooth 
surface. This also might be one of the reasons for small 
deviations to occur on the pressure distribution profiles. 
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11(a) Ellipsoidal nose of 1.6:1 major to minor axes ratio
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11(b) Ellipsoidal nose of 2.3:1 major to minor axes ratio 
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11(c) Ellipsoidal nose of 3:1 major to minor axes ratio
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Figure 11: Degree of Uncertainty associated with pressure coefficient along the length of the vehicle for different ellipsoidal heads 
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(a) Wind speed 25.17 m/s (Reynolds Number 
3.36E06) 
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Figure 11: Comparison of pressure distribution obtained over ellipsoidal nose of 1.6:1 major to minor axes ratio for different wind 
speeds 
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Figure 12: Comparison of pressure distribution obtained over ellipsoidal nose of 2.3:1 major to minor axes ratio for different wind 
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Table 7: Comparison of the magnitude and location of minimum pressure co-efficient from experimental and 
computation analysis 

Profile 
(major to minor axis ratio) 

Min. pressure co-efficient Location of the  
pressure co-efficient 
(% of body length) 

1.6:1 
Computational -0.443 5.637 
Experimental -0.404  ± 0.011 5.365 

2.32:1 
Computational -0.246 7.590 
Experimental -0.215 ± 0.014 7.086 

3:1 
Computational –0.1633 9.32 
Experimental –0.1278 ±0.121 9.70 

 
10. Conclusions 

The importance of ellipsoidal head for improving the 
hydrodynamic performance of a high speed under water 
vehicle having cylindrical mid-section and tapered after 
body has been identified through computational and 
experimental analysis. Among the several axi-symmetric 
head profiles tested 

through computational analysis for their hydrodynamic 
performance, ellipsoidal head resulted to be better nose 
profile for improving the cavitation susceptibility and 
minimizing the overall drag of the vehicle. The obtained 
computational results have been validated by the 
experimental investigations carried on the full scale model 
of the vehicle through wind tunnel tests. The results 
obtained are in close agreement with only minor 
deviations.    
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Abstract 
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1. Introduction                  *       
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Traditional engineering design optimization which is 
the process of identifying the right combination of product 
parameters is often done manually, time consuming and 
involves a step by step approach. Approximation methods 
are widely used to reduce the computational burden of 
engineering analyses.  The use of long running computer 
simulations in design leads to a fundamental problem 
when trying to compare and contrast various competing 
options. It is also not possible to analyze all of the 
combinations of variables that one would wish. This 
problem is particularly acute when using optimization 
schemes. Metamodels, also referred as surrogate models, 
are a cheaper alternative to costly analysis tools and can 
significantly reduce the computational time involved. 
Modern optimization techniques like Genetic Algorithms 
(GA) have been found to be very robust and general for 
solving engineering design problems. Evolutionary 
algorithms such as GA have been used with metamodels 
(surrogate models) to reduce the cost of exact function 
evaluations. In this paper, a methodology of developing 
metamodel and applying it to the optimization problem is 
explained. As a case study, the roof slab of a Prototype 
Fast Breeder Reactor was taken and design optimization 
was carried out. In this approach, experimental design, 
metamodels, evolutionary algorithm, and finite element 
analysis tool are brought together to provide an integrated 
optimization system. 

Metamodeling involves (a) choosing an experimental 
design for generating data, (b) choosing a model to 
represent the data, and (c) fitting the model to the observed 
data. There are several options for each of these steps, 
which will be discussed below. Forrester et. al [1] 
discussed the recent advances in surrogate based design for 
global optimization. Simpson et.al [2] has done a survey 
on the application of metamodels on design. The paper 
also gives the following recommendations: (i) If many 
factors(more than 50) must be modeled in a deterministic 
application, neural networks may be the best choice (ii) If 
the underlying function to be modeled is deterministic and 
highly nonlinear in a moderate number of factors (less than 
50, say), then kriging may be the best choice despite the 
added complexity, (ii) In deterministic applications with a 
few fairly well behaved factors, another option for 
exploration is using the standard Response surface 
methodology approach. In Simpson, et al. [3], kriging 
methods are compared against polynomial regression 
models for the multidisciplinary design optimization of an 
aero spike nozzle. Alam et al [4] investigated the effects of 
experimental design on the development of artificial neural 
networks as simulation metamodels. This paper shows that 
a modified-Latin Hypercube design, supplemented by 
domain knowledge, could be an effective and robust 
method for the development of neural network simulation 
metamodels. Queipo et.al. [5] discussed the fundamental 
issues that arise in the SBAO of computationally 
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expensive models such as those found in aerospace 
systems. The paper mainly focused on the design of 
experiments based on Latin Hypercube Sampling (LHS) & 
Orthogonal Arrays (OA) and Surrogate modeling 
techniques based on polynomial regression model, kriging 
and radial basis function. Ruichen et.al [6] compares four 
popular metamodeling techniques— Polynomial 
Regression, Multivariate Adaptive Regression Splines, 
Radial Basis Functions, and Kriging— based on multiple 
performance criteria using fourteen test problems 
representing different classes of problems. Giunta, et al. 
[7] also compare kriging models and polynomial 
regression models for two 5 and 10 variable test problems. 
In Varadarajan, et al. [8], Artificial Neural Network 
(ANN) methods are compared with polynomial regression 
models for the engine design problem in modeling the 
nonlinear thermodynamic behavior. In Yang, et al., (9), 
four approximation methods— enhanced Multivariate 
Adaptive Regression Splines (MARS), Stepwise 
Regression, ANN, and the Moving Least Square— are 
compared for the construction of safety related functions in 
automotive crash analysis, for a relative small sampling 
size. Similarly many researchers have compared the 
various experimental designs and/or metamodeling 
techniques. Only limited researchers are explained about 
the application of metamodel in the optimization process. 
This paper explains the methodology of performing 
experimental design, creating metamodel and applying it 
to the optimization. 

1.1. Design of Experiments Techniques 

Design of Experiments includes the design of all 
information-gathering exercises where variation is present, 
usually under the full control of the experimenter. Often 
the experimenter is interested in the effect of some process 
or intervention on some objects. Design of experiments is 
a discipline that has very broad application. In the 
following part, we will introduce the most frequently used 
DOE techniques. 

1.1.1. Full-factorial Design 

A full-factorial design is one in which all combinations 
of all factors at all levels are evaluated. It is an old 
engineering practice to systematically evaluate a grid of 
points, requiring n1*n2*n3*...ni (i is the number of factors, 
n is the number of levels for factor i) design point 
evaluations. This practice provides extensive information 
for accurate estimation of factor and interaction effects. 
However, it is often deemed cost-prohibitive due to the 
number of analyses required. 

1.1.2. Orthogonal Arrays 

The use of orthogonal arrays can avoid a costly full-
factorial experiment in which all combinations of all 
factors at different levels are studied. A fractional factorial 
experiment is a certain fractional subset (1/2, 1/4, 1/8, etc.) 
of the full factorial set of experiments, carefully selected to 
maintain orthogonality (independence) among the various 
factors and certain interactions. While the use of 
orthogonal arrays for fractional factorial design suffers 
from reduced resolution in the analysis of results (i.e., 
factor effects are aliased with interaction effects as more 
factors are added to a given array), the significant 
reduction in the required number of experiments can often 

justify this loss in resolution as long as some of the 
interaction effects are assumed negligible. In fractional 
factorial designs, the number of columns in the design 
matrix is less than the number necessary to represent every 
factor and all interactions of those factors. Instead, 
columns are “shared” by these quantities, an occurrence 
known as confounding. Confounding results in the 
dilemma of not being able to realize which quantity in a 
given column produced the effect on the outputs attributed 
to that column. In such a case, the designer must make an 
assumption as to which quantities can be considered 
insignificant (typically the highest-order interactions) so 
that a single contributing quantity can be identified. 

1.1.3. Latin Hypercube Design 

Another class of experimental design which efficiently 
samples large design spaces is Latin Hypercube sampling. 
With this technique, the design space for each factor is 
uniformly divided (the same number of divisions (n) for all 
factors). These levels are then randomly combined to 
specify n points defining the design matrix (each level of a 
factor is studied only once). An advantage of using Latin 
Hypercubes over Orthogonal Arrays is that more points 
and more combinations can be studied for each factor. The 
Latin Hypercube technique allows the designer total 
freedom in selecting the number of designs to run (as long 
as it is greater than the number factors). While, the 
configurations are more restrictive using the Orthogonal 
Arrays. A drawback to the Latin Hypercubes is that, in 
general, they are not reproducible since they are generated 
with random combinations. In addition, as the number of 
points decreases, the chances of missing some regions of 
the design space increases. 

1.1.4. Central Composite Design 

Central Composite Design (CCD) is a statistically 
based technique in which a 2-level full-factorial 
experiment is augmented with a center point and two 
additional points for each factor (star points). Thus, five 
levels are defined for each factor, and to study n factors 
using Central Composite Design requires 2n +2n +1 design 
point evaluations. The corner points are for the assessment 
of linear and 2-way interaction terms. Center points are 
used to detect curvature and sometime replicated in 
experimental DOE to estimate pure error. Star points are 
for the assessment of quadratic terms. Although Central 
Composite Design requires a significant number of design 
point evaluations, it is a popular technique for compiling 
data for Response Surface Modeling due to the expanse of 
design space covered, and higher order information 
obtained. 

1.1.5. Box-Behnken Design 

Box and Behnken developed a family of efficient three-
level designs for fitting second-order response surfaces. It 
exists only for 3-7 factors. Number of runs is very close to 
CCD for the same number of factors. The Box-Behnken 
design doesn’t have any corners and it is suitable for the 
situation when corners are not feasible (physical designs). 
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1.2. Approximating Methods 

Approximation concepts were introduced in structural 
design optimization in the late 1970s to do the following: 
• Reduce the number of independent design variables 

through design variable linking and reduced basis 
vectors concepts. 

• Perform constraint deletion through truncation and 
regionalization schemes. 

• Reduce the number of computer intensive, detailed 
analyses (or simulation code evaluations) through the 
use of mathematical approximations of the design 
optimization objective and constraint functions. 
These approximations models can be used to reduce 

simulation codes or analyses that are computation 
intensive. They can also help to eliminate the 
computational noise for simulation codes in the case the 
outputs rapidly oscillate with gradual changes in the values 
of input parameters. Computational noise has a strong 
adverse effect on optimization by creating numerous local 
optima. Approximation models (Response Surface Models 
in particular) naturally smooth out the response functions, 
and, in many cases, help to converge to a global optimum 
faster. The usage of approximation is not restricted to 
optimization. It also provides an efficient means of post-
optimization or sensitivity analysis. Their value is very 
high for computationally expensive engineering methods, 
such as Monte Carlo Simulation, Reliability-Based 
Optimization, or Probabilistic Design Optimization. 

1.2.1. Response Surface Method 

Response surface method is a collection of statistical 
and mathematical techniques useful for developing, 
improving, and optimizing processes. In some systems 
based on the underlying engineering, chemical, or physical 
principles, the nature of the relationship between y and x’s 
might be know exactly. Then a model of the form 
y=g(x1,x2,...,xk )+e can be written. This type of relationship 
is often called a mechanistic model. However, the more 
common situation would be that the underlying 
mechanism is not fully understood, and the experimenter 
must approximate the unknown function g with an 
appropriate empirical y = f(x1, x2,….., x3) + e. Usually the 
function f is a first-order or second-order polynomial. This 
empirical model is called a response surface model. The 
model then can be used in optimization studies with a very 
small computational expense, since evaluation only 
involves calculating the value of a polynomial for a given 
set of design variables. Accuracy of the model is highly 
dependent on the amount of information collected for its 
construction (number of exact analyses), shape of the exact 
response function being approximated (like the order of 
polynomial), and volume of the design space in which the 
model is constructed (the range covered by the RSM). In a 
sufficiently small volume of the design space, any smooth 
function can be approximated by a quadratic polynomial 
with good accuracy. For highly non-linear functions, 
polynomials of 3rd or 4th order can be used. If the model is 
used outside of the design space where it was constructed, 
its accuracy is impaired, and refining of the model is 
required. The response surface model relies on the fact that 
the set of designs on which it is based is well chosen. 
Randomly chosen designs may cause an inaccurate surface 
to be constructed or even prevent the ability to construct a 

surface at all. Because simulations are often time-
consuming or the experiments are expensive, the overall 
efficiency of the design process relies heavily on the 
appropriate selection of a design set on which to base the 
approximations. CCD design, Box-Behnken design and D-
optimal design are the widely used DOE methods to 
generate the design set for constructing a response surface 
model. 

1.2.2. Kriging Meta Models 

Kriging (named after the South-African mining 
engineer Krige) is an interpolation method that predicts 
unknown values. More precisely, a Kriging prediction is a 
weighted linear combination of all output values already 
observed. These weights depend on the distances between 
the new and the observed inputs. The closer the inputs, the 
bigger the weights are. Kriging models are extremely 
flexible due to the wide range of correlation functions 
which can be chosen for building the approximation 
model. Furthermore, depending on the choice of the 
correlation function, the model either can provide an exact 
interpolation of the data, or an inexact interpolation. The 
most popular DOE for Kriging is Latin Hypercube Design 
(LHS). LHS offers flexible design sizes n (number of 
scenarios simulated) for any value of k (number of 
simulation inputs). Geometrically, many classic designs 
consist of corners of k-dimensional cubes, so these designs 
imply simulation of extreme scenarios. LHS, however, has 
better space filling properties. 

1.2.3. Neural Networks 

Artificial Neural Networks (ANN) has been studied for 
many years in the hope of mimicking the human brain’s 
ability to solve problems that are ambiguous and require a 
large amount of processing. Human brains accomplish this 
data processing by utilizing massive parallelism, with 
millions of neurons working together to solve complicated 
problems. Similarly, ANN models consists of many 
computational elements, called “neurons” to correspond to 
their biological counter-parts, operating in parallel and 
connected by links with variable weights. These weights 
are adapted during the training process, most commonly 
through the back-propagation algorithm, by presenting the 
neural network with examples of input-output pairs 
exhibiting the relationship the network is attempting to 
learn. The most common applications of ANN involve 
approximation and classification. Approximation models 
attempt to estimate input-output transformation functions, 
while classification involves using the known inputs to 
determine class membership. There is no much literature 
about the optimal experimental design for neural networks 
or even verification of the effectiveness of the traditional 
regression model based optimal design methods on the 
neural net.  

2. Methodology 

During the optimization process, the model of the 
component to be optimized will be called for analysis 
several times, each time with different geometric 
parameters. So the model has to be in parametric form, 
which enables it to change the parameter whenever 
required. So a parametric model of the component has to 
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be modeled using CAD tool which is compatible with the 
analysis (CAE) tool. Sensitivity analysis of the component 
was performed to find the effect of the objective function 
and the state variables (stress/deformation) on the variation 
of geometric parameters. The parameters which influence 
more on the state variables are alone considered for the 
optimization study. In order to reduce the computation cost 
and to have a better sampling search in the design space, 
design of experiments was performed using Central 
Composite Design (CCD). For the sampling points, the 
computer experiment was conducted using ANSYS 
package and the results are fed to Minitab software to 
create the metamodel. This metamodel was used in 
Genetic Algorithm (GA) coding for optimization.  

3. CASE STUDY 

The foremost step in the metamodel based optimization 
is the development of metamodel. Development of 
metamodel requires lot of experiments to be carried out to 
the train the model. Experiments may not be feasible in 
case of complex problems like our case study and in such 
situations, simulation will be useful. This method of using 
computer simulation for developing metamodel is termed 
as design of computer experiments and is explained in 
detail in the following chapters. 

3.1. Parametric Modeling and finite element analysis 

As explained earlier, metamodel development requires 
lot of simulations, for which parametric model of the 
structure being optimized is required. The structure 
considered for the metamodel based optimization is a roof 
slab of a nuclear reactor. The roof slab acts as a support for 
various components of the reactor and is shown in Figure 
1. The main objective of the optimization is to minimize 

the total weight of the roof slab. As the model will be 
explored during analysis for various combinations of 
parameters, a parametric model of the roof slab was 
developed. The variables taken for parametric modeling 
are various plate thicknesses and height of the roof slab.  

The parametric model was created using the finite 
element software ANSYS. The necessary loading 
conditions (weight of various components on the roof slab) 
and boundary conditions are applied on the structure and a 
methodology of analyzing the structure for static loading 
condition was established. 

3.2. Sensitivity analysis 

The next step in metamodel based optimization is to 
predict the decision variables for the roof slab through an 
investigation of the sensitivity of the objective function on 
small increments of these variables. The design variables 
considered for the sensitivity analysis are Height (H1), 
Top and Bottom plate thickness (T1), Inner shell thickness 
(T3), Outer shell thickness (T4), Stiffener thickness (T5) 
and Intermediate Heat Exchanger (IHX), Primary Sodium 
Pump (PSP) shell thickness (R1). Sensitivity analysis is 
carried out using ANSYS sweep optimization module and 
the analysis reveals that deformation is sensitive to the 
variations in the parameters H1, and T1, stress is sensitive 
to the variations in the parameters T1, T3, T4, T5 and R1, 
and cost of the roof slab is sensitive to the variations in the 
parameters T1 and T4. So each parameter is contributing to 
in different aspects and hence all the parameters are taken 
as design variables for the optimization process. Figure 2 
to 5 shows the sensitivity of the objective function (cost) 
and the state variables (stress and deformation) to the 
variation of the design variables. 

 
Figure 1. Parametric model of the roof slab 
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Figure 2. Sensitivity of the cost to the variation of the various 
thicknesses 

Figure 3. Sensitivity of the maximum stress developed in the roof slab to 
the variation of the various thicknesses 
 

  
Figure 4. Sensitivity of the maximum deformation on the roof 
slab to the variation of the various thicknesses 

Figure 5.  Sensitivity of the cost of  the roof slab to the variation of the 
roof slab height 

 

3.3. Experimental Design 

An important issue to metamodeling is to achieve good 
accuracy of metamodels with a reasonable number of 
sample points. Experimental design is the sampling plan in 
design space. The type of experimental design adopted in 
this work was Central Composite Design (CCD), since 

many researchers have used this technique for the design 
of computer experiments [10, 11, 12].  Minitab software 
has been used to perform the experimental design. The 
factor H1 has four levels and factors T1, T3, T4, T5 and R1 
have two levels each as given in Table 1. Table 2 shows 
the sample design points based on CCD. 

Table 1. Various parameters considered for the optimization of roof slab 

Levels Factors 
1 2 3 4 

H1(m) 1.8 1.6 - - 
T1(m) 1.50 2.00 2.25 3.00 
T3(m) 1.50 2.00 2.25 3.00 
T4(m) 1.50 2.00 2.25 3.00 
T5(m) 1.50 2.00 2.25 3.00 
R1(m) 1.50 2.00 2.25 3.00 
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Table 2. Experimental design sample points based on CCD 

H1 
m 

T1  
x 10-2 m 

T3 
x 10-2 m 

T4 
x 10-2 m 

T5 
x 10-2 m 

R1 
x 10-2 m 

1.7 2.25 2.25 2.25 2.25 2.25 

1.41 2.25 2.25 2.25 2.25 2.25 

1.7 2.25 2.25 2.25 2.25 2.25 

1.98 2.25 2.25 2.25 2.25 2.25 

1.7 0.13 2.25 2.25 2.25 2.25 

1.7 2.25 2.25 2.25 2.25 2.25 

1.7 4.37 2.25 2.25 2.25 2.25 

1.7 2.25 1.29 2.25 2.25 2.25 

1.7 2.25 2.25 2.25 2.25 2.25 

1.7 2.25 4.37 2.25 2.25 2.25 

1.7 2.25 2.25 0.129 2.25 2.25 

1.7 2.25 2.25 2.25 2.25 2.25 

1.7 2.25 2.25 4.37 2.25 2.25 

1.7 2.25 2.25 2.25 1.29 2.25 

1.7 2.25 2.25 2.25 2.25 2.25 

1.7 2.25 2.25 2.25 4.37 2.25 

1.7 2.25 2.25 2.25 2.25 0.129 

1.7 2.25 2.25 2.25 2.25 2.25 

1.7 2.25 2.25 2.25 2.25 4.37 

1.6 1.50 1.50 1.50 1.50 1.50 

1.8 1.50 1.50 1.50 1.50 1.50 

1.6 3.00 1.50 1.50 1.50 1.50 

1.8 3.00 1.50 1.50 1.50 1.50 

1.6 1.50 3.00 1.50 1.50 1.50 

1.7 2.25 2.25 2.25 2.25 2.25 

1.8 1.50 3.00 1.50 1.50 1.50 

1.6 3.00 3.00 1.50 1.50 1.50 

1.8 3.00 3.00 1.50 1.50 1.50 

1.6 1.50 1.50 3.00 1.50 1.50 

1.8 1.50 1.50 3.00 1.50 1.50 

1.6 3.00 1.50 3.00 1.50 1.50 

1.7 2.25 2.25 2.25 2.25 2.25 

1.8 3.00 1.50 3.00 1.50 1.50 

1.6 1.50 3.00 3.00 1.50 1.50 

1.8 1.50 3.00 3.00 1.50 1.50 

1.6 3.00 3.00 3.00 1.50 1.50 

1.8 3.00 3.00 3.00 1.50 1.50 

1.6 1.50 1.50 1.50 3.00 1.50 

1.8 1.50 1.50 1.50 3.00 1.50 

1.7 2.25 2.25 2.25 2.25 2.25 

1.6 3.00 1.50 1.50 3.00 1.50 

1.8 3.00 1.50 1.50 3.00 1.50 

1.6 1.50 3.00 1.50 3.00 1.50 

1.8 1.50 3.00 1.50 3.00 1.50 

1.6 3.00 3.00 1.50 3.00 1.50 

1.8 3.00 3.00 1.50 3.00 1.50 

1.6 1.50 1.50 3.00 3.00 1.50 
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1.8 1.50 1.50 3.00 3.00 1.50 

1.6 3.00 1.50 3.00 3.00 1.50 

1.7 2.25 2.25 2.25 2.25 2.25 

1.8 3.00 1.50 3.00 3.00 1.50 

1.6 1.50 3.00 3.00 3.00 1.50 

1.8 1.50 3.00 3.00 3.00 1.50 

1.6 3.00 3.00 3.00 3.00 1.50 

1.8 3.00 3.00 3.00 3.00 1.50 

1.6 1.50 1.50 1.50 1.50 3.00 

1.8 1.50 1.50 1.50 1.50 3.00 

1.6 3.00 1.50 1.50 1.50 3.00 

1.7 2.25 2.25 2.25 2.25 2.25 

1.8 3.00 1.50 1.50 1.50 3.00 

1.6 1.50 3.00 1.50 1.50 3.00 

1.8 1.50 3.00 1.50 1.50 3.00 

1.6 3.00 3.00 1.50 1.50 3.00 

1.8 3.00 3.00 1.50 1.50 3.00 

1.6 1.50 1.50 3.00 1.50 3.00 

1.8 1.50 1.50 3.00 1.50 3.00 

1.6 3.00 1.50 3.00 1.50 3.00 

1.8 3.00 1.50 3.00 1.50 3.00 

1.6 1.50 3.00 3.00 1.50 3.00 

1.7 2.25 2.25 2.25 2.25 2.25 

1.8 1.50 3.00 3.00 1.50 3.00 

1.6 3.00 3.00 3.00 1.50 3.00 

1.8 3.00 3.00 3.00 1.50 3.00 

1.6 1.50 1.50 1.50 3.00 3.00 

1.8 1.50 1.50 1.50 3.00 3.00 

1.6 3.00 1.50 1.50 3.00 3.00 

1.8 3.00 1.50 1.50 3.00 3.00 

1.7 2.25 2.25 2.25 2.25 2.25 

1.6 1.50 3.00 1.50 3.00 3.00 

1.8 1.50 3.00 1.50 3.00 3.00 

1.6 3.00 3.00 1.50 3.00 3.00 

1.8 3.00 3.00 1.50 3.00 3.00 

1.6 1.50 1.50 3.00 3.00 3.00 

1.7 2.25 2.25 2.25 2.25 2.25 

1.8 1.50 1.50 3.00 3.00 3.00 

1.6 3.00 1.50 3.00 3.00 3.00 

1.8 3.00 1.50 3.00 3.00 3.00 

1.6 1.50 3.00 3.00 3.00 3.00 

1.8 1.50 3.00 3.00 3.00 3.00 

1.6 3.00 3.00 3.00 3.00 3.00 
 

3.4. Metamodeling 

Metamodeling, often referred as Response Surface 
Methodology (RSM), involves (a) choosing an 
experimental design for generating data, (b) choosing a 
model to represent the data, and (c) fitting the model to the 

observed data. Detailed description of the RSM is given in 
Simpson et. al. [2]. Based on the experimental design, the 
computer experiments were conducted for the various 
combinations of factors at different levels using the CCD 
experimental design. The metamodeling technique used in 
this study is polynomial regression and has been applied 
by a number of researchers [2, 9, 10, 11, 13] in designing 
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complex engineering systems. The most widely used 
response surface approximating functions are low-order 
polynomials. For significant curvature, a second order 

polynomial which includes all two-factor interactions can 
be used. A second order polynomial model can be 
expressed as: 

 

ŷ = β0+β1x1+β2x2+... +βkxk+β12x1 x2+ …. +βk-1,kxk-1 xk+ β11x1
2 + β22x2

2 + …. + βkkxk
2                                  (1) 

The parameters of the polynomial in Equations (1) are 
usually determined by least squares regression analysis 
by fitting the response surface approximations to existing 
data. For the roof slab optimization problem, three 
metamodels are created to approximate the cost of roof 
slab, stress developed and deflection using CCD 
computer experimentation. In order to validate the 
metamodel some random experiments ware conducted 

and compared with the finite element simulation of the 
actual model. The regression coefficients for the three 
metamodel developed was given in Table 3. Table 4 
shows the fitness of the metamodels. Validated 
regression models of the three responses generated are 
shown below.Table 3. Regression coefficients for the 
metamodels. 
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Table 3. Regression coefficients for the metamodel 

Regression 
coefficients COST DMAX SMAX 

β0 -6.66E+07 3.26E-02 6.97E+08 

β1 1.03E+08 -1.71E-02 -2.77E+08 

β2 1.22E+09 -5.67E-01 -1.12E+10 

β3 4.04E+07 -1.92E-02 -7.01E+06 

β4 6.40E+08 -1.36E-01 -3.80E+09 

β5 -1.95E+08 -8.67E-02 -6.76E+09 

β6 -4.60E+07 -1.12E-01 -8.42E+08 

β7 6.19E+07 1.47E-01 -4.05E+08 

β8 1.99E+08 -5.09E-02 -5.10E+07 

β9 2.16E+08 8.08E-02 1.08E+09 

β10 3.83E+08 6.83E-02 2.32E+09 

β11 3.08E+08 8.16E-02 5.57E+08 

β12 -2.34E+09 1.74E+00 7.65E+09 

β13 1.03E+08 -2.62E-01 -8.73E+10 

β14 -8.97E+08 -7.51E-01 -4.46E+09 

β15 6.58E+08 -5.29E-01 -1.01E+09 

β16 8.25E+08 9.55E-01 -1.10E+10 

β17 -1.62E+09 8.99E-01 -1.06E+10 

β18 6.03E+08 9.10E-01 4.04E+09 

β19 3.81E+08 -7.57E-01 -6.12E+09 

β20 -1.40E+09 -6.79E-01 -6.79E+09 

β21 1.38E+09 -8.01E-01 -6.96E+09 

β22 -2.98E+07 1.82E-03 4.35E+07 

β23 -4.39E+09 5.18E+00 2.64E+11 

β24 -1.95E+09 -3.22E-01 3.29E+09 

β25 2.26E+10 -2.00E-01 3.65E+10 

β26 2.50E+09 -1.11E-01 3.88E+10 

β27 2.50E+09 -2.11E-01 3.74E+09 
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Table 4. Fitness of metamodels 

 
 

 

 

 

3.5. Optimization 

The objective of this optimization is to minimize the 
weight of the roof slab. The method of probabilistic search 
based on evolutionary algorithms was chosen for the 
present optimization problem. The real-coded genetic 
algorithm (RCGA) is developed for obtaining the optimal 
dimensions of the roof slab of PFBR. The code template 
developed by Deb [14] was used for this purpose. Certain 
modifications in the algorithm of this program were 
necessary to apply it for the present study. RCGA is 
developed for six input variables and two constraints. The 
RCGA parameters chosen are; crossover probability=0.8, 
mutation probability=0.2, number of generation=100, and 
the population size=60. Various thicknesses of the roof 
slab and the height of the roof slab are considered as the 
design variables for optimization. The state variables in the 
optimization are maximum stress and maximum 
deformation. In this study the maximum stress is the 
material yield strength and maximum deflection is the 

permissible axial movement of the control plug. The range 
of various design variables with respect to the design 
requirement is:  
• H1  –  [1600-1800] mm 
• T1  –  [15 - 30] mm 
• T3  –  [15 - 30] mm 
• T4  –  [15 - 30] mm 
• T5 – [15 - 30] mm 
• R1 – [15 - 30]mm 

The limits for the state variables are 128MPa and 4mm 
for maximum stress and deflection respectively. 
Optimization of the roof slab was carried out by this 
approach and the total volume of the roof slab is reduced 
by 14.6 % and the cost of roof slab is reduced by          
41.4%. Table 5 shows the design and state variables after 
optimization. The optimized roof slab is also checked for 
its design adequacy under static and dynamic conditions in 
Finite Element package ANSYS. 

Table 5. Results of optimization process 

Optimization 
Method 

H1 

(m) 

T1 

(m) 

T3 

(m) 

T4 

(m) 

T5 

(m) 

R1 

(m) 

COST 

( in Cores) 
Stress 
(MPa) 

Deformation 
(m) Optimized 

roof slab 
GA 1.7 0.020 0.020 0.015 0.015 0.015 8.37 92.4 0.0037 

Existing 
roof slab - 1.8 0.03 0.03 0.03 0.03 0.03 14.3 82.7 0.0024 

 

4. Conclusion 

Traditional solution methods for optimizing complex 
real life engineering problems can be very expensive and 
often results in sub-optimal solutions. In this paper, an 
approach to develop metamodel for complex real time 
problem is presented. As a case study, a roof slab for 
which design optimization has to be carried out is 
considered. A metamodel based optimization approach is 
presented to address expensive computational cost of large 
FE runs using meta-models. With the proposed strategy of 
performing computer experiments, creating metamodel 
and the application of evolutionary algorithms, this 
optimization methodology can easily be adopted to more 
complex structural problems.  
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 المجلة الأردنية للهندسة الميكانيكية والصناعية

  مجلة علمية عالمية محكمة
 

مجلѧѧة علميѧѧة عالميѧѧة محكمѧѧة تѧѧصدر عѧѧن   : المجلѧѧة الأردنيѧѧة للهندسѧѧة الميكانيكيѧѧة والѧѧصناعية  
عمادة البحث العلمي والدراسات العليا في الجامعة الهاشمية بالتعاون مع صندوق دعم البحث             

  .العلمي في الأردن
  

 هيئة التحرير

  :رئيس التحرير
   الأستاذ الدآتور موسى محسن         

  .                       قسم الهندسة الميكانيكية، الجامعة الهاشمية، الزرقاء، الأردن 

            :الأعضاء
  الأستاذ الدآتور عدنان الكيلاني                   الأستاذ الدآتور بلال العكش

 لأردنيةالجامعة ا                                       هاشميةالجامعة ال
  الأستاذ الدآتور أيمن المعايطة                    الأستاذ الدآتور علي بدران

 لأردنية                                        جامعة مؤتةالجامعة ا           
 الأستاذ الدآتور محمد النمر                    الأستاذ الدآتور نسيم سواقد

  الأردنيةجامعة مؤتة                                              جامعة العلوم والتكنولوجيا           

 :مساعد رئيس هيئة التحرير
 د
هاشمية
 الغندور الدآتور أحم

  الجامعة ال
 :فريق الدعم

  
                      إخراج تنفيذ و                      المحرر اللغوي

  أسامة الشريط              .م              عبداالله جراداتالدآتور
                                       

   :ترسل البحوث إلى العنوان التالي
 

 ترسل : التالي العنوان إلى البحوث
 والصناعية الميكانيكية للهندسة نيةالأرد المجلة تحرير رئيس
ع العليا والدراسات العلمي البحث مادة

 الهاشمية الجامعة
  الأردن - الزرقاء
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