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Preface

This special issue of Jordan Journal of Mechanical and Industrial Engineering contains papers contributed to the International Conference and Exhibition on Green Energy & Sustainability for Arid Region & Mediterranean Countries (ICEGES 2009) held on November 10–12th, 2009 in Amman (Jordan); the Conference was organized by the Hashemite University. This conference was an attempt to answer a fundamental question: how to handle the problem of facing growing prospects of climate problems that are blamed on current fossil fuel energy consumption because of massive CO\(_2\) release into the atmosphere and associated global pollution, so our civilization will survive in the future without experiencing lack of energy. If the use of fossil fuels continues, our civilization will face environmental catastrophe in the near future. In a future energy scenario, our civilization may use nuclear energy, non-nuclear renewable energy, fossil energy with CO\(_2\) sequestration, more efficient energy technologies, energy saving, etc. To design the scenario for the use of renewable energy, the Conference discussed the following themes: wind energy systems, environmental and sustainable development, solar thermal energy systems, reduction of CO\(_2\) emissions, photovoltaic and thermoelectric energy, and green energy technologies.

Energy is one of the most essential human needs. Energy in different forms has enabled the accomplishments of human civilization, and created human good living. Its use has been affordable, efficient and extensive. However, like other human activities, energy consumption created (global and local) pollution. Through the release of CO\(_2\) into the atmosphere, consumption (through combustion) of fossil fuels developed the most dangerous form of pollution – global pollution.

Prior to this special issue, a book of Proceedings with a total of eighty eight contributions had been published at the date of the conference. The growing interest in this conference is clearly seen by the large number of authors from all over the world. The presentations are meanwhile coming from more than twenty countries all over the world, mainly from Europe, Japan, Middle East, Far East and the United States. This selection of papers of the conference contains a total of thirty papers that were peer-reviewed by at least two expert referees and were accepted on the basis of their scientific or technical merit and significance to the field. The activities of the conference included twelve keynote lectures carried out by distinguished scientists from the international scientific community in the field of energy and renewable energy; their lectures covered the main themes of the Conference.

Following the objective of the conference as a forum for scientists, researchers, and engineers in the field of energy and renewable energy, it contains both scientific and technical, application-oriented papers. The unique combination of papers on the latest results from the science and technology of green energies with application- and production-related aspects and market analyses is to be regarded as one of the strengths of this conference for the energy community.

We would like to thank the members of the International Scientific Advisory Committee, authors, as well as the reviewers, for their advice which have certainly helped to improve the quality, accuracy and relevance of this conference program and publications. We would also thank the Hashemite University; the main sponsor of ICEGES 2009, and all organizations for supporting the conference, as well as the organizing committee.

Prof. Mousa S. Mohsen
Editor-in-Chief
Hashemite University
Zarqa, January 2010
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Abstract

In general, most islands depend for energy supply mainly on the imports of fossil fuels. Arid islands also depend on water desalination, again often depending on fossil fuel imports. On the other hand, most of the islands present a considerable potential in renewable energies. Several initiatives have been carried out in some islands, mostly in Europe, for the introduction of new energy technologies. Some islands are trying to become renewable islands, to satisfy their energy and water demand mainly or entirely from indigenous and renewable sources, thus increasing the security of supply and employment opportunities, without necessarily increasing the costs. Islands that have renewable energy sources, such as hydro or geothermal energy, can easily integrate them into the power system, but those with mainly intermittent renewable energy sources (wind, solar) have to tackle the need of energy storage. Here, advanced energy planning must be used to combine different intermittent and regular sources in order to match electricity demand and assure security of supply. The main objective of this paper is to analyse different scenarios for increasing the penetration of renewable energies in the energy system of S. Vicente Island in Cape Verde, using the H2RES model, a tool designed to simulate the integration of renewable sources in the energy systems of island or other isolated locations. This island is extremely dry, and fresh water is provided to the population by sea water desalination, a very high energy intensive process. The electricity supply system is based on diesel and wind (still low penetration). S. Vicente has significant wind resources that are not fully used because of its intermittent nature. In this paper, an integrated approach is used to analyse the electricity and water supply systems in order to increase their efficiency. In the centre of the island there is a 774 meters high mountain. The present study incorporates the possibility of using reversible hydro as a storage technique to increase the penetration of renewable energy sources, using desalinated sea water.

Keywords: Renewable Energy, Islands, H2RES Model, Reversible Hydro, Desalination.

1. Energy Planning in Islands

With respect to energy production, most islands depend mainly on the importation of fossil fuels, with all the economical problems that causes mainly due to the high costs of transporting the fuels. In most cases there is no way to connect the islands to the energy production network, making it difficult to implement solutions that reduce the environmental costs, such as atmospheric pollution and greenhouse gas emissions.

Generally, tourism is one of the most important economic activities in islands, being the energy and water consumption in this sector very high, mainly in high seasons, when the cooling and water needs are very high. Usually in these locations, the energy production systems and the air conditioned systems present a very low efficiency, while the availability and storage of fresh water is deficient. Tourism is equally an activity that produces a great amount of waste, which is a big problem for a closed ecosystem that is an island. [1]

Integrate renewable energy sources in energy systems of small islands presents several advantages, because their high technological cost is compensated by the high cost of the conventional sources of energy due to the small dimension of the energy systems and because of a very expensive security of supply. In order to achieve sustainable development it is very important the integration of renewable energy sources for the production of electricity, together with suitable policies and regulations regarding rational use of energy. The electricity production technologies are rarely adapted to

* Corresponding author, email: raquelsegurado@ist.utl.pt.
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the conditions of isolated areas and can seriously damage the vulnerable ecosystems and natural habitats. It is important to develop energy supply infrastructure taking into consideration the seasonal variations caused by the tourist activity, without destroying the local environmental or produce too many emissions.

Other environmental local problems related with fossil fuels are the pollution and contamination of the water and the land by the oil products and residues due to their leak during transport, handling and storage.

Many of these islands present numerous sources of renewable energy that could represent a large fraction of the total energy distribution. However, the intermittent nature of most of these sources (wind and solar) as well as the small energy systems of islands introduce barriers to their penetration, like the struggle to match the demand with the supply and the problems related with the integration in the network.

Renewable energy resources can be separated into two categories in terms of availability: the ones that are constant and continuous, that have an intrinsic storage capacity, such as biofuels, hydro, geothermal; and the ones that are variable and intermittent, that do not own this capacity. This category is subdivided in resources that vary periodically and cyclically, such as solar and tidal energy, and resources that vary randomly, such as wind and wave energy.

The integration of intermittent renewable energy sources in energy systems requires the development of energy storage technologies, energy management technologies and a bigger sophistication of these systems.

2. H2RES Model

The H2RES model (Figure 1) simulates the integration of renewable sources and hydrogen in the energy systems of islands or other isolated locations. It is based on hourly time series analysis of demand (water, electricity, hydrogen, heat), storage (reversible hydro, batteries, hydrogen, heat) and resources (wind speed, solar radiation, precipitation). The main purpose of this model is energy planning of islands and isolated regions which operate as stand-alone systems, but it can also serve as a planning tool for single wind, hydro or solar power producer connected to a central power system. Throughout time, the model is evolving and several new modules have been developed such as wave, biomass, solar heat and desalination.

Several papers describe H2RES model with details of its operation [1], [2], [3], [4]. The version that has been used for calculating Portugal case study has been updated with a wave module.

The main characteristic of H2RES model is that it uses technical data of equipment, hourly meteorological data for intermittent sources and according to description in [3] energy balancing is regulated by equations.

Wind velocity, solar radiation and precipitation data obtained from the nearest meteorological station are used in the H2RES model. The wind module uses the wind velocity data at 10 metres height, adjusts them to the wind turbines hub level and, for a given choice of wind turbines, converts the velocities into the output. The load module, based on a given criteria for the maximum acceptable renewable electricity in the power system, puts a part or all of wind and solar output into the system and discards the rest of the renewable output. The hourly load of the power system is obtained from the local utility.

The excess renewable electricity is then stored either as hydrogen, pumped water or electricity in batteries. The energy that is stored can be retrieved later, and supplied to the system as electricity. The rest is covered from diesel blocks.

Figure 1. H2RES computer model v2.8.

The desalination module uses the electricity produced from excess wind to supply the desalination units, that produce drinkable water and put it on the lower reservoir, this reservoir is then used to supply the population. This module takes into account the total capacity of these units (m$^3$ of water produced per hour) and their electricity consumption per unit of water produced. At each hour, the desalination module verifies if the lower reservoir has at least one day of water demand, if it does not, and if the user allows this option, the desalination units are supplied with electricity from the fossil fuel blocks.

Figure 2. S. Vicente Island [16]
3. The Island of S. Vicente

S. Vicente is the second most crowded island, with about 74,031 inhabitants in 2005 [15], in the Archipelago of Cape Verde, which is composed of ten islands and is situated at about 450 kilometres of the West African coast, in the Atlantic Ocean.

This island has about 228 square kilometres of area and is semi-plane, having just one high point – Mont Verde – located at 774 meters of altitude.

The island is extremely dry, the fresh water is provided to the population by sea water desalination. There are five desalination units in the island, three use reverse osmosis, each one with a capacity of 1,000 m$^3$ per day, one uses mechanical vapour compression, with a capacity of 1,200 m$^3$ per day, and the other uses multiple effect distillation, with a 2,400 m$^3$ per day capacity. A sixth unit was installed in 2007, with a capacity of 1,200 m$^3$ per day, this unit also uses reverse osmosis.

Regarding electricity production, there are three types of technologies installed in the island: diesel production, wind production and thermal (cogeneration) production. However, this last one is in a deactivation process.

In the following table the electrical power installed in São Vicente by the end of 2005, is stated.

Table 1. Installed capacity in São Vicente by the end of 2005 [17]

<table>
<thead>
<tr>
<th>Plant</th>
<th>Thermal plant powered by fossil fuel (kW)</th>
<th>Wind (kW)</th>
<th>Cogeneration (kW)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mariota</td>
<td>11,680</td>
<td>-</td>
<td>780</td>
</tr>
<tr>
<td>Lazareto</td>
<td>7,440</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Selada Flamengo</td>
<td>1,050</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Total</td>
<td>19,120</td>
<td>1,050</td>
<td>780</td>
</tr>
</tbody>
</table>

The hourly electricity load of the island in 2005 is depicted in the graphic of the next figure.

Figure 3. Hourly electricity load of São Vicente in 2005.

In 2005, the electricity production in São Vicente was about 57.173,807 kWh, and the peak power was 10,200 kW.

The electricity demand is relatively stable throughout the year, as there are not large climate variations.

The island has important wind resources. The hourly wind speed of 2005 was collected from the local meteorological station. In this year, the average wind speed was about 7.9 meters per second.

4. Scenarios

In order to apply the H$_2$RES model to the Island of São Vicente, five scenarios were elaborated, having all as base the year of 2005.

The first scenario is the Business As Usual (BAU), as it only considers the projects that are already foreseen for the island. Regarding the evolution of the demand, a study made by the Research Group on Energy and Sustainable Development was considered. This study, elaborated in the scope of the National Energy Plan for Cape Verde [18], considered the forecast of the evolution of the Gross Domestic Product and of the resident population in order to forecast the growth in the consumption of electricity in the different islands of Cape Verde (Table 2).

Table 2. Forecast of the annual demand growth of electricity in the island of S. Vicente [18]

<table>
<thead>
<tr>
<th>Period</th>
<th>Annual growth</th>
</tr>
</thead>
<tbody>
<tr>
<td>2006 – 2009</td>
<td>7.92%</td>
</tr>
<tr>
<td>2010 – 2014</td>
<td>6.40%</td>
</tr>
<tr>
<td>2015 – 2019</td>
<td>4.20%</td>
</tr>
<tr>
<td>2020 – 2024</td>
<td>3.36%</td>
</tr>
<tr>
<td>2025 – 2030</td>
<td>3.08%</td>
</tr>
</tbody>
</table>

Nowadays, wind energy can be considered economic viable in islands, as long as it does not surpasses a certain limit of penetration. The base scenario is then defined delimiting 30% of the hourly renewable energy penetration, which means that only 30% of the load of one hour can be covered by electricity generated from wind. According to ELECTRA, the local utility, it is foreseen the installation of more 6,800 kW of wind turbines in the island, and most probably they will be eight turbines of 850 kW each.

The second scenario considers the supply of electricity produced from wind to the desalination plants already installed on the island. This scenario considers the construction of a 30,000 m$^3$ reservoir, at low altitude, where the water that comes out of the desalination plant will be stored before being supplied to the population. It is believed that S. Vicente has several reservoirs of smaller dimension spread through the island. When the excess electricity from wind is not enough to desalinate all the water needed, the diesel blocks are used to supply the remaining required electricity.

The succeeding scenario maximizes the desalination from wind electricity. Scenario four considers the storage of the excess wind production through pumping of the desalinated water. This scenario contemplates the construction of a dam or water reservoir with about 50,000 m$^3$ at 500 meters of altitude. Thus, the wind park would supply electricity to a desalination plant and to a pumping
station that puts desalinated water in the upper reservoir. When it is necessary to supply water and electricity to the population, the water is turbinated from the upper to the lower reservoir (Figure 4).

5. Results

Scenario 1 – BAU

Regarding the first scenario, the electricity production in São Vicente from 2005 to 2030 is stated in the following figure. It was considered the above mentioned installation of 6,800 kW of wind energy by 2010 and the addition of diesel blocks to satisfy the growth of the demand.

It is clear that the penetration of the wind electricity production increases from 2005 to 2010, due to the installation of the new wind turbines, it increases from 6 to 22%. However, from then on, it decreases, as no more wind turbines are added to satisfy the demand growth, only diesel blocks.

In this scenario, the electricity produced from wind has a large amount that is rejected, especially in 2010, with 45% of wind electricity rejected. As the years go by, this rejection decreases due to the growth of demand and the non installation of more wind turbines, in 2030 it reaches about 9%.

Scenario 2 – Desalination from wind

An excellent way to decrease the wind electricity rejected is to supply the desalination plant with this excess electricity. However, when modelling this scenario, the first conclusion reached was that the wind produced was not enough to desalinate all the water needed. Hence, it was considered the supply of electricity from the diesel blocks, when the electricity from wind was not enough. The evolution of the water demand was considered to be the same as the electricity demand. These calculations considered desalination units already installed in the island, and the addition of desalination units to satisfy the growth of the demand over the years.

The load considered in the first scenario included the electricity needed to desalinete water and to supply the population, thus, in this scenario, there was the need to subtract the electricity used for desalination. According to [17], 14% of the electricity produced in S. Vicente in 2005 was to supply the desalination units. Hence, and because hourly consumption of water does not vary very much, as there are not large water storages, this percentage was deducted from the hourly load.

Regarding the supply of electricity from wind, although there is a 30% limit for the supply of the population, there is no limit for the supply to the desalination units. A reservoir of 30,000 m³ was considered, in order to have water storage with a capacity of about five days of the demand of 2010.

In this scenario, the penetration of wind electricity reaches higher levels than in the previous one. The proportion of wind electricity rejected in this scenario is much lower, reaching its higher value, about 23%, in 2010.

Scenario 3 – Maximize the desalination from wind

In order to maximize the desalination from wind, the influence of the wind turbines installed, of the capacity of the desalination units and of the capacity of the lower reservoir was studied. Although the most important factor was the power of the wind turbines installed, the increase of this value leads to an increase of the wind electricity rejected. To avoid this, the capacity of the desalination units needs also to increase. Hence, the number of wind

![Figure 5. Power production in S. Vicente from 2005 to 2030, for the BAU scenario](image-url)
turbines and desalination units was optimised so that yearly wind desalination was maximised while keeping the rejected wind electricity close to 10% [5].

With the installation of wind turbines throughout the year, it is possible to increase the penetration of wind electricity and keep it more or less constant along the years. The production of desalinated water, by electricity from wind and from the fossil fuel blocks is stated in the next figure.

The fraction of desalinated water produced from wind reaches 82% in 2010, and although it decreases slightly in the following years, it never goes below 47%.

Scenario 4 – Reversible hydro and desalination

This scenario considers the pumping of desalinated water to the upper reservoir, and its later supply to the population producing also electricity from de hydroelectric plant. It was considered that the hydroelectric plant is used for peak shaving, about 80% of the weekly peak. The capacity load factor of the hydro turbines was kept above 20%.

Scenario 5 – Maximize RES penetration

In order to maximize the RES penetration in the energy supply system of the island of S. Vicente, the installation of more wind turbines is crucial. However, when modelling this scenario, there was the need to, when testing all the possibilities; verify if none of the reservoirs overflowed. This is a very important issue, especially in an island as dry as S. Vicente. Thus, the two restrictive factors in maximizing RES penetration were the prevention of overflow of the reservoirs and the control of the intermittent rejected. The electricity production along the years for this scenario is indicated in figure 7.

In 2010, the hydroelectric plant produces about 3% of the total electricity produced in the island, 35% is produced from wind, totaling 38% of RES electricity. 100% hourly intermittent energy penetration scenarios

These scenarios allow the hourly intermittent energy penetration rate to reach 100%. The number of wind turbines was optimised so that yearly wind penetration was maximised while keeping the rejected wind electricity close to 30%. [5]

Unsurprisingly, in these scenarios the penetration of wind electricity is much higher. In scenario 7, where the desalination from wind is maximized, this value reaches 88% in 2010 and around 70% in the following years. The electricity produced from wind is about 70%.

In scenario 9, where the RES penetration is maximized, the hydroelectric plant produces about 7% of the total electricity produced in the island in 2010, 69% is produced from wind, totaling 76% of RES electricity.

Comparison between scenarios

In the following figure the power generated to supply the island of S. Vicente in the year 2020 in stated for four different scenarios.

It is clear that in scenario 9 the renewable energy sources have a higher fraction. In this scenario, the avoided electricity production from fossil fuel reaches 62.2 GWh. Using an overall electricity emission factor of diesel generators of 0.75 kgCO₂ per converted kWh [10], the avoided greenhouse gas emissions are 46,671 tonCO₂.

Considering the 30% of hourly penetration limit (scenario 5), the avoided electricity production from fossil fuel reaches 11.8 GWh which corresponds to 8,860 tonCO₂ of avoided greenhouse gas emissions.

The next figure illustrates the amount of desalinated water produced from wind and from fossil fuel in the different scenarios

In scenarios 3 and 4, the desalination from wind is always balanced with the desalination from fossil fuel. In 2020, these scenarios present a fraction of desalinated water produced from wind of 53% and 56% respectively. Scenarios 7 and 9 have a higher fraction of desalinated water produced from wind, 75% and 59% respectively.

6. Conclusions and Future Developments

This paper analyses the way to increase the penetration of renewable energy sources in the island of S. Vicente, in Cape Verde. Based on existing load data and meteorological data, several scenarios were built and modelled using the H₂RES model. The scenarios considered wind, reversible hydro and desalination technologies.

The maximization of desalination from wind resulted in fractions of desalinated water produced from wind of about 80% in 2010 for most of the scenarios, but from the following years, this value decreased to around 50%.
The maximization of renewable energy sources in this supply system resulted in a penetration of about 38% of these technologies, with a major fraction from wind and a much lower contribution from hydroelectricity.

![Figure 8. Power production in S. Vicente in 2020, for four scenarios](image1)

![Figure 9. Desalinated water produced in S. Vicente in 2020, for four different scenarios](image2)

If an hourly intermittent energy penetration rate of 100% is allowed, the percentage of desalinated water produced from wind can reach 81-88% in 2010 for the scenarios 9 and 6, but for the following years, this value reduced to 60-68%. Regarding the maximization of renewable energy sources, the penetration of these technologies in this supply system reached 76%, with 69% of wind and 7% of hydroelectricity.

These scenarios need to be analysed in environmental and financial terms. There is also the need to examine the sites where the reservoirs can be built and the wind turbines installed, for instance to determine if it is possible to install reservoirs with this dimension, and what is the effect of the local environment.

In order to improve the input data of the first scenario and the baseline year, an update of the forecast of the demand growth will be carried out, together with an assessment of the demand in water and energy of the tourist projects foreseen for the island.

Later work will be done on modelling the fog occurrence in Mont Verde, and consider its collection to the upper reservoir.
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Smart Grid Applications in the US: Technical Potential and Regulatory Barriers
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Abstract

Smart Grid refers to the design and implementation of a modern electrical power transmission and distribution system that incorporates intelligent controls. The sophistication of the control strategy and the controllers is a subject for debate and discussion. In this paper, a general review of the many interpretations of Smart Grid is presented, and available and proposed Smart Grid technologies are discussed. Various systems are described, and a matrix of potential benefits or risks is analyzed. The hierarchy of the more prevalent Smart Grid protocols are assessed and weighted against the risks for the overall safety of the grid and the benefits for the users. Finally, some case studies of utility experiences with pilot projects are reviewed and discussed.

Keywords: Smart Grid; Grid Connected Storage; Photovoltaic Generation; Renewable Energy Systems; Micro-Grid; Smart Appliance; Automated Meter Reading; Real-Time Pricing.

Nomenclature

AMI : Advanced Metering Infrastructure.
AMR : Automated Meter Reading.
CML : Customer Minutes Lost.
CPP : Critical Peak Pricing.
DG : Distributed Generation.
DNP3 : Distributed Network Protocol
HAN : Home Area Network
MDM : Meter data management
NERC : North American Electric Reliability Corporation
NSTB : National SCADA Test Bed
PHEV : Plug-in Hybrid Electric Vehicle
PV : Photovoltaic
SAIDI : System Average Interruption Duration Index
SCADA : Supervisory Control and Data Acquisition
TCP : Transmission Control Protocol
TOU : Time of Use

1. Introduction

Utilities all across the United States are implementing “Smart Grid” (SG) networks in small, medium and even large metropolitan markets. The networks are cooperative efforts between a local utility and private sector power distribution and software suppliers. City of Miami plans to develop a Smart Grid in cooperation with Florida Power & Light (FPL), General Electric and Cisco. The $200 million project has been called a “Blueprint for the Future of Power” by Time Magazine. FPL has made commitments to replicate the program for all of its 4.5 million customers. University of South Florida and Progress Energy have teamed up to design and implement a Smart Grid application that includes solar power generation and biodiesel cogeneration. In Tampa, Florida. PECO, a utility that operates in Pennsylvania, is investing $600 million to convert its power distribution system into a Smart Grid. Drexel University and the University of Pennsylvania are partners in that effort.

On the national level, in April 2009 Vice President Joe Biden unveiled a plan to develop a nationwide Smart Grid with a $3.3 billion investment. One of the many proposed long term plans is to develop local Smart Grid hubs that eventually link up with regional and then a national Smart Grid network. Most of these efforts are funded with Federal Stimulus funds, but a review of the various initiatives indicates that not all the participants have the same understanding of a Smart Grid, nor is there a consensus on the level to which a utility can micro manage its customers’ loads. There is a great potential to make the power generation and distribution system more efficient, and safer when dealing with traditional electrical distribution problems. However, there are also risks involved in developing a network that can as a whole - or in its parts - be subject to software errors, cyber-attacks, and network issues that are usually associated with the internet. In addition, there are legal and regulatory barriers that may impede or even disallow some of the proposed Smart Grid (SG) technologies.

One can argue that the earliest application of Smart Grids were the rudimentary controllers that allowed phase and
voltage quality conditioning in the early days of grid development in the 1950’s. The great Blackout of 1965 may have been the earliest warning sign that a more advanced monitoring and control strategy was required for the interconnected grid. A more recent grid failure that affected 50 million people in August 2003 was shorter but alerted the utilities that minor transmission failures could have disastrous consequences, and the vulnerability of the grid to physical or cyber-attacks was also exposed. The need for a resilient, reliable, self-healing power delivery system has become even more evident with the introduction of the first generation two-way communication between the suppliers and the consumers. The basic communication protocols for these systems parallels the infrastructure and the software that supports the internet and is therefore vulnerable to the same risks and failures. Aside from system reliability and security, automated meter-reading (AMR), and transmission/distribution monitoring and control, the new Smart Grid needs to enable the needs of numerous stakeholders. The utilities are interested in more aggressive load shedding tools, such as smart appliances, Plug-in Hybrid Electric Vehicle (PHEV) storage, and consumption management. They are also looking at the Smart Grid for timely and efficient management of large-scale wind and solar assets that is coming online at accelerated rates. Consumers are hoping that SGs will help curtail ever increasing utility costs with time of use (TOU) electric rates, and net-metering options that allow two-way power transmission and accounting. The Federal and State governments want to assure a secure system that can handle any conceivable threat, whether natural, man-made, accidental or intentional. The matrix of interactions and interests between all the members, and the distinct elements that will eventually become a Smart Grid is complex and will require extensive analysis and discussion. Numerous studies are under way by Federal agencies such as the Department of Energy (DOE) and National Laboratories such as the Idaho National Laboratory (INL) and the Pacific Northwest National Laboratory (PNNL), utilities and the Electrical Power Research Institute (EPRI). Numerous university research programs and consultants are also working to understand, set basic rules, and establish overall design criteria for SG. This paper deals with reviewing some of the more prominent configurations, and offering an analysis of the proposed architectures.

2. Elements of the Smart Grid

The predominant SG architecture is based on the current infrastructure of utility implemented control systems that monitor and manage generation and distribution of power. The current “semi-smart” system is in fact smarter and better equipped that even the grid of 2003, when the Ohio initiated blackout event occurred. It has gone through numerous iterations to deal with natural disasters by implementing self-healing features that re-route power, and sensors that can detect the location of a fault with increasing accuracy. Sub-station controllers incorporate two-way communication, and advanced cyber-security and protection elements. The “Smart Grid System Report” by US DOE [1], reviews and summarizes the requirements and a general definition for the Smart Grid. The SG, according to this report, shall be built upon the existing infrastructure, be capable of handling distributed generation, and provide reliable, secure and efficient delivery of power. Since the Smart Grid of the future has new stakeholders, new technologies and features need to be implemented. Among these:

Utility Interests that include:
- Incorporation of solar photovoltaic, solar thermal and wind resources owned or controlled by the utility into the supply stream.
- Load shedding, real-time and time of use (TOU) pricing, and peak shifting with storage such as PHEV
- Integration of consumer-owned and non-utility distributed generation at utilities’ discretion
- System integrity and noise reduction due to potentially non-conforming sources
- Cyber-Security and asset protection

Consumer Interests that include:
- Cost savings from peak load reduction
- Export of solar or wind generated power at consumers’ discretion to maximize financial benefits
- Less reliance on utilities if so desired
- Asset protection, including PHEV battery life
- Environmental Factors and consumer preferences

Governmental and Regulatory Interests
- National and Local security
- Environmental treaties and agreements
- Consumer Protection
- Utility and National Asset Protection

Figure 1 shows a typical Smart Grid configuration. The various interpretations of a smart grid do not always include every element shown in this schematic. The current configuration of the grid for most of the utilities in the United States, is a straight line from the grid through the local utility’s control center, terminating at customer’s meters. The INL Report [2] has compiled 74 initiatives in the US that include some elements of the new SG. As of the end of March 2009, there are 28 utility-initiated AMI projects, 18 AMI trial/pilot initiatives, 20 AMR projects, and 8 SG projects and pilots in the installation phase. The utilities with some SG initiative will grow exponentially in the next 3 to 5 years, especially with more than $3.6 Billion in stimulus funding that was awarded in October 2009.

On the supply side, as the utilities discover the benefits of distributed generation, and the return on investment picture for wind and solar improves, the wind/solar component will be a more frequent addition to the SG configuration. The intermittent nature of wind generation in continental US, and the cyclical nature of solar energy requires the addition of large scale storage or interaction with residential/commercial generators.
Energy storage technologies will be critical for the successful implementation of a SG that rely on renewable energy sources. The technology for large scale energy storage is still in its early developmental stages.

Battery performance and cost are barriers to large scale energy storage. New battery technologies and ultra-capacitor development may change the storage options in the coming decade, but at this point in time, utilities will need to rely on residential storage systems. While this may be a short term solution, it is not clear that homeowners will jeopardize the integrity of the PHEV batteries to participate in a national storage landscape, not until battery cycling is decoupled from battery life.

The other major difference between the configuration shown above, and the more widely publicized schematics, such as the block diagram developed at INL [2], is the prominence of the Micro-Grid (MG) block. The MG is usually a passive pass-through part of the network, where local monitoring, fault-detection, and self-healing features are implemented. There are a number of operational and regulatory protocols that constrain the Micro-Grid as an integral part of the grid, with no capability for autonomous operation unless the entire grid is operational. One example is that even though a commercial solar/cogeneration component within the MG is generating power, the utility command and control (UCC) will not allow the flow of electricity from this generating source to let’s say a residential customer within the MG. With the current grid and even some of the anticipated SG designs, there are no contingencies for this to occur. However, disabling local distribution in case of a large scale power outage, steals away some of the more valuable qualities of distributed generation: security, redundancy, and active grid re-formation after a massive fault. Wilson Clark, one of the earliest advocates of distributed power generation in the context of a modern grid, attributed distributed power generation in Japan [3] to the difficulty encountered by the allies in its defeat.

Another important feature of the SG advocated by utilities is the Smart Appliance component. A recent study co-sponsored by Portland General Electric, a local utility with PNL and Whirlpool Corporation [4], tested the application
of smart appliances for SG responses. The actual effect of this technology needs further evaluation. The experience with many of the appliance control programs around the US has had a limited success rate. The incentives offered by utilities, such as FPL in Florida are not enough to encourage the consumers to transfer the control of major appliances such as air conditioning equipment to the utility. Programs that offer real-time pricing may do better, but the interactive systems need to be user-friendly and result in real and tangible benefits and savings. There is a general distrust of intrusive technologies, and while the concept of being green and energy efficient does have some traction, when it is in conflict with personal choices or habits, especially inside one’s home, may lose its momentum. There is a risk that too much control could backfire, especially if the smart appliance is vulnerable to a smarter virus that may penetrate the controller through the two-way communication path with SG. One wholesale failure of a smart appliance group would seriously affect the entire program.

3. Benefits and Risks

There is no doubt that the grids in the US and around the world need to be re-configured to adapt to new generation and distribution realities. Some countries such as Germany and China have already started this process. The case for the US is more challenging. With numerous private utilities, local cooperatives, and regional entities such as the Tennessee Valley Authority, the design and operation of a central UCC is a formidable task. There are operational challenges for improving service while implementing rigorous interoperability standards between the SG components. Ipakchi [5] reports that US System Average Interruption Duration Index (SAIDI) or Customer Minutes Lost (CML) is 120-160 minutes, while Western Europe with a higher degree of automation maintains 60-80 minutes, and some utilities in Asia have a CML target of 5 minutes, with “substantial monitoring and control, high reliance on automation and extensive self-healing grid design.” The ultimate goal of an advanced SG is to achieve these higher goals for service quality, operate two-way communication with the end-user, integrate the grid with large scale renewable generation, and accommodate distributed generation of the end-user. There are certainly risks. Bi-directional communication is vulnerable. There can be natural disasters, man-made accidents, and intentional attempts at harming the system infrastructure, or the communication links. Loss of data between UCC and a group of smart appliances may develop into a major disaster. Minor software glitches in monitoring or control of even the lowest controller in the SG hierarchy could lead to bi-directional damage harming both the supplier and the consumer.

It is conceivable that the need to integrate solar, wind and other renewable has the greatest single impact on the design of the new SG. Peak shaving, remote appliance control, and TOU electric rates were introduced and implemented almost 40 years ago. Even the thermal solar systems that were introduced in the 1970’s were initially received as potential peak shavers, but because their utilization cannot be controlled, they were eventually lost to low cost gas and TOU electric rates in the US. What distinguishes Concentrating Solar Thermal Power (CSTP) and solar photovoltaics (PV), is that they are ideal as peak generators. Solar irradiance does for many utilities coincide with peak demand. Wind, through less predictable than solar energy on a daily basis, has a better long-term predictability functions and has become more competitive and a favorite of utilities as a reliable component in their supply chain. With political, regulatory and environmental pressures on utilities to generate cleaner energy that reduces emissions and imports, renewable energy has finally been embraced by mainstream electric producers. No one however predicted the public’s desire to generate their own rooftop electricity. Even as recently as 1990’s, the promulgation of rooftop solar installations could not have been predicted. European utilities paved the way by introducing Feed-in-Tariff (FIT) and showing that utilities could benefit from rooftop solar.

The integration of centralized and distributed renewable energy, and awareness of energy efficiency were once considered as visionary and futuristic. Utilities now consider these as integral to their overall generation and power delivery strategies. Smart Grid can benefit the utilities, power generators, and the consumers. There are certainly risks involved. Some of the threats can be predicted, and many are yet to be discovered. The hesitation of some utilities to move slowly in adopting SG is understandable. The benefits for utilities may at some point conflict with the benefits to consumers. Regulatory guidelines and standards are still being developed, and not all the stakeholders are at the design table.

4. Conclusions

A standard definition or description of the Smart Grid is still in the development stage. While there is a general understanding of what an SG implies, a standard has not yet been developed, and no metrics have been developed to classify Smart Grids. There will certainly be a great deal of input from utilities both public and private, academicians, consumers, and technology representatives on how best to design and implement an SG. There will probably be variations, exemptions, and numerous addenda. What is clear is that a sustainable SG should be built on an equitable distribution of potential benefits, minimize the risks, and provide reliable and secure power. It should also provide opportunities for those consumers who want to contribute, encourage distributed power generation, and their preferences with regrets to emissions and global warming issues, and their choice of energy sources.

For the Smart Grid to be successful, it is essential that it demonstrates to the consumers that it can lead to energy saving and user friendly interaction, resolve potential issues, and be self-learning and continuously improve itself. While no element or protocol in the SG configuration should in anyway jeopardize the security or the reliability of the system, the needs and interests of end-users shall not be compromised, and the concept of a localized micro-grid that can operate autonomously in case of grid-wise failure shall be evaluated and considered.
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Abstract
The design of Transformer-less DC-DC converter for low voltage and high current thermoelectric cooling (TEC) applications is presented in this paper. The design of the converter was based on the combination of buck and boost converters topology. The prototype of the converter had been constructed and tested. The simulation results and measured data of the power circuit are analyzed and discussed. The maximum efficiency of the converter was about 80%, and it found to be suitable to be connected to the TEC load powered from solar panel power source.
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1. Introduction
The switching power supplies are based on the regulating elements, the switching power supplies consist of transistors that rapidly opened and closed the power switches. The resultant train of pulses is coupled to the output network which provides a smoothing of the DC output. [1]. The unregulated power supplies consist of a rectifier and filter which is not capable of providing a ripple free DC output voltage whose value remains reasonably constant.

The power conversion in consumer electronics devices uses characteristically high-efficiency switched mode power supplies (SMPS). Yet, reflecting the trend toward energy conservation there are increasing demands for power supplies with higher efficiency, lower loss and reduced stand-by waiting power [2][5]. Power processing has always been an essential feature of most electrical equipment. The differences in voltage and current requirements for different applications have led to the design of dedicated power converters to meet their specific requirements [1]. The most significant differences between the linear and the switch mode regulators involve their efficiency, size, weight, thermal requirements, response time, and noise characteristics.

A switching power supply could be used for powering the thermoelectric cooling module (TEC) prototype load. The thermoelectric modules (TEC) are solid-state heat pumps that operate on the Peltier effect. A thermoelectric module consists of an array of “p” and “n” type semiconductor elements heavily doped with electrical carriers. The array of elements is soldered so that it is electrically connected in series and thermally connected in parallel. This array is then affixed to two ceramic substrates, one on each side of the elements [7].

The TEC found in many applications, also TEC cooling modules are potential candidates for use in the thermal management of high temperature electronics applications for their widely commercially availability. The TEC modules have a maximum rated operating temperature of 200°C makes thermoelectric cooling an interesting option in the thermal management of high temperature electronic packaging [8,9].

Figure 1. Typical TEC Module.

2. Methodology
In switching supplies, the regulating elements consist of series connected transistors that act as rapidly opened and closed switches. The input AC is first converted to unregulated DC which will be chopped by the switching element operating at a rapid rate using high frequency
PWM signal. The resultant pulse train is transformer-coupled to an output network which provides final rectification and smoothing of the dc output. Regulation is accomplished by control circuits that vary the on-off periods (duty cycle) of the switching elements if the output voltage attempts to change.

Switching converters occupy between two type of converters which are the line regulated and the quiescent resonant converters, the main problem of line regulator relates to the high power losses that is dissipated as a heat and also low overall efficient which is around 40%. On the other hand this type of regulators are cheap and simple compared to quiescent resonant which are complex and costly but provide high efficient [5].

The elimination of magnetic elements and the use of switches and capacitors as a based design elements for the design of DC-DC converters, then lightweight converter can be realized [2]. The idea of switch-capacitor (SC) is to charge capacitors is series, this will provide division of voltage and so wide range of step down achieved, then the charged capacitors have to be discharged in parallel in order to supply the stored energy to the load [4].

The Cuk converter basically derived from connecting a boost converter followed by a buck stage as shown in Figure 2. A practical realization of a Cuk converter could be as follows, the output polarity is inverted relative to input side [3].

![Figure 2. Inverting Cuk converter](image)

The Cuk topology is an inverting topology in which the output polarity opposes the input one, for the purpose of obtaining same polarity referring to the input, a diode and a switch has to be added to a non-inverting Cuk converter. As shown in Figure 3 the addition of D1 and S2 enable the transfer of energy stored in C1 with the same polarity from input relative to the output side. And then by combining the common element a single stage non-inverting Cuk stage is constructed [1].

![Figure 3. Non-inverting Cuk converter](image)

By considering the topology of the non-inverting Cuk converter, then the new topology can be basically principled on dividing input voltage to charge series connected capacitor during switch on-time and the discharge the capacitor during switches off-time as shown in Figure 4.

![Figure 4. The 3-Stage non-inverting Cuk converter](image)

The DC step down conversion associated with the use of transformer will lead to small value range of duty ration this will make it hard to switch ON and OFF the static switches. So the use of the proposed topology then large step-down voltage can be achieved without very small duty ratio and without usage of transformer. Therefore the losses related to usage of transformer can be eliminated [2,5].

The other advantage of this topology is that the energy transfer from input to the output is through the capacitors. These capacitors are charged on series during Off-time of the power switches and discharged on parallel during On-time of switches [6].

The use of high-voltage, fast switching power transistors, fast recovery diodes, and new filter capacitors with lower series resistance and inductance, could makes the switching supplies in a position of great concern in the power supply industry.

The heat pumping capacity of a TEC module is proportional to the current and is dependent on the element geometry, number of couples, and material properties [9,10]. By the use of thermoelectric modules it could effectively enhancing the thermal performance of air-cooled heat sinks [11].

The micro TEC (Thermo-Electric Cooler) can be used for hot spot cooling system of electric device in which it combined with heat sink. With the use of micro TEC lower maximum temperature at the hot spot can be obtained [12]. The performance of the TEC could be affected by the design of the cooling prototypes, it was found out that TEC combined with spreading devices could significantly extend air cooling performance [13]. The TECs with high cooling power capacities are nominal, a significant thermal enhancements could be achievable when currents and cooling configurations are optimized [14].

With the successful implementation of the multistage converter this cooling arrangement can be easily supplied from a PV panel with a DC-DC converter. The input power to the DC converter will be supplied from an input solar panel, the use of PV as a source of power for the converter, in which it could be a reliable solution for outdoor cooling applications where it is hard to find a source for powering the cooling components for the system.

3. Analysis

The non-inverting capacitance voltage divider current stress on static switches is quit reliable, whereas during the On-state of switch the boost originally switch handle the
input current, and the other switches the current passes through S2, S3 and S4 is Io/3 per switching leg, which leads to reduction of the dissipated power.

With a similar way of analysis of single stage converter, the input/output voltage relation can be derived as given by:

\[
V_o = \frac{DV_i}{3(1-D)} - \frac{D^2V_{RS}}{3(1-D)} - DV_{RD} - DV_{RS} \tag{1}
\]

By neglecting the voltage drop \((V_{RS}, V_{RD})\) then the output voltage is given by

\[
V_o = \frac{DV_i}{3(1-D)} \tag{2}
\]

And

\[
D = \frac{3V_o}{V_i + 3V_o} \tag{3}
\]

where D is the duty cycle.

4. Applications

Plate 1 shows a developed prototype for TEC cooling. This prototype uses 4 TECs of 15x15x3 mm size attached to the four sides. This prototype is tested using the converter and draw a current of 2 to 5 amps.

Plate 1: A pre-developed TEC cooling prototypes.

The Plate 2 shows the TEC modules attached to heat sink (30x17x4 cm), then the spaces have to be filled by polytetrafluoroethylene (PTFE) thin sheets, the cold side of TEC modules then being covered by an aluminum sheet as shown in Plate 2.

Plate 2: TEC modules attached to heat sink

The testing carton box been coated with a polytetrafluoroethylene (PTFE) sheets is used as a cabinet enclosure for testing the TEC functionality. The TEC was connected as a parallel of two series connected TEC’s, these TEC’s require a current of about 12A, which is provided by the converter.

5. Results

A. Simulation Software

The SIMCAD program is used for the evaluation of the proposed circuit. The PWM control driving signal for power MOSFETs can be generated by PWM IC control model using current or voltage mode voltage regulation. The useful of power measurement integrated feature allows easier observation for system dynamic performance. The power switched considered to be ideal thought out circuit simulation, so it will be operated as a traditional switch in ON and OFF states.

B. Measured and Simulated Results

Figure 5 shows the simulation of input and output current waveforms, the upper is the converter output current and the lower is the input current.

Figure 5. The input and output current waveforms

Figure 6 show the measured waveform of the voltage across the power switch S1 was matched with the waveform obtained from simulation that is illustrated in Figure 7. Also Figure 7 shows the simulated current
through the switch S1, the maximum current being about 3.5A.

Figure 6 Measured voltage across MOSFET S1

Figure 7 Simulation waveforms of MOSFET switch S1

Figure 8. Measured output voltage $V_o$ with Fluke power quality analyzer

Figure 9. Simulated output voltage and current

Figure 10 Output power versus efficiency

Plate 3 shows the practical implementation of the power circuit PCB board of the converter, and Plate 4.4 shows the power circuit PCB board.
6. Conclusion

The design of transformer-less converter for low voltage and high current is presented in this paper. The topology was used for device cooling system. For application up to 70 W the topology had show a maximum efficiency of 80%. The implemented converter found to be suitable to supply TEC load connected to PV power source for outdoor application.
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Abstract

The present study focuses on the effect of pressure and high inlet velocity of turbulent premixed flames on the adiabatic flame temperature of a methane-Air Flame. Turbulent premixed flames are widely spread in technical applications and are used especially in stationary gas turbines for a high-efficient and low emission energy conversion of gaseous fuels. The simulation process was performed using Fluent software. The pressure was varied between 2 atmosphere and 10 atmosphere, while the inlet velocity varies between 5 and 10 m/s. It was found that the temperature increase with pressure.

Keywords: High pressure combustion, Methane fuel; High Velocity; Gaseous Combustion.

1. Introduction

Although combustion has been used by mankind for already more than one million year, it is still the most important technology providing the energy supply for our modern day civilizations. Utilization of combustion leads to the release of unwanted pollutants such as carbon monoxide, unburned hydrocarbons and nitric oxides which affect our environment.

Environmental awareness and the need for better and more efficient power generation systems have fueled development of gas turbines for the past two decades. The improvement efforts were focused on reducing NOX, CO and other pollutant levels in the exhaust, improving efficiency and increasing the reliability of equipments.

Flame temperature is one of the most important properties in combustion, since it has a controlling effect on the rate of chemical reaction. The flame temperature is determined by the energy balance between the reactants and the products at equilibrium. If the reaction zone is spatially very thin in comparison to the rest of the domain of interest, then it is a common practice to denote the maximum temperature in the reaction zone to be the flame temperature. If the combustion process takes place adiabatically, with no work, or changes in the kinetic or potential energy, then the flame temperature is referred to as the adiabatic flame temperature. This is the maximum temperature that can be achieved for the given reactants because any heat transfer from the reaction zone and any incomplete combustion would tend to lower the temperature of the products.

One of the most important parameter in any combustion system is its adiabatic flame temperature, which is the temperature under the condition of no heat loss takes place from the combustion system. This importance arise from the fact that it plays an important role in the pollutants emitted from the system such as carbon oxides and nitrogen oxides, in addition the temperature also affect drastically the thermal stresses set up in the combustion system, such stress may lead to the deterioration of the chamber if not well controlled. Consequently, it is essential and before the construction of the combustion chamber, a simulation process for the temperature distribution within the combustion system must be carefully carried to avoid local thermal stresses and to minimize both nitrogen and carbon dioxides. The concentration of oxides of nitrogen (NOX) and carbon monoxide (CO), pollutants of great concern, are very much dependent on the flame temperature. [1-4].

2. Theoretical Background

The effect of both pressure and inlet velocity on the adiabatic flame temperature was simulated using a computational fluid dynamics (CFD) software package to simulate fluid flow problems. It uses the finite-volume method to solve the governing equations for a fluid. It provides the capability to use different physical models such as incompressible or compressible, inviscid or viscous, laminar or turbulent, etc. Geometry and grid generation is done using GAMBIT which is the preprocessor bundled with FLUENT.
The model takes into account the following main equations:

Conservation of mass
- The rate of change of mass within any open system is the net flux of mass across the system boundaries

\[
\frac{\text{dm}}{\text{dt}} = \sum_{j} \dot{m}_j
\]

Conservation of species
- Equations tracking the evolution of species within the combustion chamber will be developed on a mass basis.

\[
\dot{Y}_j = \sum_{j} \left( \frac{\dot{m}_j}{m} \right) Y_j^0 - Y_j^0 \frac{\sum_{j} \Omega_{ij} w_{ij}}{p}
\]

where ‘m’ denotes the total mass within the control cylinder. The species equations are deduced from their multi-dimensional counterparts by neglecting species diffusion terms, consistent with the zero-dimensional assumption.

Conservation of energy.
- The generalized energy equation for an open thermodynamic system may be written as

\[
\frac{\text{d}(mu)}{\text{dt}} = -p \frac{\text{dV}}{\text{dt}} + \frac{\text{d}Q_{\text{ht}}}{\text{dt}} + \sum_{j} \dot{m}_j h_j
\]

3. Discussion of Results

The general trend of the obtained data is a rapid increase in the temperature within the reaction zone, where the temperature reaches a peak value; this is due to the heat generated as a result of burning of the combustible mixture. Moving away from the reaction zone the temperature either remains almost constant (with a slight drop) or it decreases, this depends on both the pressure within the chamber and the inlet velocity of combustible mixture.

As indicated in figures 2 though 6, temperature value depends on the pressure, and at any location within the combustion chamber, the temperature increase with pressure, this is due to the fact that the combustion products at this high temperature behaves as an ideal fluid. The temperature increases with pressure which is a general behavior of the ideal gas law this is an agreement with Sakhrieh [5]. He studied the effect of pressure on the adiabatic flame temperature at stoichiometric conditions and ambient initial air temperature which is given by the following equation:

Figures 7 through 11 show the variation of adiabatic flame temperature along the combustion chamber as a function of both the pressure and inlet flow velocity. It may be noticed that at any location and for low pressure values (2 to 6 bar), the temperature increases with the inlet velocity of the combustible mixture. This is caused by the increase in the amount of the combustible mixture entering the combustion chamber as a result of the increase in the velocity. Consequently, more heat is generated and hence the temperature increases. However, at high pressure (8 and 10 bar), the adiabatic flame temperature is dominated by the pressure and it decreases with pressure in spite of increasing the inlet velocity, this is might be due to the fact that the high pressure inside the combustion chamber creates a back pressure that apposes the flow of the entering mixture into the chamber and hence a drop in the heat generation and hence lower temperature.
Figure 2. Flame Temperature Distribution, (Velocity = 6 (m/s), at Different Pressures).

Figure 3. Flame Temperature Distribution, (Velocity = 7 (m/s), at Different Pressures).
Figure 4. Flame Temperature Distribution, (Velocity = 8 (m/s), at Different Pressures).

Figure 5. Flame Temperature Distribution, (Velocity = 9 (m/s), at Different Pressures).
Figure 6. Flame Temperature Distribution, (Velocity = 10 (m/s), at Different Pressures).

Figure 7. Flame Temperature Distribution, (P = 2 (bar) at Different Velocities).
Figure 8. Flame Temperature Distribution, (P = 4 (bar) at Different Velocities).

Figure 9. Flame Temperature Distribution, (P = 6 (bar) at Different Velocities).
4. Conclusions

It may be concluded from this work that the Fluent software was successfully used to simulate the variation of adiabatic flame temperature of Methane/air flame turbulent premixed flame. A further will be followed to completely simulate such flame.
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Abstract
Currently, project based mechanisms under Kyoto protocol are prospering while its critical appraisal and examination of alternative options are undergone in the negotiation for post Kyoto schemes. Here, we investigate the mechanism from the viewpoint of new technological development, which is much awaited as the ultimate resolution for the climate change problem. We first lay out a theoretical model based upon economic theory and hint at possible problems. Then taking up the case of renewable energy projects, we illustrate the presence of the possibly negative effect, and compare this mechanism with other policy options raised in the course of negotiation, utilizing theoretical model based on game theory and theory of industrial organization.
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1. Introduction
Project based mechanisms (CDM (Clean Development Mechanism) and JI (Joint Implementation)) are schemes introduced in Kyoto protocol (1997) as the first attempt to introduce a baseline-credit scheme for emission reduction project in developing country (and hence without an assigned limit) as well as in some developed countries (mostly former socialist counties) so that one could utilize those credits into the amount of emission reduction toward the fulfillment of assignment of Green House Gas (GHG) emissions on the part of developed countries (more exactly, signatory of Kyoto protocol called Annex 1 (or B) countries). These schemes are more complicated than a mere subsidy scheme for emission reduction, and contains immense conceptual difficulty, which made some people dubious of the functioning of this mechanism (see Bohm and Carlen (2002) for example).

Actually, after years of trial and errors, number of registered projects surpassed 1000 (as of 2008) and now, inclusive of proposed projects (i.e. those in pipeline), expected credits may reach 1.2 billion tones, (as of 2008) which may be sufficient to fill the gap between demand and supply in the upcoming emission trade scheme under Kyoto protocol (2008-2012) according to some speculation. (For a general overview of the current state of CDM, see Capoor and Ambrosi (2008), Lecocq and Ambrosi (2007) for instance.) Many developing countries were rather skeptical of the mechanism when it was proposed, but now they seem to find more interests in this mechanism and the category of eligible projects as CDM projects tend to be expanded (to include programmable CDM and further policy CDM or sector CDM is proposed). By contrast, some parties start criticizing complicated procedure of CDM as a burden, and propose to replace the mechanism by simpler schemes. In short, even though CDM seems to have launched successfully, but there remains a room for further controversy. JI is similar but since its formal start line is later (i.e. from 2001 for CDM while 2008 for JI), here we shall mostly deal with CDM, and so below CDM is used synonymously with a project based mechanism.

One issue we have raised concerning CDM earlier is the baseline methodologies (Imai and Akita (2003)). Then we analyze the same issue for a private firm operating in an imperfectly competitive industry (Imai, Akita, and Niizawa (2008)). In this paper, we again consider a private firm in an imperfectly competitive industry, but now our focus is on the incentive to undertake CDM projects for firms whose decisions are related through market demands, and its effect on technology development. Many researchers agree that the technological breakthrough is the key to any successful scheme to cope with climate change problem, and the desire for technology transfer is one driving force for project based mechanisms (Youngman et al (2007), and de Coninck et. al. (2007) estimate the extent to which CDM contributes to
technology transfer). Hagem (2009) deals with this problem based on the same imperfect competition model of Cournot competition. There, the focus is on whether investment is undertaken or not and a comparison is made between CDM and cap-and-trade scheme. Here, our interests are focused on an incentive for technological development from a dynamic viewpoint if an early adoption of a CDM project by some firm affects the incentives of other firms to do so with a possibly improved technology (in terms of emission reduction), and if so, positively or negatively. Earlier, we have investigated a related question if an adoption of a CDM project by one firm could induce other firms to follow the suit (in Imai, Akita, and Niizawa (2007) to find that the possibility is relatively slim). Therefore under the most modes of oligopolistic competition, such effect is negative, and hence incentive for technological development also tends to be hampered, which is what we show below.

2. MODEL

2.1 Setup
Our base model considers the incentive consequences of the CDM in an industry where multiple firms potentially compete. Especially we are interested in the effect of the so-called rate-based (Fischer (2005)), or relative (Laurikka (2002)) (or ex post (Imai and Akita (2003))) baseline upon the firms’ decisions and ultimately its impact upon emission saving R&D. (As a matter of fact, this coupled with a cap is the most commonly used baseline setting methods, when applicable.)

We start out with a simplistic setup where there is an incumbent monopolist in the industry, and has a chance to engage in a CDM project. After this period, a potential entrant comes up with a new invention which would lower emission further, and faces a decision whether to engage in a new CDM project based on this invention. (We could consider a similar problem where two firms face similar decision using the same technology under the same time structure. This gives a certain advantage over the incumbent monopolist under some occasions, which parallels the preemption by an earlier investment opportunity, illustrating some advantage incumbent firms may have, as pointed out in the industrial organization literature. Here, implicitly assuming that different technology is monopolized by each firm. Obviously there are various patterns of the ownership of inventions, and what we assume here is one specific case, with some other arrangement discussed in a separate section below.)

In evaluating the effects of CDM project on the production technology, several factors appear as candidates to be affected other than emission levels and investment costs, i.e. fixed and variable costs of production in general. Here to simplify the analysis, we assume that production is carried out through a technology involving no fixed costs and constant unit costs, which are not affected by the projects. Also we assume that emission level is given by a constant emission factor representing emission level per output. Specifically, we assume that by the incumbent monopolist’s project, emission factor is lowered from $e(0)$ to $e(1)$ ($< e(0)$), while the potential entrant’s project brings it down to $0 < e(2) < e(1)$. Investment costs for each project is $I > 0$, and $J > 0$ (with implicit assumption that $J > I$).

The most important supposition we have is the way baseline is set under CDM project. When it is appropriate to consider that without CDM credits, nobody adopts the emission reducing projects, then the use of $e(0)$ as the baseline setting emission factor would be approved by the CDM Executive Board. In fact this is along the spirit of the Marrakech Accord and many registered projects employ this type of baseline setting methodology where the emission level from the project can be safely regarded as emission factor times the scale of operation. Thus, for the incumbent monopolist, if the project is admitted, its credit revenue would be $(e(0)-e(1))rq$, where $q$ is the output level of the monopoly firm and $r$ is the price of emission right determined by the emission trading market. (Throughout, we assume that the project is small so that the emission price is not affected by the project.)

What would be an appropriate baseline setting would be a more arguable issue for the potential entrant. If the incumbent monopolist did not adopt the project, then $e(0)$ may be safely assumed to be the baseline. What if the monopolist adopted the project? We view that $e(1)$ would become the baseline, as when the entrant’s project is introduced, prevailing technology is that of the monopolist and hence $e(1)$ gives the natural standard for that period. This creates a twist in the incentives as the monopolist can affect the marginal revenue (or negative costs) of the entrant by adopting the CDM project. An alternative may be to set baseline at $e(0)$, but unless the entrant had some record of operation with the old technology, we believe it is some what not in line with the possible baseline setting methods listed in Marrakech Accord.

The sequence of decisions is very simple. First, the incumbent monopolist decides whether to adopt the CDM project or not in the period 1. Observing the consequence of the period 1, in period 2, the potential entrant decides whether to enter with its CDM project or not. We analyze the subgame-perfect equilibrium outcome of this game.

2.2 Equilibrium Conditions
First, it would help state the gist of the analysis in terms of abstract framework. Let us $\Pi(c, c')$ stand for profits of a firm (net of CDM investment costs) with the own parameter $c$ while the opponent’s parameter $c'$. Writing by $\Pi(c)$, we indicate that profit when the firm is the monopolist. (Like earlier studies, here we utilize the assumption that the firm maximizes the total profits without specifying the sharing scheme among project participants, meaning investors and hosts. This can be justified by assuming that parties are risk neutral or more conveniently the project is a unilateral CDM project, although which makes the assumption that the technology utilized is a new innovation in doubt.)

Relevant comparisons are the cases where $c$’s stand for constant marginal costs inclusive of CDM (marginal) revenue. That is, $c_0$ stands for the marginal costs when the incumbent monopoly firm without CDM, $c_1$ for the monopoly firm with a CDM project, and $c_2$ for the entrant firm entered with a new CDM project when the incumbent monopolist firm has adopted the CDM project, while $c_3$ for the entrant firm entered with a new CDM project when the incumbent monopolist firm has not
adopted the CDM project. (we assume that $c_p > c_r > c_c$ and $c_c > c_c$.) Thus, $\Pi_1(c_c, c_r)$ stands for profits of the entrant firm (at period 2) when the monopoly firm did not adopt the CDM project in period 1, and $\Pi_1(c_c, c_r)$ represents that of the monopoly firm. With a discount factor $\delta > 0$, the total profits of the monopoly firm in this case is given by $\Pi_1(c_c, c_r) + \delta \Pi_1(c_c, c_r)$.

Similarly, $\Pi_1(c_c, c_r)$ and $\Pi_1(c_c, c_r)$ represent profits of the entrant firm and the incumbent monopoly firm in period 2 when the incumbent firm engaged in the CDM project, and its total profits are given by $\Pi_1(c_c) + \delta \Pi_1(c_c)$. Finally, if the entrant stayed out, then depending on whether the monopolist employed the CDM project or not, its gross profits are given by $\Pi_1(c_c) + \delta \Pi_1(c_c)$ or by $\Pi_1(c_c) + \delta \Pi_1(c_c)$. Note that in some occasion, some firm may be forced to exit (or entry is de facto deterred), because of the equilibrium output level becomes 0, but we keep notation for duopoly in the notation we employ here. (As a matter of facts, we shall not focus upon such cases below.)

Now, the equilibria can be classified in terms of these notations:

Case 0: $\Pi_1(c_c, c_r) < J$: even without CDM, entry is not worthwhile, and this case is subdivided into two sub-cases:

Case 00: $\Pi_1(c_c, c_r) + \delta \Pi_1(c_c) < \Pi_1(c_c) + \delta \Pi_1(c_c) - J$:

The incumbent firm does not employ the CDM project.

Case 01: $\Pi_1(c_c, c_r) + \delta \Pi_1(c_c) < \Pi_1(c_c) + \delta \Pi_1(c_c) - J$:

The incumbent firm chooses to adopt the CDM project;

Case 1: $\Pi_1(c_c, c_r) - J < 0 < \Pi_1(c_c, c_r) - J$: without CDM, the entrants enter;

Case 10: $\Pi_1(c_c, c_r) + \delta \Pi_1(c_c, c_r) < \Pi_1(c_c) + \delta \Pi_1(c_c) - J$: the monopolist prefers entry without the own CDM than blocking the potential entry;

Case 11: $\Pi_1(c_c, c_r) + \delta \Pi_1(c_c, c_r) < \Pi_1(c_c) + \delta \Pi_1(c_c) - J$: the monopolist chooses the CDM project for the sake of entry prevention;

Case 2: $0 \leq \Pi_1(c_c, c_r) - J < \Pi_1(c_c, c_r) - J$: the entry occurs whatever the monopolist chooses;

Case 20: $\Pi_1(c_c, c_r) + \delta \Pi_1(c_c, c_r) < \Pi_1(c_c) + \delta \Pi_1(c_c) - J$: the monopolist still does not wish to engage in the CDM project;

Case 21: $\Pi_1(c_c, c_r) + \delta \Pi_1(c_c, c_r) < \Pi_1(c_c) + \delta \Pi_1(c_c) - J$: the monopolist adopt the CDM project.

3. Renewable Energy Project

Now, we apply the above model to a renewable energy project. One of the characteristics of energy industry is that there is a tendency for it to be regulated. Regulation often implies that price is not a choice variable for the firm in consideration. Further, the characteristic of some power plants is that it is only economical to operate at its maximal capacity level, so that at least at the plant level, supply of output is more or less fixed.

As for the case of renewable energy supply, there are several instances. In some countries, distribution of power is monopolized, while the market for power generation is competitive, with power distribution company is obligated to purchase supply of renewable energy within certain limit. We shall model this situation below as a simpler case, with another simplifying assumption that the price the entrant receives is the same as the consumer price.

Suppose there is a single firm granted the position of monopolistic distribution firm, which is also a monopolist in power generation at its inception. Potential entrant is a power generation firm with renewable energy. Market demand is fixed at $Q$, and when the entrant enter, its size of supply is also fixed at $q < Q$. Price is fixed by the regulator, which we normalize at 1 and all the relevant marginal costs are assumed to be below 1.

Now, the profits for the firms are:

$\Pi_1(c_c) = (1 - c)Q$

$\Pi_1(c_c) = (1 - c + r)Q$

$\Pi_1(c_c) = (1 - c)Q - q$

$\Pi_1(c_c) = (1 - c + r)(Q - q)$

$\Pi_1(c_c) = (1 - c + r')q$

$\Pi_1(c_c, c_r) = (1 - c + r')q$

The most interesting case is Case 11, where monopolist adopts CDM project just for the purpose of blocking the entry, and entrant’s attempt to enter is deterred. The conditions for this case were:

CDM project itself was not attractive for the monopolist $\delta \Pi_1(c_c) > \delta \Pi_1(c_c) - J$

but it is attractive to deter entry $\delta \Pi_1(c_c) < \delta \Pi_1(c_c) - J$

And for the entrant, entry with CDM is attractive if the monopolist has not adopted its CDM project yet, $\Pi_1(c_c, c_r) > J$

But if the monopolist has adopted its CDM project, entry is not attractive $\Pi_1(c_c, c_r) < J$

Combining these conditions, we have $\delta(rQ + (1 - c)q) > J > \delta rQ$

$(1 - c + r')q > J > (1 - c + r')q$

This yields simple inequalities for this case to take place.

As we assumed that $Q > q$, one may question that relationship between $I$ and $J$ may depend upon the size of the operation too, and hence one may alter the setup so that the investment costs are IQ or Jq to eliminate the effect of the size. This yields a slight modification to the above formula $\delta(r + (1 - c)Q / Q) > J > \delta r$

$(1 - c + r')q > J > (1 - c + r')q$

One notable difference would be the role of relative size of encroachment enters into the formula, with an obvious interpretation.

One interesting sub-case worthy of further investigation would be the case where the incumbent monopolist itself adopts a renewable energy project as CDM. In this case, we had better assume $J < I$, because otherwise, there would be no point for the entrant to enter. Along with the analysis carried out as above, entrant would enter even though there
is no CDM benefits, because its output is purchased by the monopolist as a requirement, whereas monopolist adopts renewable energy already. Thus to consider the potential problems which might occur under this circumstance, one must rethink the supposition that the monopolist’s CDM project covers all of its production capacities, or the presumption that the monopolist must purchase all the supplies, which lies outside of the scope of this exercise.

4. Ownership Structure

One important exercise is an examination of the effect of ownership of invention. Suppose the outside R&D firm has the invention corresponding to the technology which we assumed that the potential entrant owns. Then we ask if this R&D firm would sell this technology to the monopolist or to the potential entrant. In other words, which firm would pay higher price for this invention?

To this end, we retain our assumption that the monopolist firm first decides whether to go for its own CDM or not and then together with the potential entrant, it bids for the invention. To examine this situation, there are several alternatives which would affect conclusions. In particular, the way price of invention is set and the possible commitment by parties for the future actions would affect the result significantly. Here, mostly for the purpose of illustrating the similarity of the situation with the case we have already looked at, we employ the assumptions that the R&D laboratory has the power to set the price and that commitment by contract is not possible. Also we omit the first period payoffs, to yield an extensive game.

First, the R&D firm decides whether it invests $J$ to generate this invention or not. Then the monopolist decides whether to adopt its own CDM project (at the cost $J$) or not. In case where the monopolist has not adopted its own CDM, if the potential entrant obtained the technology, then monopolist’s payoff is $\Pi(c_0, c_j)$ while that of the entrant is $\Pi(c_1, c_0) - B$ where $B$ is the price of invention paid. If the monopolist obtained the invention, then its payoff would be $\Pi(c_j, c_0) - B$ (assuming that $B$ is all that is necessary to carry out the investment) while entrant’s payoff is 0. Thus the maximal amount the monopolist can buy out) the technology. This essentially is tantamount to the case of merger and so by this the problem of mal-alignment in incentives would be negative, but here, non-negativity of the price is assured.)

Next, suppose that the monopolist has adopted CDM project with its own technology. Then the maximal amount the entrant pays for the invention would be $\Pi(c_2, c_0) - B$, with the payoff for the monopolist being $\Pi(c_1, c_2)$. When the monopolist obtains the invention, its payoff would be $\max \{\Pi(c_0, c_j), \Pi(c_j)\} - B$, as it can choose to shelve the invention, while entrant’s payoff is 0. Thus the price would be $\Pi(c_2, c_0)$ if $\Pi(c_1, c_2) > \max \{\Pi(c_0, c_j), \Pi(c_j)\} - \Pi(c_1, c_2)$. And the entrant obtains the technology while when the reverse inequality holds, the monopolist obtains the invention and either applies for the new CDM or shelves the patent. (We assume that the monopolist does not choose to use the technology but not apply for the new CDM, in which case according to the methodology of the old CDM its deviation is too much and so credits would not be awarded. Still there would be a possibility that such technology may bring benefits to the firm by itself, if the new marginal cost other than marginal credit revenue is substantially lowered by the invention.)

The solution of the game we use is again the subgame perfect equilibrium (which is given by a procedure called backward induction, part of which we have already described). In fact the optimal solution is easily understood once one realizes that in the event that the monopolist has not adopted its own CDM project, then irrespective of the identity of the firm which obtained the technology, the monopolist’s payoff is given by $\Pi(c_0, c_j)$ whereas in the event that the monopolist firm adopted its own CDM project, then its payoff would be $\Pi(c_1, c_2)$. This yields exactly the same result as we had before which is due to the assumption that the R&D firm has the right to set the price.

Another possibility would be the case where the potential entrant possessing the new technology may sell (or the monopolist can buy out) the technology. This essentially is tantamount to the case of merger and so by this the problem of mal-alignment in incentives would be eliminated.

5. Sectoral Credits and Other Policy Measures

One proposal as a replacement of CDM is sectoral credit system. Under this scheme, the government of a developing country delineates a certain sector with a target emission level, and any reduction in emission achieved relative to this target level is awarded as credits, which are supposed to be traded in the emission trading markets. No penalty is imposed even if emission turned out to be above the target level (called the “no lose” feature). Other than that the system works more like ex ante baseline, the difference is more on the type of actors, i.e. in CDM, private entities are the main actors, while under this system, government is the primary actor. Of course, in order to provide incentives for the sector to cut down emission beyond the target level, the government could employ several measures, like a domestic cap-and-trade system or other reward system where the government provides reward in proportion to the emission reduction, for instance, but it is up to each government. Note that some
reduction by one firm may be cancelled out by the extra emission by another firm and so there may be no smooth connection of the domestic market with the international emission trading market.

Since one cannot pin down a particular policy measure the government would employ domestically, direct comparison is not that easy. One possibility is that the government can internalize all the difficulties raised above by ideally rewarding the new and improved technology, so that within the confine of market-based incentive, sectoral credit system works better. However, as is the case with the grand-fathering according to the past performance in the allocation of quota, there could be a beneficial treatment biased toward existing firms which may hamper the development incentives of potential entrants in the case of domestic market. In fact, in the case discussed above, if the monopolist is allocated the amount the same as the emission level in the previous period, while the new entrant has no allocated amount (but with renewable energy, no emission results), the incentive for the entrant to enter with better technology is worse. Some strange effect is that now the monopolist may welcome new entrant because by the amount of demands it loses, extra emission right could be sold, (if it can be sold to entities in the other sector). Let us formulate this problem. Despite of the caveat above, suppose that the emission price is the same as the world market price. The monopolist’s profit would be

$$\pi(e_i) = (1-c)Q$$
$$\pi(c_1) = (1-c+r)Q$$
$$\pi(e_0, c_1) = (1-c)(Q-q) + \pi q$$
$$\pi(c_1, c_2) = (1-c+r)(Q-q) + \pi q$$
$$\pi(c_2, c_1) = (1-c)q$$
$$\pi(c_3, c_0) = (1-c')q$$

Now, in this setup, one easily sees that there is no entry deterrence, as the profits for the entrant remains the same regardless of monopolist’s adoption of the emission reduction technology on its own. At the same time, there is no extra incentive for the entrant to introduce better technology. By contrast, the monopolist wishes the entrant to enter, as its own emission is reduced by the amount the entrant steals from the monopolist. The decision to adopt its own emission reduction technology is now made purely by its own profit criterion. This is a quite extreme story. However, it seems that the defect of cap-and-trade system in this regard deserves further attention.

For developing countries joining the CAP-and-trade system either sector-wise or nationally is another alternative. This shares the same properties as above without the possible gap between domestic and international emission credits. R&D incentive of this scheme with patent system in comparison with public reward scheme is a well known topic in the theory of R&D economics. Yet another policy option is the GIS (Green Investment Scheme) where world organization or developed nation provides money in an upfront manner, with a promise of developing nation engaging in an emission reduction project. This scheme overcomes the difficulty of transaction costs associated with baseline-credit scheme, while the well known problems are the ability to evaluate the appropriate amount to be given for the project before actual project is carried out and the lack of incentives to monitor after the fact as to whether the execution of the announced project is exactly carried out or not. Although immune from the problems raised in this paper, the extent to which this scheme contributes to the incentive to develop technology depends upon the way the reward is given, detail of which is not that clear at this moment.

6. Further Extensions

Numerous Extensions are possible and desirable. Among those, we pick up three such possibilities.

First, one of the fundamental nature in the environmental problem is the presence of uncertainty associated with it, and so incorporating uncertainty into our model would be of primary importance. In the current context, one uncertainty may be that of emission price. This issue is related to the problem that if in developing countries, entrepreneurs are more risk averse, which is in part disproved by the prevalence of unilateral CDM, while some claims that the fact that not many ambitious projects are undertakes in CDM may substantiate the above claim to some extent.

Another natural extension would be considering multiple firms. For instance, one can think of the case with multiple incumbent firms. Here, as is well known (and as we show in Imai, Akita, and Niizawa (2008)), the impact of a single firm’s entry becomes alleviated, and thus the incentive to preempt again is mitigated. One could similarly extend toward multiple entry firms, and a sequence of entrants in the multi-periods setting.

Finally, and related to the above issues are the dynamic nature of the issues. Especially, development of one technology affects the future incentive for further development. There are several simple dynamic models in the industrial organization literature, and examination of this problem along with those models would be fruitful. All these are the agenda for future research.
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Abstract

Bioremediation studies were conducted at a tetrachloroethene contaminated site located in Manhattan Kansas. A former dry cleaning facility was in operation for 30 years. Shallow and deep aquifers down gradient from contaminated site were found to be contaminated with PCE and its degradation products all above their Maximum Contamination Limits (MCL’s). PCE concentration in groundwater at the pilot study area was about 15 mg/L (ppm) in the deep zone and 1 mg/L in the shallow zone. Lab scale microcosms were prepared with different nutrients like soy oil methyl esters (SOME), yeast extract (YE), glucose, lactate, methanol and cheese whey for biostimulation experiments, and commercially available KB-1 bacterial culture was used to bioaugment PCE degradation. Biostimulation of the natural ground water and soil microflora did not completely degrade PCE as cis-DCE (c-DCE) accumulated in the sample. Bioaugmented microcosms containing YE and SOME created reducing conditions for KB-1 culture, resulting in ~ 90% dechlorination of PCE. Cheese whey microcosms with concentrations of (0.01% to 0.025%) reduced PCE, while 0.05% cheese whey and higher inhibited the KB-1 culture. This inhibition was due to a drop of pH that inhibited the bacterial culture activity. At pilot study area, tracer studies were conducted to monitor the direction and velocity of groundwater before during and after remediation experiments. Several nutrient feeding events took place during biostimulation and bioaugmentation. Results indicate that complete degradation of PCE occurred when KB-1 culture containing Dehalococcoides bacteria was introduced under anaerobic conditions. The total chlorinated ethenes (CEs) decreased by about 80% in the pilot study area due to bioremediation. Biodegradation of CEs continued for a long term (several months) after the addition of nutrients.

Keywords: Bioremediation; Chlorinated ethenes; PCE; Dehalococcoides.

1. Introduction

Tetrachloroethene, also known as Perchloroethylene (PCE) is a common groundwater and soil contaminant. It's widespread application mainly at degreasing and dry cleaning sites has lead to its accumulation in natural systems. Chlorinated solvents are considered the second most abundant contaminants after petroleum hydrocarbons. Acute (short term) exposure to PCE through inhalation may include irritation to upper respiratory tract and eyes, kidney dysfunction, dizziness, headache, sleepiness, and unconsciousness. While Chronic (long term) inhalation of tetrachloroethene have neurological effects, including sensory symptoms such as headaches, impairments in cognitive and motor neurobehavioral functioning and color vision decrements.

A number of abiotic processes may degrade chlorinated ethenes under both aerobic and anaerobic conditions.

Abiotic pathways include hydrolysis, elimination, dehydrohalogenation and hydrolysis. Many abiotic transformations of chlorinated ethenes occur at rates that are too slow to have significance in contaminant removal. Bioremediation, both natural and enhanced, has proven to be a powerful approach for remediating chlorinated solvents, including PCE. Under anaerobic conditions PCE is sequentially reduced to less-chlorinated and or non-chlorinated ethenes were chlorine atom is replaced by hydrogen in a process called reductive dechlorination that is also referred to as halorespiration.

The process depends on environmental factors that include the presence of strongly anaerobic conditions, availability of fermentable substrates, generation of molecular hydrogen (H2) and the presence and viability of the appropriate microbial population to facilitate the reaction. So far Dehalococcoides bacteria can degrade PCE to the final end products and they depend on hydrogen as the electron donor. The role of other anaerobic bacteria in the process is still under investigation.
the culture comes in providing the Dehalococcoides with the necessary hydrogen by fermenting utilisable substrates such as lactate, molasses, hydrogen releasing compound (HRC), emulsified vegetable oil, chitin, etc. (Newell et al. 2000). In this work, a biostimulation/bioaugmentation studies were carried out in lab scale microcosms and field pilot scale designed for a PCE contaminated site in Manhattan, KS (Figure 2). Biostimulation and bioaugmentation were used to enhance the rate and extent of biodegradation.

2. Materials and Methods

Ground water sampling

Ground water samples were collected from monitoring wells using a three stage pump. Three water samples were collected from each monitoring well with 5 ft (1.5 m) spacing between them, across the lower portion of the screened zone. Shallow wells were sampled at 18 (5.5 m), 23 (7 m) and 28 (8.5 m) ft below ground surface (dfs), while water from the deep wells was collected at 42 ft (13 m), 47 ft (14.3 m) and 52 ft (16 m) dfs. This sampling allowed detection of a concentration gradient in the monitoring wells and/or it could be considered as triplicate sampling from the same well. Order of sampling was always from the top to the bottom of the well. Samples were collected in 16.5 mL glass vials, filled to the top, and then immediately capped with mininert caps. Vials were then transported to the lab, and 1 mg/L resazurin added as a redox indicator. A 5 mL sample was taken out of the vial with a syringe leaving 5 mL of headspace. While liquid removed, the cap was loosened to allow air replacement. Vials were manually shaken and let stand at least an hour before head space analysis. The water removed was preserved in glass vials, closed with screw caps and stored in a cold room (4°C) for ion analyses the same day.

3. Microcosms Preparations

Reagents and Supply

Chemicals used in this research included, D-Glucose (Fisher Scientific, Fair Lawn, NJ), Yeast Extract (Sigma-Aldrich, Inc. St. Louis, MO), Soy Oil Methyl Ester (AG Environmental Products, L.L.C.), Methanol (Certified A.C.S. Fisher scientific Co. Fair lawn NJ), Lactic acid (Sigma-Aldrich, Inc. St. Louis, MO), Cheese Whey (AlmaCreamery, KS), Resazurin (Baltimore Biological Laboratory Inc. Baltimore, MD). Chlorinated ethenes were obtained from: PCE (Certified A.C.S., Fisher scientific Co. Fairlawn NJ), TCE (Aldrich Chemical Co. Inc., Milwaukee WI), cis-1,2-DCE (Chem. Service. West Chester PA. Purity 99.4%), VC (Chem. Service. West Chester PA), methane (Matheson Gas Products, A division of Will Ross Inc., E. Rutherford, NJ). The microbial culture KB-1, which was used in microcosm experiments was kindly provided by SiREM laboratories in Ontario, Canada. A 20 L batch of of KB-1 was purchased from SiREM for the pilot study (Figure 2.3). Hamilton gas tight syringes (Hamilton Company, Reno, Nevada) were used to inject gas phase samples into the gas chromatograph with 26 gauge needles, (SUPELCO, Bellefonte, PA). The clear glass 16.5 mL vials fitted with mininert Teflon caps were obtained from SUPELCO (Bellefonte, PA).

4. Water Microcosms

Water microcosms were prepared from different monitoring wells, at different times, to study the appropriate combinations of nutrients for biostimulation and bioaugmentation studies. Water was collected from wells into 1 L glass bottles, filled to the top, immediately capped, and brought to the lab. Microcosms were prepared by adding treatment nutrients to 16.5 mL glass vials, and then transferring water collected from the site so that final volume was 11 mL. Resazurin was added (1 mg/L) as a redox indicator. Vials were flushed with either argon or nitrogen to maintain anaerobic head space and sealed with mininert Teflon caps. Then 0.5 mL of PCE saturated gas was introduced to the treatment vials for water collected from monitoring wells other than MW-5 (which already contained high PCE). The vials were shaken and allowed to equilibrate for a few hours to overnight before analysis. Vials were maintained under ambient conditions for the duration of the experiment. Headspace analysis was done with a gas chromatograph. The KB-1 bacterial consortium from SiREM was used for bioaugmentation. The culture is sensitive to oxygen, so microcosms were first stimulated with nutrients before adding 10 μL of KB-1, usually after 2-3 days, when resazurin was reduced from blue to colorless. Redox potential at the colorless stage of resazurin is ~100 mV or lower, which is optimum for KB-1 microorganisms.

5. Cheese Whey Microcosms

Several microcosm experiments were prepared using liquid cheese whey. Cheese whey contains 5% lactose and therefore different concentrations were used in microcosms ranging from 0.01 to 0.5 percent of lactose content. Whey was used as sole nutrient and carbon source, or amended with soy oil methyl esters. One set used cheese whey that was filtered through 0.22 μm filter (CAMEO 25 NS Nylon filter) to eliminate microbial competition with KB-1. Microcosms with and without KB-1 were compared. Water from monitoring wells 5D, 8D and 9D was used for different sets of vials and the same method was used, as described above in water microcosms section. All microcosms were prepared in 16.5 mL clear glass vials, topped with mininert caps. Total volume of liquid phase was 12 mL. Resazurin (1 mg/L) was added as a redox indicator, and vials were flushed with nitrogen gas (30 s) after preparation and sealed immediately.

6. Pilot Study

Bioremediation Implementation

Nutrient injection

Table 1 lists the amount of each supplement and the tracer added to the nutrient solution during the injection on August 18, 2005. Glucose (40 g) and yeast extract (10 g)
Figure 1. Sequential reduction of PCE to ethene by anaerobic reductive dechlorination adapted from (AFCEE, 2004).

Figure 2. GIS aerial map showing location of PCE source (Oval shape), direction and width of contaminating plume (Dashed lines) in the pilot study area.
Table 1. Amount of SOME, lactate, yeast extract and KBr added in the nutrient solution for injection on August 18, 2005.

<table>
<thead>
<tr>
<th>Nutrient/Tracer</th>
<th>Deep Zone</th>
<th>Shallow Zone</th>
</tr>
</thead>
<tbody>
<tr>
<td>Water (L)</td>
<td>188</td>
<td>197</td>
</tr>
<tr>
<td>SOME</td>
<td>8</td>
<td>2</td>
</tr>
<tr>
<td>Lactate</td>
<td>0.8</td>
<td>0.8</td>
</tr>
<tr>
<td>YE</td>
<td>2</td>
<td>0.2</td>
</tr>
<tr>
<td>KBr</td>
<td>0.2</td>
<td>0.2</td>
</tr>
</tbody>
</table>

were added to approximately 200 L of groundwater on August 15, 2005 and incubated to obtain the anaerobic chase water. Soy oil methyl ester (SOME) acts as a slow electron donor while lactate and glucose (in chase water) act as fast electron donors to reduce the redox potential of groundwater. Yeast extract (YE) was added as a source of vitamins and minerals. Groundwater from MW-10S and MW-10D was pumped into four 55 gal barrels (approximately 200 L each) for preparing nutrient solution and anaerobic chase water. Injection of nutrient solution and chase water into the injection wells was carried out on Thursday, August 18, 2005 (considered as day 0). The injection process is explained in detail in Santharam (2008).

7. KB-1 injection

The KB-1 culture was purchased from SiREM, Ontario, Canada. After determining that the area around the injection wells had become reduced [based on the measured oxidation reduction potential (ORP) and dissolved oxygen (DO) values], and after migration of the tracer to down-gradient wells, a culture of KB-1 was injected through the injection wells, on October 13, 2005. The injection of KB-1 was preceded, as well as followed by, injection of low concentration of nutrient water. Each injection well first received 50 L of nutrient solution. The nutrient solution was prepared using groundwater from MW-9S and MW-9D that had been incubated, from October 10, 2005, with 1 L of SOME, 40 g of glucose, 0.5 L of lactate and 200 g of yeast extract in a 55 gal (approximately 200 L) barrel. Each injection well received 5 L of KB-1 culture; Flow of KB-1 was achieved by pressurizing the KB-1 vessel using a nitrogen cylinder. Injection of KB-1 was followed by injection of 50 L of the anaerobic chase water. The anaerobic chase water was prepared similar to the nutrient solution, described above, but without SOME and lactate.

8. Fall 2006

After demonstrating that lactic acid and SOME were successful in reducing PCE levels in samples collected from the pilot study area, we planned to use cheese whey as nutrient source in the field. Groundwater from MW-10 was used to dilute cheese whey for injection. Cheese whey inhibition at higher concentrations presents a problem in the field because higher concentrations are often introduced to account for dispersion that occurs within the aquifer. In the microcosm studies, the optimal concentration of cheese whey for PCE degradation (with and without KB-1) was 0.025%, with inhibition occurring at concentrations greater than 0.1%.

If we consider a 10-50 fold dilution, injection of about 0.5% cheese whey would disperse to the effective concentration range of 0.05% to 0.01%. In microcosms, 0.1% cheese whey resulted in a long lag time before reduction of PCE. While 0.05% whey supplies very little carbon, it is sufficient to fully reduce the levels of PCE typically observed in the field. Cheese whey contains about 50 g/L of sugars (mostly lactose). Dilution of cheese whey to 0.5% results in a concentration of about 250 mg/L or approximately 1.4 mM glucose equivalent. Depending on detailed reaction paths, this may be enough to reduce more than 1.4 mM of PCE because each glucose molecule provides a dozen active hydrogen molecules (H₂) as NADH, and each PCE needs four H₂. Theoretically, therefore, 0.05% cheese whey contains sufficient reducing power for 130 μM PCE.

On July 31, 2006, one day before the fourth nutrient injection, one liter of cheese whey, 40 g of glucose and 10 g of yeast extract were added to approximately 200 L of
groundwater pumped into a 55 gal barrel. The resulting concentration of cheese whey in the nutrient solution was 0.5%. The nutrient solution was prepared in four such barrels. On August 1, 2006 each injection well received 100 L of nutrient solution.

9. Analytical Methods

Gas chromatograph (Hewlett Packard 5890 Series II, Wilmington, DE) with FID detector and HP-1 column (Dimethyl Polysiloxane matrix, 30 m x 0.53 mm, Agilent Technologies, Wilmington, DE) was used to analyze chlorinated ethenes and methane. Hydrogen was used as the carrier gas. Injection temperature was 200 ºC and detector temperature was 300 ºC. Parameters were adjusted to obtain detectable peaks that could be distinguished from other compounds by elution time. Different isothermal temperatures were tested (80 ºC, 100 ºC, and 110 ºC). High column temperatures resulted in fast elutions but the peaks did not resolve very well from each other. Lower temperature allows good separation of the compounds, but took more time to finish the run. For example PCE elution time at 80 ºC was 4.1 min while at 110 ºC the PCE peak as detected after 2.2 min. At the end, a gas phase sample of 100 µL volume was taken with 100 µL Hamilton gas syringe, the column was set on an isothermal temperature of 100 ºC, and the run time was 5 min. The previous parameters were able to resolve chlorinated ethene peaks and methane. Gas flow rate was maintained at 1.5 mL/min. Detection limits were in the range of 1-10 µg/L for chlorinated ethenes; differences relate to the compounds and their Henry’s Constants. This analysis yields different headspace concentrations. Chlorinated ethene standards were prepared to determine elution times of different analytes of interest. A PCE standard was prepared once a month and run prior to each analysis to check the responses of the GC, and determine the relative elution times. The standard was prepared by injecting 10 µL of PCE liquid in a clean amber glass bottle of 4.2 L and allowing it to vaporize completely. The concentration of PCE in the standard bottle was 3.83 mg/L. At detection settings, elution times for chlorinated ethenes were as follow: PCE (2.7 min), TCE (1.6 min), DCE (1.1 min), VC (0.7 min) and Methane (0.6 min). Maintenance was done periodically to make sure that the gas chromatograph operation was uniform across the study. The injection septum (Thermogreen LB-2 / 11 mm diameter) was changed every 200 samples and inner glass column was cleaned every ~1000 samples. Methane and ethene were not resolved on this column at any temperature, and for that another GC was used. It was also difficult to create a calibration curve for vinyl chloride since the standard was prepared in methanol, and a large methanol peak masked the VC peak, even when water or sodium hydroxide was added to the standard.

10. Results and Discussion

Biostimulation Experiment

Water from MW-4D, MW-8S and MW-8D was used to study the extent of chlorinated ethene degradation upon stimulation of native microorganisms. In microcosms prepared with MW-4, methane was generated in the following treatments: SOME+YE, Glucose+ YE, Methanol, Methanol +YE, YE. About 50% of PCE decreased in SOME+YE treatment, and two thirds of PCE decreased in methanol and YE treatments. Trichloroethene (TCE) appeared after 6 weeks in SOME+YE, methanol+ YE and YE treatments. Unlike MW-4, addition of nutrients greatly enhanced reductive dechlorination of PCE in all vials except in SOME and methanol treatments. cis-Dichloroethene (c-DCE) was generated in the active microcosms in response to decrease of PCE concentrations during the second week of observation, but no further degradation of DCE was noted after 6 weeks. In general more frequent sampling events were needed to carefully monitor the variation of chlorinated ethene degradation. From this set of microcosms, wells had different responses to nutrient amendments. Dehalococcoides sp. that carries out complete degradation of PCE was either absent or not active under these conditions. Figure 3 shows microcosms results of MW-5 treated with nutrient solution with and without KB-1.

Cheese Whey

Cheese whey is a byproduct of the dairy industry and can be obtained inexpensively. Powdered whey is more costly, but easier to obtain, ship and store. First set of microcosms prepared with cheese whey was prepared to check if the lactate and vitamin B12 content in cheese whey was good for biostimulation and bioaugmentation studies. From here, several concentrations of cheese whey were tested (0.01%, 0.025%, 0.05%, 0.1% and 0.25%) and compared to YE + SOME combinations used in previous studies. As expected, microcosms prepared without KB-1 bacteria were similar to control and PCE remained dominant in the system. On the other hand, PCE concentrations dropped almost 90% in 0.025% whey treatment and had a lag phase of 10 days, and were similar to YE+ SOME treatments. PCE concentrations also dropped in 0.05% and 0.01% whey treatments, but required a longer lag phase of 20 days (Figure 4). It was noticed that higher concentrations of cheese whey (above 0.05%) seemed to inhibit KB-1 bacterial culture and PCE remained dominant through the study period. Meanwhile, 0.025% whey produced DCE when PCE concentrations dropped.

Groundwater Elevation

Precipitation affects the level of groundwater in the subsurface. Precipitation data was Variations in the data due to rainfall events, but generally groundwater table elevation grades between MW-8 and MW-12, and the general groundwater flow direction is to the east in both zones.

Chlorinated Ethenes in Pilot Study Area

Concentrations of PCE, TCE and DCE were plotted for three depths in deep and shallow wells. Deep well samples were collected at the following depths below top of casing: top (42 ft), mid (47 ft) and bottom (52 ft). Shallow wells sampled at the following depths: top (18 ft), mid (23 ft) and bottom (28 ft). Figures 5 to 7 represent chlorinated ethenes concentrations in deep zone of MW-8D, MW-9D and MW-10D respectively. In M-8D rapid decrease in PCE and increase in DCE concentrations were noticed.
Figure 3. Microcosm data of MW-5D showing (A) biostimulation and (B) bioaugmentation with KB-1. Vials amended with 0.01% Yeast extract (YE)+ 0.003% Soy oil methyl ester (SOME).

Figure 4. Cheese whey microcosms showing PCE degradation inhibition at concentrations greater than 0.05%.
Figure 5. Mean concentration of chlorinated ethenes in MW-8D. Injection of nutrients and bromide between MW-8 and MW-9 on day 0 (August 18, 2005); nutrients and KB-1 on day 56 (October 13, 2005); nutrients and bromide on day 197 (March 3, 2006); nutrients on day 348 (August 1, 2006).

Figure 6. Mean concentration of chlorinated ethenes in MW-9D. Injection of nutrients and bromide between MW-8 and MW-9 on day 0 (August 18, 2005); nutrients and KB-1 on day 56 (October 13, 2005); nutrients and bromide on day 197 (March 3, 2006); nutrients on day 348 (August 1, 2006).
after first injection event in day 0. After second nutrient injection with KB-1 PCE remained low and DCE concentrations decreased. PCE concentrations then increased to about 10 μM before the third nutrient injection in day 197, and decreased rapidly after nutrient addition accompanied by DCE generation which soon decreased to lower levels and remain low for long time (750 days). Similar trend was also followed after last nutrient injection on day 348. Monitoring the well further we noticed that PCE concentrations are rebounding, but did not reach initial concentrations. This is perhaps due to decrease in microbial biomass and reducing conditions at the site.

MW-9D showed a dramatic response due to nutrient and KB-1 addition. PCE concentrations dropped from about 80 μM before KB-1 to about 10 μM after third nutrient feeding. DCE was generated after PCE decrease then decreased to low levels until about 750 days when concentrations start to rebound to about 7 μM for DCE after 1000 days and around 23 μM for PCE after the same time (Figure 3.78). In MW-10, PCE and DCE concentrations were fluctuating and not reflecting what is happening in MW-9D indicating that this well is receiving water from another path that can create that rebound of PCE concentration to about 40 μM before the nutrient injection in day 197. Total CEs concentrations decreased to 10 μM after 500 days and remained steady until they started to rise again.

Shallow wells in general had lower PCE concentrations than deep wells (< 10 μM) except for MW-10S that had a higher value of 17 μM. MW-8S was not affected much with nutrient addition and concentrations remain similar across the study. In MW-9S, PCE concentrations decreased following bacterial injection then rebounded. This was also the case when nutrients were added on day 348. After 1000 days PCE concentrations in this well were close to the starting point at around 6 μM. In MW-10S first response was detected after 230 days when PCE concentrations decreased and DCE increased. Now DCE has gone back to background values while PCE concentrations are reaching initial values.

11. Impact Downstream from the Point of Injection

The results that are presented for MW-9D, MW-10D, and MW-12D show that the nutrients and KB-1 move downstream with the water that is flowing to the east. For MW-10D, the concentrations of DCE, which are more than 20 μM between 200 and 300 days, are larger than those that are observed for MW-9D. Similarly, there are concentrations of DCE for MW-12D that exceed 30 μM between 350 and 450 days. This and other aspects of the data for MW-10D and MW-12D provide evidence that there is microbial action downstream of the injection point as one would expect. The observed times when the DCE concentration reaches 20 μM are about 20 days for MW-8D, 50 days for MW-9D, 80 days for MW-10D, and 300 days for MW-12D. The impact of KB-1 on the DCE concentration and CE concentration has a greater time lag; if we examine when the CE concentration is less than 30 μM, the values are about 130 days for MW-8D and MW-9D, 310 days for MW-10D, and 570 days for MW-12D. The KB-1 movement in the aquifer is slower than the nutrient movement, but there is evidence that both move downstream and have an impact downstream. The expectation is that the nutrients and the KB-1 are dispersed with time to locations that are north and south of MW-10D and MW-12D as well as at the well location.
12. Conclusions

Laboratory Studies
Microcosms experiments indicate that SOME, glucose, lactate, yeast extract, and cheese whey are good electron donors for chlorinated ethene biodegradation. Biostimulation of native microbes results in PCE conversion to DCE, while bioaugmentation with KB-1 bacterial culture was necessary to promote complete degradation of PCE to the end products methane and ethene. Cheese whey provided a good source of carbon and vitamins and can be used in biodegradation studies, though, inhibition of bacterial activity with high cheese whey concentrations was observed. This was due to acid formation and below optimal pH for growth. Therefore, use of cheese whey should be monitored in terms of concentration and perhaps frequency of addition. Adding small and frequent increments would work better than one bulk application that has a high chance of acidifying the aquifer. It seems that the complex nature of cheese whey would support microbial growth for a long time. It can be added monthly as recommended previously (Moretti, 2005 and AFCEE, 2004). Use of cheese whey will reduce cost of treatment, but this may not apply if pH control is needed. The soil has low buffering capacity at the pilot study area and therefore, careful optimal concentrations of cheese whey should be applied for remediation. Nutrients should be added to maintain KB-1 activity for long period; otherwise the microbial activity may be affected.

Field Studies
Soil tests at the pilot study area revealed that the subsurface is silty clay in the shallow zone grading to more silty sand soil in the deep zone. Tracer studies show that groundwater flow direction is toward the east in shallow and deep zones. Groundwater elevation is influenced by precipitation events. The hydraulic gradient is higher in the shallow zone than the deep zone and this may support the fact that ground water velocity is higher in the shallow zone than the deep zone. Two tracer studies, which were done during the bioremediation study, found that groundwater velocity decreased from 2004 to 2006 due to biomass growth near the injection sites. The results show that KB-1 was successfully established in this location as noted from the decrease in DCE and the total chlorinated ethenes concentrations. The rates of chlorinated ethene degradation in the field is slower than that of microcosms due to difference in temperature of groundwater of about 19 ºC and the incubation temperature of microcosms at 23 ºC that result in faster microbial growth and enhanced activity. When nutrient feeding was stopped CE concentrations remained low for a long time after the last nutrient feeding, suggesting that substrates used may have provided a long term hydrogen source at the site. The biomass formed earlier would provide a source of organic substrates that can be used to sustain active dehalorespiring organisms and reduce biomass volume. This can also be noted when the final tracer study was conducted, which shows that ground water velocity is approaching the initial state.
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Abstract

The current potential of various renewable energy resources in Jordan is discussed. New sites for wind energy exploitation are assessed and the pre-installation phase is started. On the other hand, it is shown that a large part of electrical load in Jordan is consumed during the daytime, when the solar power can be efficiently used. The pattern of wind energy variation is highly agreed with prevailing peak demands and corresponding peak hours. In this regard, the present paper investigates the degree of agreement between the load variation patterns and the power generated by the renewable energy sources. This includes the bulk power and the home scale consumption. Daily and seasonally load curves will be analyzed and correlated with solar and wind generated power curves. The data from existing wind farms will be used to enhance this study. Finally, the present paper highlights the necessity for reviewing and updating the energy strategies in Jordan
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1. Introduction

Jordan is a key country in the Middle East region. Despite being adjacent to several oil-rich countries, Jordan struggles to secure its resources of energy especially when the prices of oil go up. A large portion of its budget is spent on importing oil from various countries. The problem is aggravated year after year due to the growth in population and increase in electricity demand. The industrial development requires more fuel consumption and continuous operation of power plants. Therefore, the search for alternative energy sources has become an imminent issue in Jordan.

Renewable energy sources are fundamentally different from fossil fuel or nuclear power plants because of their widespread occurrence and abundance. The primary advantage of many renewable energy sources are their lack of greenhouse gas and other emissions in comparison with fossil fuel combustion. Most of the renewable energy sources do not emit any additional carbon dioxide and do not introduce any risk such as nuclear waste.

Concerning the potential of renewable energy sources, they have the ability to supply several times the present world energy demand. They can enhance energy markets, secure long-term sustainable energy supplies, and reduce local and global atmospheric emissions. They can also provide commercially attractive options to meet specific needs for energy services (particularly in developing countries and rural areas), create new employment opportunities, and offer possibilities for local manufacturing of equipment [1].

Despite the significant progress achieved in renewable technologies, many fields are still at an early stage of development and not technically mature. If an effective research is applied in a modern way, renewable energy sources are considered highly responsive to overall energy policy guidelines and environmental, social, and economic goals [2]. One of the renewable energy critical issues is the degree of matching between renewable energy production and load patterns. Therefore, electrical grid storage was one of the most important storage methods advocated by the renewable energy community. With this method, it is possible to deeply exploit these resources in its 24-hour, 7-day cycle by using peak load equipment to meet the daily peaks.

In the present work, a special emphasis is devoted to the assessment of renewable energy potential and the possibility of its deep exploitation in Jordan. This includes studying the potential of renewable energy, the variety of load patterns, their characteristics and matching schemes with renewable sources production. The daily and seasonally changes of renewable energy yield are compared with various loading curves for different sectors of consumers.

2. Renewable Energy Characteristics

Solar electric generation is a daylight process, whereas most homes have their peak energy requirements at night.
Domestic solar generation can thus feed electricity into the grid during peak times during the day, and domestic systems can then draw power from the grid during the night when overall grid loads are down. This results in using the power grid as a domestic energy storage system, and relies on the 'net metering', where electrical companies can only charge customers for the amount of electricity used in the home that is in excess of the electricity and fed back into the grid.

Today's peak-load devices are used to provide infill capacity in a system relying heavily on renewables. The peak capacity would complement large-scale solar thermal and wind generation, providing power when they were unable to. Improved ability to predict the wind availability greatly enhances the utilization of this resource. Several countries have shown successful achievements in this field. In Germany, for instance, it is possible to predict wind generation output with 90% certainty 24 hours ahead. This means that it is possible to deploy other plants more effectively so that the economic value of wind contribution is increased.

3. Electrical Load Variation in Jordan

Electrical load forecasting is one of the major tasks, which continuously makes a challenge to the load management engineers in every electrical power system. There are several factors included in the load forecasting system which have demographic, political, climatic and economical attributes. The load curves are produced in daily, monthly and yearly forms. Figure 1 shows the daily load curves for typical working days in January, April, July and October months of the year 2005. This figure illustrates the monthly variation of the Jordanian electrical load in year 2005, whereas Figure 3 elucidates the distribution of this load in sector form. The daily and nightly patterns of load variation are closed to each other. A significant part of industrial, commercial and water pumping loads are mainly daily loads. Most of the organizations, official departments, educational and academic institutions consume their loads during the daytime. Figure 4 shows a sample of an hourly load variation in one of the faculties at Yarmouk University in Jordan.

4. Power Supply using Renewables

The attempts to introduce a complete or partial replacement to the conventional sources of electrical energy did not stop since the 1950s. The intermittent nature of renewable energy was the main risk of these sources. However, several remarkable achievements have been done in the last two decades, which make the renewable energy one of the strong alternatives to the conventional sources. The role of renewable energy in any country depends on the availability of the resources such as wind, solar radiation, geothermal and biomass. The assessment of load variation pattern is important to determine the best way of renewable energy exploitation. Therefore, it is important to find the degree of matching between the local loads and renewable energy generation schedule. In this context, it is known that the hot summer months in general, and July in particular, are associated with a high rate of electricity consumption in Jordan. With a mean temperature of more than 35°C, most of the summer load consists of electric fans, water pumps and air conditioning. Luckily, the
best months for wind energy production in Jordan are the summer months as shown in Figure 5. Therefore, the agreement between the wind energy production and the monthly load behaviour increases the importance of existing and planned wind farms. This is a good reason for promoting wind energy projects in Jordan.

One of the most important factors to be considered in solar energy field is the sun shine period. Long hours of sun shine means more energy received from the sun. This factor is very important when comparing the long daytime in the summer with short days in winter. Table 1 shows Mean Daily Global Solar Energy Radiation KWh/m² as measured by the Jordanian Meteorological department stations.

<table>
<thead>
<tr>
<th>Station</th>
<th>MDA</th>
<th>March</th>
<th>April</th>
<th>May</th>
<th>June</th>
<th>July</th>
<th>August</th>
<th>September</th>
<th>October</th>
<th>November</th>
<th>December</th>
<th>Year</th>
</tr>
</thead>
<tbody>
<tr>
<td>Amman</td>
<td>3.0</td>
<td>4.0</td>
<td>5.0</td>
<td>6.0</td>
<td>7.0</td>
<td>8.0</td>
<td>9.0</td>
<td>10.0</td>
<td>11.0</td>
<td>12.0</td>
<td>1.0</td>
<td>0.0</td>
</tr>
<tr>
<td>Aqaba</td>
<td>3.5</td>
<td>4.5</td>
<td>5.5</td>
<td>6.5</td>
<td>7.5</td>
<td>8.5</td>
<td>9.5</td>
<td>10.5</td>
<td>11.5</td>
<td>12.5</td>
<td>1.5</td>
<td>0.5</td>
</tr>
<tr>
<td>Deir Aiba</td>
<td>2.9</td>
<td>3.9</td>
<td>4.9</td>
<td>5.9</td>
<td>6.9</td>
<td>7.9</td>
<td>8.9</td>
<td>9.9</td>
<td>10.9</td>
<td>11.9</td>
<td>1.9</td>
<td>0.9</td>
</tr>
<tr>
<td>Eilat</td>
<td>3.7</td>
<td>4.7</td>
<td>5.7</td>
<td>6.7</td>
<td>7.7</td>
<td>8.7</td>
<td>9.7</td>
<td>10.7</td>
<td>11.7</td>
<td>12.7</td>
<td>1.7</td>
<td>0.7</td>
</tr>
<tr>
<td>Irbid</td>
<td>3.5</td>
<td>4.5</td>
<td>5.5</td>
<td>6.5</td>
<td>7.5</td>
<td>8.5</td>
<td>9.5</td>
<td>10.5</td>
<td>11.5</td>
<td>12.5</td>
<td>1.5</td>
<td>0.5</td>
</tr>
<tr>
<td>Ma'an</td>
<td>3.3</td>
<td>4.3</td>
<td>5.3</td>
<td>6.3</td>
<td>7.3</td>
<td>8.3</td>
<td>9.3</td>
<td>10.3</td>
<td>11.3</td>
<td>12.3</td>
<td>1.3</td>
<td>0.3</td>
</tr>
<tr>
<td>Madaba</td>
<td>3.2</td>
<td>4.2</td>
<td>5.2</td>
<td>6.2</td>
<td>7.2</td>
<td>8.2</td>
<td>9.2</td>
<td>10.2</td>
<td>11.2</td>
<td>12.2</td>
<td>1.2</td>
<td>0.2</td>
</tr>
<tr>
<td>Madaba</td>
<td>3.2</td>
<td>4.2</td>
<td>5.2</td>
<td>6.2</td>
<td>7.2</td>
<td>8.2</td>
<td>9.2</td>
<td>10.2</td>
<td>11.2</td>
<td>12.2</td>
<td>1.2</td>
<td>0.2</td>
</tr>
<tr>
<td>Ma'an</td>
<td>3.2</td>
<td>4.2</td>
<td>5.2</td>
<td>6.2</td>
<td>7.2</td>
<td>8.2</td>
<td>9.2</td>
<td>10.2</td>
<td>11.2</td>
<td>12.2</td>
<td>1.2</td>
<td>0.2</td>
</tr>
<tr>
<td>Ma'an</td>
<td>3.2</td>
<td>4.2</td>
<td>5.2</td>
<td>6.2</td>
<td>7.2</td>
<td>8.2</td>
<td>9.2</td>
<td>10.2</td>
<td>11.2</td>
<td>12.2</td>
<td>1.2</td>
<td>0.2</td>
</tr>
</tbody>
</table>

The following table shows the mean daily sun shine hours as measured by the Jordanian Meteorological department stations:

5. Current projects in Renewable Energy

The distributed generation is a new trend in power systems, which is seriously looked to it as an alternative to conventional power generation. This concept is important to prevent blackouts, which can be avoided if an area did not depend only on one power plant. Renewable energy makes distributed systems more feasible because energy can be generated near the demand centers, reducing the need for long transmissions lines going through rural and urban landscapes, and by reducing the power loss across those lines. Moreover, the standard size for a new utility plant can be significantly reduced, and utilities are not eager to risk in such long-term investments.

Most renewable forms of energy, other than geothermal and tidal, are in fact stored solar energy. Renewable energy resources may be used directly as energy sources, or used to create other forms of energy. Examples of direct use are solar ovens, geothermal heat pumps and mechanical wind turbines. Examples of indirect use in creating other energy sources are electricity generation through wind turbines and photovoltaic cells.

6. Discussion

The continuous growth in electrical energy demand has put the decision makers in a critical situation. Therefore, the number of people who ask for exploitation new and renewable energy sources are in continuous increase day after day. With the presence of high potential sites, from the renewable energy point of view, there is no excuse for those who oppose this type of energy to wait more time. The daily load variation has shown two peak-periods, one in the mid of the day and the other in the evening. The first peak period agrees well with the sunshine time in winter, whereas the two peak periods can lie in the long summer sunny hours. Jordan can be divided into five solar radiation regions. The first region is the southern region, which is located 29.0-30.5 N, 35.0-38 E. This region is represented by Ma’an and Aqaba areas and has the highest solar
insolation in the country. In this regard, the annual daily average values of global irradiance are estimated between (6-7) KWh/m² and (1.2 – 1.35) KWh/m² for diffuse irradiance. The second region is the eastern region, which is located 30.5-32.5 N, 36.0-39 E. This region represents the semi desert and (Badia) remote areas in the country. Annual daily average values are about 5.5 and 1.5 KWh/m² for global and diffuse irradiance respectively. The annual daily average of sunny hours is about 9 hours. The third region is the middle region which is located at 30.5-32.0 N, 35.5-36.5 E. In comparison with other regions, this area has the highest annual average value of diffuse irradiance ranging between 1.6 and 1.9 KWh/m². The global irradiance is about 5.5 KWh/m² in this region. The fourth region is the northern region (32.0-33.0 N, 35.5-36.5 E). In this region the annual daily average values of global irradiance are about 5.0 KWh/m² and about 1.5 KWh/m² for diffuse solar irradiance. The last region is the western region (30.5-33.0 N, 35.0-35.5 E). This region represents the Jordan Rift Valley areas, where the elevation of areas is below the sea level (from –170m at Baqora to –250m at Ghor Safi). This region is very hot in summer and warm in winter.

The high values of solar energy radiation, shown in Table 1, illustrate that the solar energy exploitation in Jordan is possible and gives better results than that in other countries. Unfortunately, the projects in this field are still small and of experimental type rather than of commercial form. The long sunny days, shown in Table 2, add another incentive factor to employ this energy in large scale. It is worth mentioning here that, even the stand alone exploitation of solar energy is technically and commercially viable. The load pattern shown in Figure 4 illustrates the possibility of employing solar energy for supplying large sector of loads with fixed pattern.

Concerning wind energy resources in Jordan, there are tens of places known by their high wind speed and long windy times. The existing wind farms in Hofa and Ibrahimia are good examples of wind energy projects. These farms are connected to the national grid and characterized by a high availability and excellent capacity factors. The agreement between the power output of these farms and the annual load curve shows that these farms can significantly participate in reducing the burden on the national grid in summer, when the load reaches its peak. The preliminary research for new wind energy resources has revealed that tens of places have wind speed greater than 5 m/s. Currently, there is a plan for three wind farms with Maximum capacity of 30 MW each. These farms are distributed among three sites in the northern and southern regions of Jordan.

The exploitation of biomass and energy from waste was just started in Jordan. There are several projects in different places, mainly close to the big cities with heavy population.

7. Conclusions

The daily load curve of the Jordanian network has two peak periods, in midday and evening hours. Large sector of Jordanian electrical load can greatly benefited from the high irradiance and long sunny days whether these loads are connected to grid or stand alone. The existing and planned projects for small and large wind farms are important for establishing a good alternative for existing conventional sources of energy. The movement from small, pilot and experimental renewable energy projects is a must and inevitable.
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Abstract

In this paper, we study the performances of the cascade of the photovoltaic cell with the multilevel neutral point clamped (NPC) voltage source inverter (VSI).

In the first part, we remind the model of the double stator induction motors (DSIM). Then, we develop knowledge and control models of this inverter using the connection functions of the semi-conductors. After that, we propose a PWM strategy to control this converter. In this part, the inverter is fed by constant input DC voltages. In the last part, we study the performances of the constituted by two photovoltaic cells – two three-level NPC VSI - DSIM. The results obtained confirm the good performances of the proposed cascade.

Keywords: Multilevel inverter; Generator Cells; Photovoltaic; Control; DSIM.

1. Introduction

Nowadays, the main energy supplier of the worldwide economy is fossil fuel. This, however has led to many problems such as global warming and air pollution. Therefore, with regard to the worldwide trend of green energy, solar power technology has become one of the most promising energy resources. The number of PV installations has had an exponential growth [1]. One of the most important types of PV installation is the grid connected inverter configurations. These grid connected PV systems can be categorized from two viewpoints: PV cell and inverter configurations. The PV cell arrangements fall into four broad groups: centralized technology, string technology, multi-string technology and AC-module and AC-cell technologies [2].

All approaches have advantages and disadvantages [2], [3]; and will compromise various attributes such as harmonic generation, complexity, efficiency, flexibility, reliability, safety, modularity and cost. However, for residential PV installations, the most suitable configuration seems to be the string or multistring technologies where one or more strings of PV cells are connected to a single inverter. Using this type of configuration, there will be no losses associated with the string diodes compared to centralized technology. Moreover, independent Maximum Power Point Tracking (MPPT) is possible for all strings which might be installed in different sizes and orientations. This also increases the overall efficiency under special circumstances like partial shadowing.

There are different approaches to implement string and multi-string topologies. Usually, these modules consist of a solar array and a DC to DC converter controlled by a MPPT algorithm. Afterwards, the outputs of the DC/DC converters build up a DC voltage which is then converted to AC by means of an inverter [4]. The other possibility is to use multilevel. PV systems categorized by different PV cell configurations and inverter types topologies which are able to generate better output quality, while operating at lower switching frequency. This implies lower switching dissipation and higher efficiency. Moreover, this topology utilizes switches with lower breakdown voltage; therefore, it can be used in higher power applications at lower cost. It is worth mentioning that although the number of switches in this approach is higher than other two level topologies, for a sufficient high number of levels, the output filter can be avoided which means less weight, cost and space.

On the other hand, even with the same size of filter at the output, the switching frequency can be decreased which means higher efficiency. In general, a greater number of switches in multilevel converters can be justified since the semiconductor cost decreases at a much greater rate than the filter components cost. This project the total cost of multilevel converters to be comparable or even lower than that of two-level converters.

This paper presents the performances of the cascade of the photovoltaic cells with the multilevel NPC inverter.

Simulation results obtained confirm the good performance of the proposed cascade.
2. Model of the DSIM

The model of the double stator induction machines (DSIM) is given in figure1 [5], [6].

Figure 1. DSIM schema

Park model of the DSIM, with P pairs of poles, is defined by the following equations system [7], [8]:

\[
\begin{align*}
V_{sd1} &= r_s i_{sd1} + \frac{d\phi_{sd1}}{dt} - \omega \phi_{sq1} \\
V_{sq1} &= r_s i_{sq1} + \frac{d\phi_{sq1}}{dt} + \omega \phi_{sd1} \\
V_{sd2} &= r_s i_{sd2} + \frac{d\phi_{sd2}}{dt} - \omega \phi_{sq2} \\
V_{sq2} &= r_s i_{sq2} + \frac{d\phi_{sq2}}{dt} + \omega \phi_{sd2} \\
V_{rd} &= r_i i_{rd} + \frac{d\phi_{rd}}{dt} - \omega g l \phi_{rq} \\
V_{rq} &= r_i i_{rq} + \frac{d\phi_{rq}}{dt} + \omega g l \phi_{rd}
\end{align*}
\]

The electromagnetic torque is given by the following expression:

\[
C_{em} = p \cdot \frac{L_m}{L_m + L_r} \left[ \phi_{rd} (i_{sq1} + i_{sq2}) - \phi_{rq} (i_{sd1} + i_{sd2}) \right]
\]

The model of the DSIM in the Park frame is given by figure2.

3. Modelling of Three Level NPC VSI

3.1. The three-level NPC VSI structure

The three-level NPC VSI is constituted by three arms and two DC voltage sources [9], [10]. Every arm has four bi-directional switches in series and two diodes (Figure3) [7].

Figure 3. The three-level NPC inverter
3.2. Knowledge model

The switch connection function $F_{km}$ indicates the opened or closed state of the switch $TD_{km}$.

We define two a half arm connection function $F_{km}^b$ with:

$$m = \begin{cases} 0 & \text{for the lower half arm} \\ 1 & \text{for the upper half arm} \end{cases}$$

For an arm $k$ of the three-phase three-level NPC, several complementary laws controls are possible. The control law which lets an optimal control of this inverter is:

$$B_{K4} = \overline{B}_K 1$$
$$B_{K5} = \overline{B}_K 2$$

Where $B_{K}$ represents the gate control of the switch $TK_{k}$.

We define the half arm connection function $F_{km}^b$ and $F_{km}^o$ associated respectively to the upper and lower half arms.

Where $i$ is arm number ($i=1, 2, 3$).

$$F_{11}^b = F_{11} F_{12}$$
$$F_{11}^o = F_{13} F_{14}$$
$$F_{21}^b = F_{21} F_{22}$$
$$F_{21}^o = F_{23} F_{24}$$
$$F_{31}^b = F_{31} F_{32}$$
$$F_{31}^o = F_{33} F_{34}$$

The output voltages of the inverter relatively to the middle point $M$ are defined as follows:

$$\begin{bmatrix} V_{AM} \\ V_{BM} \\ V_{CM} \end{bmatrix} = \begin{bmatrix} F_{11}^b \\ F_{21}^b \\ F_{31}^b \end{bmatrix} U_{c1} - \begin{bmatrix} F_{10}^b \\ F_{20}^b \\ F_{30}^b \end{bmatrix} U_{c2}$$

This system shows that the three-level can be considered as two two-level voltage source inverters in series. This characteristic lets us to extrapolate the strategies used.

The input currents of the inverter are given as follow:

$$\begin{cases} i_{d1} = F_{11}^b i_1 + F_{21}^b i_2 + F_{31}^b i_3 \\ i_{d2} = F_{10}^b i_1 + F_{20}^b i_2 + F_{30}^b i_3 \end{cases}$$

The current $i_{d0}$ is defined by the following relation:

$$i_{d0} = (i_1 + i_2 + i_3) - i_{d1} - i_{d2}$$

4. PWM Strategy of the Five Level NPC VSI

The inverter is controlled by the space vector modulation strategy which uses two bipolar carriers.

This strategy is characterized by two parameters [8], [11]:

- The modulation index $m$ is defined as a ratio between the carrier frequency $f_c$ and the reference voltage frequency $f$:
  $$m = \frac{f}{f}$$

- The modulation rate $r$ is the ratio between the magnitude $V_m$ of the reference voltage and three times of the carrier’s magnitude:
  $$U_{pm}: \ r = \frac{V_m}{U_{pm}}$$

Figure 4 shows the signals of this strategy.

![Space vector modulation strategy](image)

Figure 4. Space vector modulation strategy

![Simple voltage of the inverter and its spectrum](image)

Figure 5. Simple voltage of the inverter and its spectrum

![The adjusting characteristic of the output voltage of the inverter](image)

Figure 6. The adjusting characteristic of the output voltage of the inverter
For even values of m, the output voltages present symmetry relatively to the quarter of the period. Then, only odd harmonics exist. These harmonics gather by families centred around frequencies multiple of 4mf. The first family centred around frequency 2mf is the most important in view of its magnitude (Figure 5).

The modulation rate r lets linear adjusting of fundamental magnitude from $r = 0$ to $r_{max} = 1.15$ (Figure 6).

The harmonics rate decreases when r increases (Figure 6).

5. Cascade of two Photovoltaic Generator – two Three-Level NPC VSI-DSIM

Until now, we have supposed the input DC voltages of the three-level NPC VSI constants. In this part, the authors study a generation input DC voltage technique. For this, we propose a cascade constituted by two photovoltaic generator-two three-level NPC VSI which feeds a DSIM (Figure 7).

5.1. Modelling of Photovoltaic Generator

The building block of the PV array is the solar cell, which is basically a p-n semiconductor junction that directly converts light energy into electricity. Since the invention of solar cells, several models have been proposed to describe its function and behavior under different weather conditions (light and temperature) [12]. In this paper, we present the model with one exponential (diode) [13], [14]. The equivalent circuit is shown in figure 8.

To simulate a PV array, a PV simulation model which was obtained using Matlab/Simulink, was used based on the following equation:

$$I_g = I_{ph.g} - I_s \left[ \exp \left( \frac{V_g + R_s I_g}{q A k T} \right) - 1 \right] - \frac{V_g + R_s I_g}{R_{sh.g}}$$

where $I$ is the PV array output current (A); $V$ the PV array output voltage (V); $I_{ph}$ is the photocurrent depends on the solar radiation and the cell temperature; $I_s$ is the cell reverse saturation current varies with temperature; $R_s$ is the series resistance; $R_{sh}$ is the shunt resistance, $q$ is the charge of electron = 1.602 x 10^{-19} C; $k$ is the Boltzmann’s constant $k = 1.381.10^{-23}$ J/K; $A$ is the pn junction ideality factor; $T$ is the cell temperature (K) and $g$ is the gap.

In our case, we have used photovoltaic generator MSX-83 composed by 36 cells in en series. The characteristics of a PV cell of changes in current and power based on the voltage of the PV cell is shown in figures 9 and 10 for a temperature T = 25° and light E = 1000W/m².
5.2. Modelling of Intermediates Filters

The model of these filters is defined by the following system:

\[
\begin{align*}
C_K \frac{dU_{CK1}}{dt} &= I_{pvK} - I_{dK1} \\
C_K \frac{dU_{CK2}}{dt} &= I_{pvK} - I_{dK2}
\end{align*}
\]

K: Number of the intermediate filters (K=1, 2).

5.3. Simulation Results

The parameters of the intermediate filter are: \(C_{11}=C_{12}=C_{21}=C_{22}=10\text{mf}\).

We note that the currents \(i_{d11}\) and \(i_{d21}\) are respectively the opposite of the currents \(i_{d12}\) and \(i_{d22}\). The currents \(i_{d10}\) and \(i_{d20}\) have a mean value practically null (Figure 11). The output voltages of inverter \(V_{a1}\) and \(V_{a2}\) are practically sinusoidal (Figure 12). The performance of the speed control algorithm of the DSIM shows that the current of the machine nearly is sinusoidal; the speed follows quietly its reference. The speed and the torque effect for the charge variation between two instants \(t=1.5s\) and \(t=2.5s\) (Figure 13).

6. Conclusions

After a brief introduction of different possible choices for inverters in Photovoltaic applications, it is shown that the Cascaded Multilevel Converter is a suitable choice for PV systems. The paper presents the performance of the cascade of the photovoltaic cell with the multilevel inverter.

The simulation results show that the performances obtained with this cascade are full of promise to be using this inverter in renewable energy.
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Abstract

In this study, the correlation between macroscopic and microscopic properties of the II-IV semiconductor compounds ZnX (X=S, Se, Te) manufactured in photovoltaic window layers is investigated. Based on constructing orthonormal tensor basis elements using the form-invariant expressions, the elastic stiffness for cubic system materials is decomposed into two parts; isotropic (two terms) and anisotropic parts. A scale for measuring the overall elastic stiffness of these compounds is introduced and its correlation with the calculated bulk modulus and lattice constants is analyzed. The overall elastic stiffness is calculated and found to be directly proportional to bulk modulus and inversely proportional to lattice constants. A scale quantitative comparison of the contribution of the anisotropy to the elastic stiffness and to measure the degree of anisotropy in an anisotropic material is proposed using the Norm Ratio Criteria (NRC). It is found that ZnS is the nearest to isotropy (or least anisotropic) while ZnTe is the least isotropic (or nearest to anisotropic) among these compounds. The norm and norm ratios are found to be very useful for selecting suitable materials for electro-optic devices, transducers, modulators, acousto-optic devices.

Keywords: Overall Stiffness, Bulk Modulus, Anisotropic Materials, Window Layer Compounds.

1. Introduction

Nowadays, the necessity of alternative energy use is widely accepted. In solar energy technology, thin film solar technology based on the II-IV semiconductor compounds, is very promising due to lower production costs and shorter energy pay back times [1]. For these compounds, a successful interface between absorber and buffer layers with alternative and promising non-toxic materials requires compositional and electronic material characterization as a prerequisite for understanding and intentionally generating interfaces in photovoltaic devices [1]. On the other hand, stability of ZnTe/ZnS solar cells is of concern for their application in space, where the cells have to withstand high energy particles, mainly electrons and protons that can cause severe damage in solar cells up to a complete failure. Therefore, the radiation hardness and damage mechanism of the ZnTe solar cells is associated with the overall elastic stiffness and bulk modulus [3]. Most of the elastic materials in engineering applications are, with acceptable accuracy, considered as anisotropic materials such as metal crystals (due to the symmetries of the lattice), fiber-reinforced composites, polycrystalline textured materials, biological tissues, and photovoltaic materials. The wide-gap II-VI semiconductors, well known anisotropic materials used in high technology, have received much attention in the past decades since they have important applications in short-wavelength light-emitting diodes (LEDs), laser diodes and optical detectors [3]. Moreover, semiconductor materials constitute today basic components of emitters and receivers in cellular, satellite, solar cells, and photovoltaic systems. Their electronic and structural properties of such systems are subject of considerable interest in nanotechnology as well. For the semiconductor compounds ZnS, ZnSe, and ZnTe, the zinc-blend structure (ZB) has the lowest minimum total energy. With respect to classical II-VI semiconductors, the ZnS, ZnSe, and ZnTe compounds have attracted much attention in recent years for their great potential in technological applications [3]. They have a high melting point, high thermal conductivity, and large bulk modulus. The hardness and large bulk modulus of these anisotropic materials make them ideal protective coating materials in photovoltaic applications [4]. These materials can, therefore, be used for optoelectric devices in which the availability of light sources in the mid-infrared spectral region is crucial for many applications, i.e., molecular spectroscopy and gas-sensor systems for environmental monitoring or medical diagnostics [5]. Being stable to high
temperatures and can be made of sufficiently insulating allows precise measurements of piezoelectric, elastic, and dielectric constants. For such data eventually a fully quantum-mechanical description is essential in order to serve to verify a quantitative theory of piezoelectricity and elasticity in these structures. These covalent materials have been extensively studied for their intrinsic structural, optical, and elastic properties such as energy gap, charge density, lattice constants and bulk modulus [1-36]. However, bulk modulus has been found to correlate well with strength and hardness in many materials and those with largest bulk moduli are usually expected to be the hardest materials [7]. Therefore, one of the important parameters that characterize the physical property of a material system is the material stiffness and its corresponding bulk modulus which measures the degree of stiffness or the energy required to produce a given volume deformation. The bulk modulus reflects important bonding characters in the material and, for many applications, is used as an indicator for material strength and hardness. Early experimental and theoretical investigations for bulk modulus were reported in [6,8]. Cohen [6] obtained an empirical expression for the bulk modulus based on the nearest-neighbor distance. His theoretical and experimental results were in agreement. Lam et al. [8] obtained an expression for bulk modulus using the total energy method with acceptable results. The bulk modulus for the semiconductor compounds was found to be inverse proportionally correlated to the lattice constants [8,17].

Historically, the study of anisotropic elastic materials has been synonymous with study of crystals. It is, therefore, natural to seek to characterize physical properties of crystal by constants (or invariants) whose values do not depend upon the choice of the coordinate system. Using several decomposition methods, these invariants were investigated such as photo elastic coefficients [37], piezoelectric coefficient [38] and elastic stiffness coefficients [39-42]. Physical properties are intrinsic characteristics of matter that are not affected by any change of the coordinate system. Therefore, tensors are necessary to define the intrinsic properties of the medium that relate an intensive quantity (i.e. an externally applied stimulus) to an extensive thermodynamically conjugated one (i.e. the response of the medium). Such intrinsic properties are the dielectric susceptibility, piezoelectricity, and the elasticity tensors. Several studies were conducted to reveal the physical properties using decomposition methods for piezoelectric and elastic tensors [37-45]. An interesting feature of the decompositions is that it simply and fully takes into account the symmetry properties when relating macroscopic effects to microscopic phenomena. One can directly show the influence of the crystal structure on physical properties, for instance, when discussing macroscopic properties in terms of the sum of the contributions from microscopic building units (chemical bond, coordination polyhedron, etc). A significant advantage of such decompositions is to give a direct display of the bearings of the crystal structure on the physical property. For the stress and strain, for instance, the decomposition allows one to separate changes in volume from changes of shape in linear isotropic elasticity; the bulk modulus relates to the hydrostatic part of stress and strain while the shear modulus relates the deviatoric part [46].

It is often useful, especially when comparing different materials or systems having different geometrical symmetries, to characterize the magnitude of a physical property. One may also have to make, in a given material, a quantitative comparison of the contribution of the anisotropy to a physical property [42-44]. The comparison of the magnitudes of the decomposed parts can give, at certain conditions, valuable information about the origin of the physical property under examination [42,44]. These problems can be dealt with by defining the norm of a tensor. The norm is invariant and not affected by any change of the coordinate system. Invariance considerations are of primary importance when studying physical properties of matter, since these properties are intrinsic characteristics which are not affected by a change of the reference frame. Tu [42] and Jerphagnon et al. [43] proposed the norm criterion to quantify and then, quantitatively to compare the effect of piezoelectricity and elasticity using irreducible tensor theory. They compared the magnitude of piezoelectricity of two materials only of the same symmetry using Cartesian and spherical framework. However, their method seemed to be valid only for elastic tensor. Gaith et al. [44] developed a decomposition procedure based on constructing orthonormal tensor basis elements using the form-invariant expressions [37-41]. They introduced a method to measure the stiffness and piezoelectricity in fiber reinforced composite and piezoelectric materials, respectively, using the norm criterion on the crystal scale. In their method, norm ratios proposed to measure the degree of anisotropy in an anisotropic material, and compare it with other materials of different symmetries. They were able to segregate the anisotropic material property into two parts: isotropic and anisotropic parts. Of the new insights provided by invariance considerations, the most important is providing a complete comparison of the magnitude of a given property in different crystals. Such a comparison could be obvious for average refractive index, even birefringence, piezoelectricity, electro-optic effects, elasticity, etc. From a device point of view, the new insights facilitate the comparison of materials; one is interested in maximizing the figure of merit by choosing the optimum configuration (crystal cut, wave propagation direction and polarization, etc); and one wants to be able to state that a particular material is better than another for making a transducer or modulator [43]. It is most suitable for a complete quantitative comparison of the strength or the magnitude of any property in different materials belonging to the same crystal class, or different phases of the same material. The norm concept is very effective for selecting suitable materials for electro-optic devices, transducers, modulators, acousto-optic devices.

The goal of this study is to understand how qualitative ground state concepts, such as overall elastic stiffness, can be related to bulk modulus and lattice constants. An important observation for studying the respective semiconductors is the clear difference in the bulk modulus and lattice constants going from the group-IV to III-V and II-VI semiconductors. The relationship of the macroscopic characteristics of a covalent crystal (dielectric and elastic constants) and the microscopic ones (band gap, covalent,
atomic charge densities and lattice constants) is of interest. Therefore, using the elastic constant for anisotropic material, an elastic stiffness scale for such anisotropic material, and a scale to measure the isotropic elasticity within the material will be discussed. Besides, the microscopic origin of the overall elastic stiffness and bulk modulus calculation will be correlated with the structural properties parameter, i.e. lattice constant $a$, which represents some fundamental length scale for the chemical bond of the unit cell.

2. Decomposition and Norm concept

The Orthonormal Decomposition Method (ODM) [44] is established through constructing an orthonormal tensor basis using the form-invariant expressions [37-39]. The basis is generated for the corresponding symmetry medium of the tensor, and the number of basis elements should be equal to the number of non-vanishing distinct stiffness coefficients that can completely describe the elastic stiffness in that medium. Accordingly, based on the Orthonormal Decomposition Method, the basis elements for isotropic material is obtained and consisted of two terms; shear and bulk moduli [44] and they are identical to those found in literature [46-48]. The elastic stiffness matrix representation for the isotropic system can be decomposed in a contracted form as:

$$C_{ij} = C_{ij} - \frac{1}{3}(C_{11} + 2C_{12})$$

$$A_i = \frac{1}{3}(C_{11} + 2C_{12})$$

$$A_j = \frac{1}{15}(C_{11} - C_{12} - 3C_{44})$$

It can be shown that the sum of the three orthonormal parts on the right hand side of Eq. (3) is apparently the main matrix of cubic system [47]. Also, the first two terms on the right hand side are identical to the corresponding two terms obtained in Eq. (1) for the isotropic system [47]. Hence, it can be stated that the cubic system is discriminated into the sum of two parts: isotropic part (first two terms), and anisotropic part (third term). The latter term resembles the contribution of the anisotropy on elastic stiffness in the cubic system. On the other hand, the first term on the right hand side of Eqs (1) and (3), designated as the bulk modulus, is identical to Voigt bulk modulus [47].

Since the norm is invariant for the material, it can be used for a Cartesian tensor as a parameter representing and comparing the overall stiffness of anisotropic materials of the same or different symmetry or the same material with different phases [42-44]. The larger the norm value is, the more the elastic stiffness of the material is. The concept of the modulus of a vector, norm of a Cartesian tensor is defined as [44]:

$$N = |\mathbf{C}| = C_{ij}C_{ij}^{\frac{1}{2}}$$

3. Results and Discussion

Table 1 presents the materials elastic stiffness coefficients, calculated bulk B and overall elastic stiffness N moduli for the II-VI semiconductor ZnX (X=S, Se, and Te) compounds. Figure 1 shows clearly the correlation between overall elastic stiffness N and bulk modulus B. Quantitatively, the overall elastic stiffness increases as the calculated bulk modulus B increases. Besides, the calculated bulk moduli are identical to those found by theory of anisotropy [47], and are in agreement with experimental values [6] with maximum error of 8.5 % for ZnTe. The calculated bulk moduli obey the cubic stability.
conditions, meaning that \( C_{11} \leq B \leq C_{11} \). Figure 2 shows that the bulk modulus is inversely proportional to lattice constants \( a \) which was confirmed in several studies \([8,14,17,21]\). Consequently, from Figure 3 the overall elastic stiffness \( N \) is inversely proportional to lattice constants \( a \), as well. Figures 1-3 indicate that among the three compounds under examination, ZnS has the largest elastic stiffness, largest bulk modulus (lowest compressibility), and lowest lattice constant, while ZnTe, in contrary, has the smallest elastic stiffness, smallest bulk modulus, and largest lattice constant. Therefore, the overall elastic stiffness and bulk modulus, the only elastic moduli possessed by all states of matter, reveal much about interatomic bonding strength. The bulk modulus also is the most often cited elastic constant to compare interatomic bonding strength among various materials \([48]\), and thereafter the overall elastic stiffness can be cited as well.

For the isotropic symmetry material, the elastic stiffness tensor is decomposed into two parts as shown in Eq. (1), meanwhile, the decomposition of the cubic symmetry material, from Eq. (3), is consisted of the same two isotropic decomposed parts and a third part. It can be verified the validity of this trend for higher anisotropy, i.e., any anisotropic

<table>
<thead>
<tr>
<th>( C_{11} )</th>
<th>( C_{12} )</th>
<th>( C_{44} )</th>
<th>( N )</th>
<th>( B )</th>
<th>( B_{gpa} [6] )</th>
<th>( a [5] )</th>
</tr>
</thead>
<tbody>
<tr>
<td>ZnS</td>
<td>1044</td>
<td>856</td>
<td>1462</td>
<td>206.5</td>
<td>78</td>
<td>57</td>
</tr>
<tr>
<td>ZnSe</td>
<td>939</td>
<td>536</td>
<td>489</td>
<td>244.0</td>
<td>67.7</td>
<td>54.7</td>
</tr>
<tr>
<td>ZnTe</td>
<td>820</td>
<td>425</td>
<td>55</td>
<td>224.0</td>
<td>55.3</td>
<td>51</td>
</tr>
</tbody>
</table>

Table 1 Elastic coefficients (GPa)[4], overall stiffness \( N \) (GPa), bulk modulus \( B \) (GPa), and lattice constants \( a \) (nm).

Figure 1 The overall elastic stiffness \( N \) versus bulk modulus \( B \) for ZnX (X=S, Se, Te).

Figure 2 The bulk modulus \( B \) versus the lattice constants \( a \) for ZnX (X=S, Se, Te).

Figure 3 The overall stiffness \( N \) versus the lattice constants \( a \) for ZnX (X=S, Se, Te).

The elastic stiffness will consist of the two isotropic parts and anisotropic parts. Their total parts number should be equal to the number of the non-vanishing distinct elastic coefficients for the corresponding anisotropic material. Anisotropic materials with orthotropic symmetry, for example, like fiber reinforced composites should have two isotropic parts and seven independent parts. Consequently, The Norm Ratio Criteria (NRC) used in this paper is similar to that proposed in \([44]\). For isotropic materials, the elastic stiffness tensor has two parts, Eq.(1), so the norm of the elastic stiffness tensor for isotropic materials is equal to the norm of these two parts, Eq.(5),

\[
N_{iso} = N_{iso}(N) = N_{iso}(N)_{iso} \\
N_{aniso} = N_{aniso}(N) = N_{aniso}(N)_{aniso}
\]

For cubic symmetry materials, the elastic stiffness tensor has the same two parts that consisting the isotropic symmetry materials and a third, will be designated as the other than isotropic or the anisotropic part. Hence, two ratios are defined as:

\[
\frac{N_{iso}}{N} \quad \text{for the isotropic parts and } \frac{N_{aniso}}{N} \quad \text{for the anisotropic part(s). For more anisotropic materials (like orthotropic composites), the elastic stiffness tensor additionally contains more anisotropic parts, and then } \frac{N_{aniso}}{N} \quad \text{is defined for all the anisotropic parts. The norm ratios can also be used to assess the degree of anisotropy of a material property as a whole. In this paper the following criteria are proposed: when } N_{iso} \quad \text{is dominating among norms of the decomposed parts, the closer the norm ratio } \frac{N_{iso}}{N} \quad \text{is to one, the more isotropic the material is. When } N_{iso} \quad \text{is not dominating, norm ratio of the other parts, } \frac{N_{aniso}}{N} \quad \text{can be used as a criterion. But in this case the situation is reversed; the closer the norm ratio } \frac{N_{aniso}}{N} \quad \text{is to one, the more anisotropic the material is. The norms and norm ratios for ZnS, ZnSe, and ZnTe are calculated and presented in Table 2. From the table, interesting phenomena are observed; as the isotropic ratio...}
\( \frac{N_{\text{iso}}}{N} \) increases, the anisotropic ratio \( \frac{N_{\text{aniso}}}{N} \) decreases, which confirms the definitions of these two ratios, and the bulk modulus increases at the same time. Therefore, the nearest material to isotropy (or least anisotropy) is ZnS, with \( \frac{N_{\text{iso}}}{N} = 0.9830 \), in which corresponds to the largest bulk modulus \( B = 78 \) GPa. The least isotropic (or nearest to anisotropy) is ZnTe, with \( \frac{N_{\text{iso}}}{N} = 0.9581 \), in which corresponds to the smallest bulk modulus \( B = 55.3 \) GPa. Since the cubic system is the nearest to isotropy among the anisotropic systems, the calculated values of isotropic norm ratio, \( \frac{N_{\text{iso}}}{N} \), in Table 2 are very close to one (i.e., 0.9581 - 0.9830). Hence, it can be concluded that the closer the material is to isotropy, the larger the bulk modulus for the material is. A reverse trend correlating the norm ratios and lattice constants can be seen from the table; the closer the material is to isotropy, the smaller the lattice constant for the material is.

Table 2 The overall elastic stiffness \( N \) (GPa) and norm ratios for the II-IV semiconductor compounds ZnS, ZnSe, and ZnTe

<table>
<thead>
<tr>
<th></th>
<th>( N_{\text{iso}} )</th>
<th>( N_{\text{aniso}} )</th>
<th>( N )</th>
<th>( \frac{N_{\text{iso}}}{N} )</th>
<th>( \frac{N_{\text{aniso}}}{N} )</th>
<th>( B )</th>
<th>( a )</th>
</tr>
</thead>
<tbody>
<tr>
<td>ZnS</td>
<td>260</td>
<td>46</td>
<td>266.5</td>
<td>0.9830</td>
<td>0.1836</td>
<td>78</td>
<td>0.54</td>
</tr>
<tr>
<td>ZnSe</td>
<td>238.7</td>
<td>30.9</td>
<td>244.0</td>
<td>0.9780</td>
<td>0.2084</td>
<td>67.2</td>
<td>0.37</td>
</tr>
<tr>
<td>ZnTe</td>
<td>214.6</td>
<td>64.2</td>
<td>224.0</td>
<td>0.9258</td>
<td>0.2365</td>
<td>55.3</td>
<td>0.61</td>
</tr>
</tbody>
</table>

4. Conclusions

An interesting feature of the decompositions is that it simply and fully takes into account the symmetry properties when relating macroscopic effects to microscopic phenomena. Therefore, the decomposition of elastic stiffness for cubic system materials into two parts; isotropic (two terms) and anisotropic parts is presented. A scale for measuring overall elastic stiffness is introduced and correlated with lattice constants and calculated bulk modulus. The overall elastic stiffness of II-IV semiconductor compounds ZnS, ZnSe, and ZnTe is calculated and found to be directly proportional to bulk modulus and inversely proportional to lattice constants. Among these compounds, ZnS has the largest overall elastic stiffness and bulk modulus and the largest lattice constant. Meanwhile, ZnTe has the smallest overall elastic stiffness and bulk modulus and the smallest lattice constant. The Norm Ratio Criteria (NRC) is introduced to scale and measure the isotropy in the cubic system material among the semiconductor compounds ZnS, ZnSe, and ZnTe. Hence, a scale quantitative comparison of the contribution of the anisotropy to the elastic stiffness and to measure the degree of anisotropy in an anisotropic material is proposed. ZnS is the nearest to isotropy (or least anisotropic) while ZnTe is the least isotropic (or nearest to anisotropic) among these compounds. These conclusions will be investigated on the II-IV semiconductor compounds CdX (X=S, Se, Te) in the next paper.
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Abstract

This paper presents a thermodynamic modelling study of the utilization of an existing geothermal low-temperature heat source (114 kg/s and 73 °C) situated at Waddan city in Libya. Six models have been built and simulated using both IPSEpro refrigeration and power plant modelling libraries. All the models were validated in accordance to published literature and relevant fundamental thermodynamic tables and graphs. Results of five models have shown that the community in Waddan city could benefit from the geothermal source. For instance these models could provide 1284 ton of refrigeration at 5 °C, for air-conditioning use, or 835 ton of refrigeration at 0 °C or 1324 kW of direct generated electricity. The sixth model has proved that this sustainable geothermal source could support a local electrical power station consisting of a natural gas fired turbine unit combined with an organic Rankin cycle. This station will provide Waddan city and surrounding villages with their demand of electrical and thermal energy of about 128MW (GT 85MW, ORC 18MW and District heating 25 MW at 75 °C).

Keywords: Arid-zone; low-temperature geothermal heat source; LiBr absorption chillers; air-conditioning; organic Rankin cycle; IPSEpro.

1. Introduction

In recent years, research has been devoted to improvement of absorption refrigeration systems. Mechanical vapour compression refrigerators require high grade energy for their operation. Apart from this, recent studies have shown that the conventional working fluids of vapour compression systems are causing ozone layer depletion and green house effect [1]. Absorption chillers powered by heat energy can be utilized. Since the temperature requirements for the cycle fell into the low to moderate temperature range, the water/air cooled lithium bromide water mixture single/half effect absorption chillers seem to be a good prospect for geothermal application where heat inputs are at low temperatures. However most of these types of chillers, as mentioned by many researchers, were directly powered by low input mass flow rates of high or low temperature heat sources such as steam or hot water.

The most economical way to utilize geothermal source of energy is to use it as a powering source of single/half effect water/air cooled absorption chillers to produce air-conditioning, heating and hot water supply [2]. Many theoretical and experimental studies have been carried out on LiBr-H2O absorption chillers powered by low heat sources. For instance, A.Kececi et al. [3] performed experiments on LiBr-H2O system in lab conditions used low temperature geothermal energy as a powering source. The obtained results showed that the maximum COP was gained when mass concentration of strong and weak solution in the generator and absorber were 0.44 and 0.48 respectively. They showed experimentally that the low-heat geothermal sources can not be used inefficiently in electricity generation, however could be used economically for refrigeration storing of fruits and vegetables at 4-10 °C as well as air conditioning. K. Sumathy et al. [4] developed prototype (cooling capacity = 100 kW ) half effect LiBr-H2O chiller powered by low temperature hot water source ranging from 60 to 75 °C. Test results indicated that the two-stage chiller could be powered by solar hot water system. Da-Wen Sun [5] simulated LiBr-H2O absorption refrigeration systems. Detailed thermodynamic design data and optimum design maps were produced as a source of reference for developing new cycles and searching for new absorbent/refrigeration pairs. The derived tabulated thermodynamic design data showed that for low heat powering source at about 70 °C, the COP was 0.83 and the mass concentration of weak and strong solutions of LiBr were between 0.516 and 0.579 respectively when both condenser and absorber temperature ran at 30 °C. Figure 1 shows existing geothermal source at high potential and low-temperature heat situated at Waddan city 265 Km south of Libyan North coast.

* Corresponding Author. s.a.a.masheiti@ncl.ac.uk.
The well No. is T/2D/0013/0/88 at coordinates of X = 16° 09' 46", Y = 29° 07' 06" and at an elevation of 291 meters above sea level [6]. This existing sustainable freely available geothermal source was simulated using two IPSEpro power plant and refrigeration modelling libraries. Six schematic models, powered by this artesian hot water 12'' diameter well (1600 m deep) at constant flow rate of 114 kg/s and temperature of 73 °C, are presented in figures 5-10 respectively and they are namely as follows:

1. Water-cooled single effect LiBr-H\(_2\)O chiller.


3. Water-cooled half effect LiBr-H\(_2\)O chiller.

4. Water-cooled half effect cascaded with CO\(_2\) conventional compression cycle chiller.

5. Direct electrical generation organic Rankin cycle.

6. Water-cooled half effect cascaded with electrical generation gas turbine and R-245fa organic Rankin cycle.

Figures 2-4. show validation of simulated basic standalone models (single and half effect chillers), in accordance to the well known Dühring temperature-pressure diagram [7]. The main state points of chillers cycle parameters were plotted at their state point locations on this diagram.

Figure 1. Well head of existing geothermal source

2. Modelling

The fundamental thermodynamic principles of mass and energy conservation were applied on all chiller cycle components. UA types of heat exchanger models were used for all of absorption chiller components except two components; the desorber unit which was modelled as an adiabatic flash drum for two-phase mixture where exiting streams are in equilibrium and exiting vapour is pure water, and in the absorber unit the restored poor solution takes up the occurring gaseous refrigerant mixture and leaves the absorber as a rich solution [8]. For heat exchangers, it is common to use UA formulation along with log-mean temperature difference (LMTD) as follows:

\[ Q = UA \Delta T_{in} \]

where Q : heat exchange capacity (w), U : overall heat transfer coefficient (w/m\(^2\) k), A : heat transfer surface area (m\(^2\)), \(\Delta T_{in}\) : logarithmic mean temperature difference (K)

\[ \Delta T_{in} = \frac{\left(T_{h,1} - T_{c,2}\right) - \left(T_{h,2} - T_{c,1}\right)}{\ln \frac{T_{h,1} - T_{c,2}}{T_{h,2} - T_{c,1}}} \]

where h: hot side, c: cold side, 1 & 2 : either end of heat exchanger.

The maximum possible heat transfer can be calculated from

\[ Q_{max} = (mc_p)_{min} \Delta T_{inlet} \]

where m : mass flow rate (kg/s), \(c_p\) : specific heat at constant pressure (kJ/kg K), \(\Delta T_{inlet}\) : inlet temperature difference (K).

The energy balance on each of heat exchangers is:

\[ Q = \dot{m} \Delta h \]

where \(\dot{m}\) : mass flow rate (kg/s), \(\Delta h\) : the enthalpy difference between inlet and outlet of heat exchangers (kJ/kg).

The coefficient of performance of absorption chillers can be written as:

\[ COP = \frac{Q_{evaporator}}{Q_{generator}} \]

The mass fraction of two-component (binary) mixture of LiBr/H\(_2\)O can be, in general, expressed as:

\[ x = \frac{\text{mass of one component (kg)}}{\text{Total mass of both components (kg)}} \]

3. Simulated Models Results and Discussion

3.1 Water-cooled single effect

It can be seen from simulated results in figure 5, that the best obtained COP and refrigeration capacity, at outlet chilled water temperature of 5 °C, were 0.8245 and 563 ton respectively. In addition the useful rejected energy from the desorber was 15739 kW at outlet temperature of 68 °C. These output results achieved when the cycle operated between 0.51 and 0.55 of LiBr-H\(_2\)O solution mass fraction and between two low pressure levels of 0.04 and 0.007 bar. The cooling water supply, for removing excess heat from absorber and condenser, was in parallel connection to cycle components at an input mass flow rate of 258 kg/s and at 25 °C.
3.2 Air-cooled single effect

As shown in figure 6, the model was simulated at an outdoor average mean maximum dry bulb temperature of 40 °C (design reference point according to ASHRAE). The range of LiBr-H2O solution mass fraction was between 0.47 and 0.5 which was less than that used in water-cooled single effect cycle due to higher weak solution outlet temperature of the absorber, hence higher heat transfer rate circulated in the cycle. The cycle was performed between two pressure levels 0.026 and 0.0865 bar. The achieved COP and refrigeration capacity were 0.845 and 628 ton respectively. The chilled water outlet temperature of the evaporator was noticeably high (22ºC) but still within the range of air-conditioning use in hot climate conditions such as Waddan city. The utilized output heating energy was roughly equals to that produced from water-cooled single effect chiller.

3.3 Water-cooled half effect

The schematic configuration of this model is shown in figure 7, the model is operated in three-pressure levels (0.07, 0.018 and 0.0071 bar). The high and low pressure levels function in the same way similar to the single effect one. The intermediate pressure level is the new feature of this cycle arrangement, and at this pressure level, the low desorber delivers refrigerant vapour to the high absorber. The obtained results have shown that a refrigeration capacity of 1284 ton was produced at outlet chilled water temperature of 5 °C. This higher capacity was roughly double of water/air single effect chillers capacity. In this cycle more heat was extracted from the given powering source, hence no significant economical benefit of heat rejected from the desorber. A penalty must be paid when the cycle produced higher cooling capacity; the COP of the half effect is roughly half (0.424) of COP obtained from single effect chillers (0.8245-0.845). Both lower LiBr-H2O mass fraction (0.41-0.44) in high pressure cycle and higher mass fraction (0.52-0.55) in low pressure cycle were circulated within modelled cycle.

3.4 Water-cooled half effect cascaded with conventional compression cycle CO2 chiller unit

To obtain further reduction of evaporator chilled water outlet temperature (≈ 0 ºC) in hot climate conditions, the half effect simulated absorption chiller model should be cascaded with carbon dioxide CO2 (R744) refrigeration compression cycle chiller model. The Selection of CO2 as working refrigerant in the low temperature Rankin cycle, was based on the fact that this gas is natural, cheap, cause no damage to the environment, and is not hazardous. The complete schematic diagram for this combined cycle is shown in Figure 8. The results have shown that the refrigeration capacity was 835 ton at chilled temperature of roughly zero degrees centigrade.

3.5 Direct electrical generation organic Rankin cycle

The community in Waddan city could directly benefit from the existing geothermal source by simply installing an organic Rankin cycle (ORC) for direct electricity generation. R-245fa was found to be the most suitable working fluid among other related organic refrigerants, such as R134a. As shown in figure 9, the simulated results have indicted that a net electrical power of 1324 kW was produced at an ORC efficiency of 8.4 %.

3.6 Water-cooled half effect cascaded with gas turbine (GT) and R-245fa organic Rankin cycle (ORC)

Geothermal sources available in hot climate places and near natural gas fields could economically encourage local electrical investment companies to install combined cycle power plant (GT and ORC) to supply Waddan community
Figure 5. Water-cooled single effect LiBr-H2O absorption chiller

Figure 6. Air-cooled single effect LiBr-H2O absorption chiller

Figure 7. Water-cooled half effect LiBr-H2O absorption chiller.
and surrounding villages with their demand of direct generated electricity and hot water supply. Results obtained in figure 10 have shown that the net output electrical energy and hot water energy were 103 MW and 25 MW respectively. Around 21% (18108 kW) of total produced electricity was from ORC unit. This can be considered as good achieved contribution in saving ozone layers from harmful LNG exhaust emissions.

4. Results summery

The obtained results of the proposed simulated models are displayed in figures 5-10 respectively and also summarized, for clarity, in two tables. Table 1 lists COP, chilled and hot water energies. Table 2 shows produced electrical energy. Graphical presentations for COP and refrigeration capacity are produced in figures 11 and 12 respectively.

5. Conclusion

A- For the stand alone absorption models (water and air cooled single and half effect chillers) the simulated results show, thermodynamically, that this low-temperature geothermal source can be used as heat source for both half and single effect Lithium bromide water mixture absorption chillers. The cooling capacities and coefficients of performance (COP) were found to be within acceptable published limits. The usable chilled water temperature difference across the evaporators, of water-cooled single/half effect chillers, was found within the range of air-conditioning use in hot climate conditions. The comparison between the three different models has indicated that the high cooling capacity was produced by water-cooled half effect chiller without any significant economical benefit of the heat rejected from the desorber.
Table 1. Outlet results of thermal energy models

<table>
<thead>
<tr>
<th>Output parameters</th>
<th>Absorption chiller model type</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Water-cooled single effect</td>
</tr>
<tr>
<td>COP</td>
<td>0.8245</td>
</tr>
<tr>
<td>Evaporation power (kW)</td>
<td>1970</td>
</tr>
<tr>
<td>Refrigeration capacity (ton)</td>
<td>563</td>
</tr>
<tr>
<td>Outlet chilled water temperature (°C)</td>
<td>5</td>
</tr>
<tr>
<td>Hot water supply energy (kW)</td>
<td>15739</td>
</tr>
<tr>
<td>Hot water supply Temperature (°C)</td>
<td>68</td>
</tr>
<tr>
<td></td>
<td>Air-cooled single effect</td>
</tr>
<tr>
<td></td>
<td>0.845</td>
</tr>
<tr>
<td></td>
<td>2197</td>
</tr>
<tr>
<td></td>
<td>628</td>
</tr>
<tr>
<td></td>
<td>22</td>
</tr>
<tr>
<td></td>
<td>15518</td>
</tr>
<tr>
<td></td>
<td>67.5</td>
</tr>
<tr>
<td></td>
<td>0.424</td>
</tr>
<tr>
<td></td>
<td>4495</td>
</tr>
<tr>
<td></td>
<td>1284</td>
</tr>
<tr>
<td></td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>835</td>
</tr>
<tr>
<td></td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>Water-cooled half effect</td>
</tr>
<tr>
<td></td>
<td>0.424</td>
</tr>
<tr>
<td></td>
<td>4495</td>
</tr>
<tr>
<td></td>
<td>835</td>
</tr>
<tr>
<td></td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>Water-cooled half effect cascaded</td>
</tr>
<tr>
<td></td>
<td>0.424</td>
</tr>
<tr>
<td></td>
<td>4495</td>
</tr>
<tr>
<td></td>
<td>835</td>
</tr>
<tr>
<td></td>
<td>0</td>
</tr>
</tbody>
</table>

Figure 10. Water-cooled half effect cascaded with gas turbine (GT) and R-245fa organic Rankin cycle (ORC)

Table 2. Outlet results of electricity generation models

<table>
<thead>
<tr>
<th>Output parameters</th>
<th>Electrical power generation model type</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>R-245fa organic Rankin cycle (ORC)</td>
</tr>
<tr>
<td></td>
<td>Water-cooled cascaded with gas turbine</td>
</tr>
<tr>
<td></td>
<td>and R-245fa organic Rankin cycle (ORC)</td>
</tr>
<tr>
<td>ORC Efficiency (%)</td>
<td>8.4</td>
</tr>
<tr>
<td>ORC electrical power (kW)</td>
<td>1,324</td>
</tr>
<tr>
<td>Gas turbine electrical power (kW)</td>
<td>-</td>
</tr>
<tr>
<td>Total electrical power produced (kW)</td>
<td>1,324</td>
</tr>
<tr>
<td>Thermal hot water energy (kW)</td>
<td>-</td>
</tr>
</tbody>
</table>
The low cooling capacity was obtained from both air and water-cooled single effect chillers with significant outlet temperatures (about 68 °C) which can be further used in central heating and domestic hot water supply. For further reduction in the value of evaporator outlet chilled water temperature (0° C or below) the absorption cycles need to be cascaded with conventional compression e.g. CO2 cycle. If cooling air-conditioning system is decided to be the only suitable choice for Waddan communities, without utilizing hot water energy, then water-cooled half effect chiller is probably the best system to be installed. If air-conditioning and hot water supply systems are desired, in summer and winter seasons, then the water cooled single effect chiller has to be selected instead.

B- Low temperature artesian geothermal sources could be utilized to generate direct electricity using R-245fa organic Rankin cycle (ORC) without any further significant benefit of rejected heat from the evaporator using quite large evaporation surface area. This geothermal source, along with surrounding natural gas fields, seems technically, may be economically and environmentally very attractive to build clean combined power station (GT & ORC).
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Abstract

The purpose of this paper is to estimate the amount of methane emitted from Al Akeeder landfill which is the second largest landfill in Jordan. To achieve that Gas-Sim model was used in predicting the amount of methane emissions. It was found that the methane emission will reach its peak value of 12 Million M$^3$/year by the year 2021, one year after the landfill closure. Furthermore, the power that can be obtained from the landfill in case of methane recovery was estimated to be 5.6 MW in 2021. Utilizing the biogas will not only generate a green energy, but also will create a source of revenue through selling the CERs regulated by Clean Development Mechanism of Kyoto protocol.
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1. Introduction

Landfills are remaining and will remain a common method for landfill disposal (Abu Qdais, 2007). Unless properly managed, landfills will pose serious environmental and health risks. Several gases are generated by decomposition process of organic materials in a solid waste landfill. The composition, quantity, and generation rates of the gases depend on several factors such as refuse quantity, density and composition, placement characteristics, landfill depth, refuse moisture content, temperature and amount of oxygen present (ASTDR, 2006). Three processes form landfill gas, these are: bacterial decomposition, volatilization and chemical reactions. Table 1 outlines a typical landfill gas composition (El Fadel et al. 1997). It can be observed that methane forms the highest fraction of gases emitted from the landfill, followed by carbon dioxide.

<table>
<thead>
<tr>
<th>Component</th>
<th>Concentration range (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Lower Limit</td>
</tr>
<tr>
<td>Methane</td>
<td>40</td>
</tr>
<tr>
<td>Carbon dioxide</td>
<td>30</td>
</tr>
<tr>
<td>Carbon monoxide</td>
<td>0</td>
</tr>
<tr>
<td>Oxygen</td>
<td>0</td>
</tr>
<tr>
<td>Nitrogen</td>
<td>0</td>
</tr>
<tr>
<td>Hydrogen</td>
<td>0</td>
</tr>
<tr>
<td>Hydrogen sulfide</td>
<td>0</td>
</tr>
<tr>
<td>Trace compounds</td>
<td>0</td>
</tr>
</tbody>
</table>

*Corresponding author. hqdais@just.edu.jo
1.1. Health Impacts

Gases generated in landfills normally take the shortest or easiest route to the surface. Occasionally; the presence of fissures in or surrounding the filled land, possibly together with the presence of surface barrier will cause the evolved gases to travel large distances horizontally. In some cases, these gases found their way into basements of houses and buildings and deaths and injuries have resulted from asphyxiation, poisoning or from detonation of explosions of air methane mixtures. Numerous incidents of fires and explosions due to lateral gas migration away from landfills have been reported in the literature. (El – Fadel, 1997, Blumberga, 2001)

Although landfill gas, rich in methane, provides an energy recovery opportunity, it has often been considered to be a liable because of its flammability and ability to form explosive mixtures with air in concentrations from 5 to 15 % by volume. Methane has the tendency to migrate away from the landfill boundaries by diffusion and advection. Diffusion and advection rates depend primarily on the physical properties and generation rates of the landfill gas, refuse permeability, internal landfill temperature, moisture content, surrounding soil formation and changes in barometric pressure.

1.2 Environmental Impacts

Emissions of methane and carbon dioxide from landfill surfaces contribute significantly to global warming or the greenhouse effect. Methane has received recent attention as a contributor to global warming because on a molecular basis, it has a relative effect 20 to 25 times greater than carbon dioxide, it is more effective at trapping infrared radiation and tends to persist longer in the atmosphere owing to other species (carbon monoxide) with a greater affinity for hydroxyl ions, the oxidizing agent for methane. Recent increases of methane concentrations in the atmosphere have lead to extensive characterization studies of global methane sources and sinks. Atmospheric methane concentrations were reported to increase at an average rate of about 1 to 2% per year. It is estimated that methane contributes about 18% towards total global warming. This contribution represents 500 million tons per year approximately of which 40 to 75 million tons are attributed to emissions from landfills. Due to continuing trends in population increase and urbanization, solid waste landfills are becoming a significant contributor to atmospheric methane, unless recovery control systems are implemented (El Fadel Etal 1997).

Odors are mainly the result of the presence of small concentrations of odorous constituents (esters, hydrogen sulfide, organosulphurs, alkyl-benzenes, limonene and other hydrocarbons) in landfill gas emitted into the atmosphere. The odorous nature of landfill gas may vary widely from relatively sweet to bitter and acrid depending on the concentration of the odorous constituents within the gas. These concentrations will vary with waste composition and age, decomposition stage and the rate of gas generation and the nature of microbial populations within the waste. Although many odorous trace compounds may be toxic, they have historically been perceived more as an environmental nuisance than as a direct health hazard. The extent to which odors spread away from the landfill boundaries depends primarily on weather conditions; wind, temperature, pressure and humidity (Blumberga, 2001).

2. Al Akeeder Landfill

Al Akeeder landfill is located in the northern region of Jordan, near the main road to Mafrak Governorate. It is part of the Irbid and Mafrak Governorates; located in the boundaries of the Yarmouk Watershed with a Palestinian coordinates of 251° 22' E and 216° 33' N, Figure 1. It is located at 27 km to the east of the city of Irbid, just at a distance of 1 km from the Syrian borders. It can be reached by a paved road about 7 km to the north of the Irbid-Mafraq highway. The nearest village is about 1.58 km to the south west called Al Akeeder village. This site was chosen because of low population density, low land cost and to minimize the leakage of contaminants into groundwater. Nowadays; the area near the landfill becomes populated and the impacts of the landfill on the public health and the surrounding environment should be investigated (METAP, 1998, Al Khalidi, 2001, Abu Rukha and Al Kofahi, 2001).

Al Akeeder landfill is the only official dump site for northern Jordan with an area of 806 × 10³ m² used in almost equal proportions for disposal of industrial wastewater and municipal solid waste, see Figure 3.2. It serves the populations of Irbid city and another 62 villages and cities in Irbid, Mafrak, Jarash and Ajloun Governorates. Although by far the largest disposal site in the northern Jordan, Al-Akaider is not the only one. It is however believed to be the only site in the region which accepts liquid wastes. Municipal solid waste, small quantities of industrial waste and industrial wastewater are disposed of at the site. In the past; municipal wastewater was discharged with industrial wastewater, nowadays; municipal wastewater is discharged directly to a new treatment plant near the landfill (7, 39, 40, 41).
2.1. Solid Waste Composition and Quantities

Precise information on the waste composition disposed in the landfill is not available. Though, a study detained in 2001 shows that the landfilled waste is mostly organic. Figure 2 illustrates the composition and percentages of the solid waste (Chopra et al, 2001).

Food waste has the highest percentage of total waste with percentage of 63% while paper has the second highest percentage of 17%. About 20% of the waste is non-degradable materials. Industrial waste portion is about 10% of the waste disposed at the landfill.

The per capita generation rate of municipal solid waste in Jordan ranges from 0.72 to 0.91 kg/capita/day. This range includes the increase of solid waste generation as a result of life changes., Abu Qdais (1987) estimated the daily per capita generation of municipal solid waste in Irbid; his estimates ranged from 0.78 to 0.92 kg/capita/day; which was reasonable and close to that found in literature.

3. Methane Gas Generation from Al Akeeder Landfill

To simulate the methane generation from the landfill, Gas-Sim model was used. Landfill gas generation was simulated from 1981 to 2055. The results of simulations presented in Figure 3
Figure 3. Simulated methane emission from the landfill using Gas-Sim Mode

It can be seen from Figure 3, that the trend of the simulation follows the triangular model theory. In the period from 1985 to 2021; the methane generation increases as well as the waste input quantities. At the beginning of simulation period (1985), the predicted amount of methane generation was found to be 1.75 million M³/year. By the year 2020, it is assumed that the landfill will be reaching its full capacity and will be closed. Therefore, the peak methane generation will take place one year after the closure, namely the year 2021. The peak amount of methane was estimated to be 12 Million M³/year. Then the methane production starts declining. This can be interpreted as the landfill enters a stage of stabilization, where methanogenic bacteria starts to produce less methane amounts due to low moisture content and low fresh biodegradable solid waste.

Gas-Sim model is capable of simulation the methane production for 100 years. However; methane generation has been estimated to a period of 35 years after the closure of the facility. The waste input quantity for the study period was entered to the model as a range to account for the uncertainty.

3.1 Power potential of the generated methane

Methane is a well known greenhouse gas. In addition it is a flammable gas with relatively high heat content. To minimize its adverse environmental impacts and make use of the energy recovery, it is assumed that a biogas plant will be constructed at Al Akeeder landfill and will start operation by the year 2015. Assuming the methane recovery of 40% from the emitted methane, the estimated amount of power that can be obtained from such a plant is illustrated in figure 4.
It can be observed that about 4.3 MW of power can be obtained at the beginning of plant operation, while this value reaches 5.6 MW by the year 2021, directly after the landfill closure.

3.2 Global Warming Potential

Gas-Sim determines the effect of greenhouse gases and compares the effect of each compound to carbon dioxide. For example; methane has 21 times the effect of carbon dioxide. Table 2 shows the species contributing to GWP and their CO₂ equivalence.

It is recognized that methane has the highest GWP (77.22 %) while carbon dioxide contributes to the total global warming potential by 12 %. It is recommended to best exploit the methane as a renewable source of energy and hence reducing the environmental problems resulting from its emission to the atmosphere.

Based on 40% methane recovery the amount of greenhouse gas emission reduction is illustrated in figure 5. It can be seen that by the beginning of the biogas plant operation (2015), the amount of emission reduction is about 62 thousand tons of CO₂eq, this amount will reach 80 thousand tons of CO₂eq by the year 2021. This suggest the possibility of making use from the Clean Development Mechanism of Kyoto Protocol, by selling the certified emission reduction. Assuming a cost of 12 US$ for each tone of CO₂, the income from the carbon credit will be about 620,000 US$ in the year 2015 and will reach to about 800,000 by the year 2021.

Table 2. GWP Species Emitted from Al-Akaider Landfill in 2006

<table>
<thead>
<tr>
<th>Species</th>
<th>GWP (tones of CO₂)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Methane</td>
<td>150000</td>
</tr>
<tr>
<td>Carbon Dioxide</td>
<td>23300</td>
</tr>
<tr>
<td>1, 1, 1, 2 – Tetrafluorochloroethane</td>
<td>2.88</td>
</tr>
<tr>
<td>1, 1, 1 – Trichlorotrifluoroethane</td>
<td>54.3</td>
</tr>
<tr>
<td>1 – Chloro – 1, 1 – difluoroethane</td>
<td>155</td>
</tr>
<tr>
<td>Chlorodifluoromethane</td>
<td>4570</td>
</tr>
<tr>
<td>Chloroform</td>
<td>0.221</td>
</tr>
<tr>
<td>Chlorotrifluoromethane</td>
<td>1280</td>
</tr>
<tr>
<td>Dichlorodifluoromethane</td>
<td>13600</td>
</tr>
<tr>
<td>Dichloromethane</td>
<td>3.77</td>
</tr>
<tr>
<td>Trichlorofluoromethane</td>
<td>956</td>
</tr>
<tr>
<td>Trichlorotrifluoroethane</td>
<td>325</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>194247</strong></td>
</tr>
</tbody>
</table>
4. Conclusions and Recommendations

Landfills are sources of greenhouse emissions. If biogas recovered from the landfill, adverse environmental impacts will be minimized. In addition, clean energy will be produced that will offset the polluting fossil fuel. In this study, methane emissions from AL Akeeder landfill were estimated using Gas-Sim model. It was estimated that the amount of methane that will be emitted by the year 2021 to be 12 Million M³/year, while the power that can be obtained from the landfill in case of gas recovery will be 5.6 MW. In addition, the amount of greenhouse gas emission reduction will be about 80 thousand tones of CO2 eq in that year. It is recommended to carry out a field study by conducting a pump test, so as to verify the results of methane modeling process.
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Abstract

A newly developed novel technique for filtering soot from an exhaust gas system is presented. The proposed filter surface is capable of synthesizing carbon nanotubes. Two filters were designed and tested; the first is made of carbon steel plate and the second was made of nanomagnetic particles mounted on a polymeric surface. The filters were placed along the pathway of an exhaust streamline with an inclination of 5o to ensure a laminar flow condition. The results showed that the proposed systems produced carbon nanotubes by converting the exhaust waste.
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1. Introduction

The widespread use of compression-ignition-direct-injection (CIDI) diesel fueled engines in automotive and truck vehicles will have a major economic and environmental impact. Because of the higher efficiency of the CIDI engines, their use will result in significant reduction in both fuel consumption and consequently greenhouse gases emission. An estimate of as much as 30-35% reduction in greenhouse gases has been predicted as a result of this fuel consumption reduction from CIDI or diesel engines[1]. Lower fuel consumption will also translate to less dependence on imported oil, which has economic and security implications.

A major obstacle to the commercialization of diesel engines, especially for automotive applications, is their high level of nitrogen oxides (NOx) and particulate emissions, both of which have possible negative effects on health. Major efforts by governments and industry are thus currently being directed at development of technologies to reduce diesel engine emissions.

Among the newly developed technologies is the utilization of oxidation catalysts that convert hydrocarbon and carbon monoxide into carbon dioxide and water which are known in the literature. Ceramic filters that are known for their efficiency to remove 90% of the particulates require 500°C and oxygen rich exhaust condition. Another effective approach to reduce NOx emissions in both gasoline and diesel engines is exhaust gas recirculation (EGR). Oxides of nitrogen (NOx) are formed when the combustion chamber temperatures are too high. Any measure that reduces the combustion temperature will lead to reduction in NOx formation and emission. EGR involves recirculation of exhaust gas into the intake stream. The recirculated gas displaces some of the normal intake charge, which slows and cools the combustion process, thereby reducing NOx formation. However, recirculation of exhaust product back into the engine combustion chamber has detrimental effects. Engine durability is compromised by EGR due to oil contamination by engine exhaust products [4,5].

Additional technologies include Fuel switching which utilizes a lower fuel bound nitrogen, Combustion control techniques including low excess air firing, staged combustion, water/steam injection, Flue Gas Treatment methods including selective non-catalytic reduction and selective catalytic reduction (these are post combustion methods that reduce NOx emissions after formation), finally fuel reburning which involves injection of natural gas after primary fuel combustion. It is typically used on very large boilers firing residual oil or coal.

The proposed technology insinuates the utilization of a new effective filter which synthesizes the carbon nanotubes from the exhaust gas at low and moderate temperatures. During the past two centuries, carbon nanotubes have attracted the attention of many researchers because of their unique electrical and mechanical properties [6]. Traditionally, carbon nanotubes are synthesized via various techniques such as arc-discharge [7], laser ablation [8], plasma enhanced chemical vapor deposition (CVD) [9] and thermal CVD [10]. The proposed technique utilizes the use of nanomagnetic particles placed on a metallic plate as a catalyst in the exhaust system of an automotive engine. This filter will have a dual benefit of filtering the exhaust gas by reducing soot formation and the formation of carbon nanotubes.

* Corresponding author. s.aldajah@uaeu.ac.ae
2. Experimental Method

A simple single cylinder diesel engine is used to perform this experiment. The experimental setup is shown in figure 1. The specimen is carefully designed from a metallic plate with an adhesive to which Nanomagnetic particles were added. The specimen holder is designed as shown in figure 1, the holder services two purposes: it controls the position of the specimen (flat/5° inclined with respect to the exhaust flow stream), also it is designed in such a way where it will eliminate any disturbance to the flow in order to ensure a laminar flow over the specimen. The holder is located close to the combustion chamber to ensure the highest possible temperature. All test samples are collected at similar engine operation conditions. The engine was running at 1100 rpm at an average load of 60N, the air temperature varied from 16°C to 25°C.

2.1 Test Schedule

Two sets of samples were designed. The first samples were made of carbon steel which was highly polished and chemically itched in order to show the grains. The second set was made of samples were made out of iron oxide nanoparticles mounted on an adhesive on a plate. All samples were collected according to the conditions shown in table 1. The engine and flow parameters were the same for all tests (engine speed of 100 rpm, engine force of 60 N, air flow temperature of 37°C and exhaust stream temperature of 96°C).

3. Results and Discussion

The samples were characterized and analyzed using the scanning electronic microscope (SEM). SEM images of CNTs are shown in figure 2 (a), (b), (c) and (d), these images are shown an evidence of having CNT growing on the catalyst metal specimen. Images (e) and (f) are the base line where for these two samples the tests were reproduced under the same operation conditions without heating of the specimen. The two images are showing typical carbon particles without any trace of CNT. These two cases demonstrate the fact that having the metal catalysts specimen at the exhaust temperature (100°C) was not enough to produce CNT. Figure 3 shows the SEM images of sample 13 where it can be clearly seen that the CNTs had grown on the nanoparticles.

The right environment believed to enhance the growth of CNT using this technique can be summarized by the following: firstly, the precise design of the specimen and the holder to ensure quality laminar flow of the exhaust gas. Secondly, heating the sample to a temperature higher than 300°C and finally, the quality of the specimen surface which is polished to a very high levels of smoothness in the case of the metal plate.

4. Conclusions

This paper demonstrated an innovative, environmental friendly technique of producing carbon nanotubes from diesel engine exhaust stream flowing at a moderate temperature. The carbon nanotubes grew on a heated carbide metallic catalyst specimen and on a sample that contains nanoparticles positioned in the exhaust stream. The diesel exhaust stream temperature was kept at around 100°C, whereas the specimens were heated to a moderate temperature of 250°C (in the case where heating was applied to the sample). This filtering technique is a promising one; it can be used alone or in combination with other filters.
Table 1. The test samples conditions

<table>
<thead>
<tr>
<th>Sample No.</th>
<th>Heating</th>
<th>Sample</th>
<th>Exhaust Line</th>
<th>Sample Position</th>
<th>Engine %Load</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Yes</td>
<td>No</td>
<td>Flat</td>
<td>Flat</td>
<td>75</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>Yes</td>
<td>No</td>
<td>Flat</td>
<td>5º Inclination</td>
<td>75</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>No</td>
<td>No</td>
<td>Flat</td>
<td>Flat</td>
<td>75</td>
<td>Base Line</td>
</tr>
<tr>
<td>4</td>
<td>Yes</td>
<td>Yes</td>
<td>Flat</td>
<td>Flat</td>
<td>75</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>No</td>
<td>No</td>
<td>Flat</td>
<td>5º Inclination</td>
<td>50</td>
<td>Base Line</td>
</tr>
<tr>
<td>6</td>
<td>No</td>
<td>No</td>
<td>Flat</td>
<td>Flat</td>
<td>100</td>
<td>Base Line</td>
</tr>
<tr>
<td>7</td>
<td>No</td>
<td>No</td>
<td>Flat</td>
<td>5º Inclination</td>
<td>50</td>
<td>Base Line</td>
</tr>
<tr>
<td>8</td>
<td>No</td>
<td>No</td>
<td>Flat</td>
<td>5º Inclination</td>
<td>100</td>
<td>Base Line</td>
</tr>
<tr>
<td>9</td>
<td>Yes</td>
<td>Yes</td>
<td>Flat</td>
<td>Flat</td>
<td>50</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>Yes</td>
<td>Yes</td>
<td>Flat</td>
<td>Flat</td>
<td>100</td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>Yes</td>
<td>No</td>
<td>Flat</td>
<td>5º Inclination</td>
<td>50</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>Yes</td>
<td>No</td>
<td>Flat</td>
<td>5º Inclination</td>
<td>100</td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>Yes</td>
<td>No</td>
<td>Flat</td>
<td>Flat</td>
<td>100</td>
<td></td>
</tr>
</tbody>
</table>

Figure 2. SEM images (a) sample 1 (Flat/ heated), (b) sample 2 (Inclined/ heated), (c) sample 4 (Flat/Non heated), (d) sample 6 (Inclined/Non heated), (e) sample 8 (Flat/ heated) and (f) sample 10 (Flat/ heated).

Figure 3. SEM images of sample 13
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Abstract

Characterization of silicon nanowires grown horizontally through aluminum thin films was conducted. We show in our work that the fabrication process of these wires depends mainly on the thermally-activated silicon diffusion in-between the boundaries of aluminum grains. The diffusion of silicon through grain boundary is much lower than the grain bulk. Therefore, silicon starts to accumulate and form a wire shape structure along these grain boundaries. At 600°C, these accumulations form a continuous network of nanowires. The results are unique in the fact that these nanowires are pushed to grow horizontally instead of the more common vertical direction. The majority of obtained nanowires have a diameter of 75 nm and a length > 5 μm.

Keywords: Dead Sea; Water Volume and Surface Area Loss; SRTM-Based Model; Red-Dead Sea Channel; Renewable Energy and Sustainability.

1. Introduction

The continued scaling of silicon-based integrated circuit (IC) technology has produced need for a new generation of devices. Silicon nanowires (SiNWs) have proved to be valuable as research devices and as building blocks for nanotechnology [1]; this is proved by the recent progress of transistors and lasers built with nanowires [2]. However, fabrication of large amount of nanowires especially in an isolated form is still under research. Self assembly of nanostructures provide a reasonably cost efficient and easy to implement way to fabricate nano electronic components [3, 4]. Many different attempts to fabricate silicon nanowires have been devised, including the vapor liquid solid method (VLS) [5] and the solid liquid solid method (SLS) [6] with metal catalysts, and laser ablation of powder silicon [7]. However, the fabricated nanowires using these methods are still in need to be incorporated into devices and to be tested as charge or signal carriers. There have been recent studies [8, 9] that report methods to fabricate aluminum-silicon nanowire networks. The method reported in reference 8 produced wires that can actually conduct currents. The current that propagated through the network depends, in general, on the etch time of the alloyed film. However, lack of control over the design of this network, reduces its appropriateness when well designed architecture is required. In this paper, we report a method similar to the one reported in reference 9 to grow horizontal network of silicon nanowires on silicon substrate. We also show that this method is similar to the SLS method but yet different in the temperature where this process takes place and also in using aluminum as a catalyst instead of gold or nickel commonly used in this process. Furthermore, we show that the use of aluminum as a catalyst results in a network of nanowires that grows in the horizontal direction rather than the vertical direction. Effect of the annealing temperature on the nanowire network is investigated and a possible growth mechanism is presented.

2. Experimental Parameters

In all our reported experiments, the used substrates were 5" silicon (100) wafers and 1”×1” Corning 7059 glass. Two sets of silicon samples were prepared. In the first set, the samples were cleaned with Acetone and the native oxide was removed by dipping the samples in a HF solution with 10% concentration for 2 minutes and then dried with filtered and compressed Nitrogen. In the second set a 300 nm of silicon oxide was thermally grown on the
silicon surface. In this oxidation process, the samples were placed inside a furnace with 3L/min oxygen flow at 950°C for 30 minutes. The oxide was patterned into various rectangular and circular shapes ranging in length from 12 μm to 200 μm. In one scheme the oxide was removed from the surface except those patterned regions (positive patterning). In the second scheme the oxide layer was removed only from the regions corresponding to those in the previous scheme (negative patterning). This was done using the negative mask of the one in the first scheme. The glass samples were cleaned with acetone and dried in a nitrogen flow. A thin layer of aluminum (40 nm) was thermally evaporated (using Edwards Auto 306 vacuum coater) on all silicon wafers and the glass samples. The prepared samples where then cut into 1 cm× 1 cm pieces using a diamond cutting saw. The samples were placed into a quartz tube for annealing. The temperature controller was able to maintain the sample temperature up to accuracy of ±0.1°C. To minimize the film oxidation, Argon was introduced in the annealing tube at a flow rate of 94 sccm and the pressure inside the tube was maintained at 200 Torr. Annealing time was fixed to 2 hours and the temperature range varied from 500°C to 600°C. To observe the morphology of the silicon surface, the samples were dipped for 2 minutes in an aluminum etchant solution (85% phosphoric acid, 5% nitric acid, 5% acetic acid, and 5% DI water at 40°C) and then dried in a nitrogen flow. The features of the samples’ surface morphology were examined using scanning electron microscopy (SEM) and atomic force microscopy (AFM). The compositional analysis was done using energy dispersive X-ray spectroscopy (EDX) and the crystalline structure of the samples was analyzed using cross sectional transmission electron microscopy (XTEM).

3. Results and Discussion

The overall results for the samples without the oxide layer are shown in SEM images of Figure 1. Figure 1a shows the calm and smooth texture of the film surface before annealing. After 2 hours of annealing at 600°C, dramatic changes in the surface morphology were observed. Figure 1b shows the various confined structures on the silicon surface after this annealing. These structures can be divided into two main types with respect to their sizes. The smaller structures formed a web-like interconnected network that was observed all over the surface. Figure 2 shows 3D AFM image of these wires on the silicon surface. The wires making this network had an average composition of these wires. Nonetheless, this peak could come from the silicon wafer underneath the film as a result of film cracking. But no cracks were observed in the films even with very high magnification. The absence of the aluminum peak from this pattern suggests a unitary composition of these wire structures. The important concept from this is the idea that the silicon material can be confined to a nanosize diameter, micron-long, horizontal structures in the aluminum film. The confining locations had to be the grain boundaries of the metal film. The small oxygen peak in the pattern comes from the remaining aluminum oxide atop the wire. Figure 4e shows the elemental composites of the surface outside the wire and away from the island regions. These spot measurements were made before aluminum removal. The comparable aluminum and silicon peaks in this case indicate the thinning of the aluminum layer on these locations. This thinning behavior could come from the aluminum expansion, where stretching the film during annealing lead to the reduction of film thickness. However, this reduction is not sever and the surface is still going to be covered with an aluminum layer that shows a strong signal. Figure 4d is the EDX pattern coming from the islands on the surface; these formations are made mainly from aluminum as can be seen from the strong aluminum peak. However, the presence of the small silicon peak suggests a binary material composition existing as a result of silicon/aluminum alloying. Figure 4e is the EDX pattern coming from the annealed sample after aluminum was removed. This peak is representative of all confined structures indicating the dominant silicon composition in them.

Fabrication of SiNWs with catalysts has been described by other studies [10, 11]. In the VLS method the source for the vertically grown SiNWs is in the gas phase. In our samples, on the other hand, the source of silicon is the substrate itself, since there is no silicon in the ambient gas during annealing. While the SLS growth mechanism can be used as a possible explanation to describe the growth of these nanowires, the vast differences in the features of nanowires grown (vertical versus horizontal), annealing time, and process temperatures (typical SLS growth require temperatures on the order of 1000°C) would demand a different explanation of the growth mechanism.
Figure 1. SEM image of the samples annealed at 600°C for 2 hours. The samples where tilted at 45° during imaging: a) SEM image of the sample before annealing, b) SEM image of the sample before aluminum was removed, c) SEM image of the sample after aluminum was removed. The black regions in c are where silicon had been etched at a faster rate.

Figure 2. 3D AFM images of the samples annealed at 600°C for 2 hours after aluminum removal showing a wire formation created by the accumulations at the grain boundary.
Figure 3. SEM of the glass sample after annealing at 600°C for 2 hours. The aluminum film did not show any confined structures on the film. The major observation is the cuts in the film due to thermal coefficient mismatch with the glass substrate.

Figure 4. EDX spectrum pattern taken at a spot on the: a) aluminum surface before annealing, b) wire, c) off the wire, d) the island-like and d) surface after aluminum is removed.
To understand this mechanism, a temperature study of the silicon samples was conducted. Figure 5 shows the SEM images taken for the samples annealed at different temperatures for 2 hours. Starting with Figure 5a and the corresponding Figure 5a’ which are the images of the silicon samples before and after removing the aluminum annealed at 500°C, respectively. In Figure 5a’ (where aluminum is removed) the silicon surface appeared to have pitted regions indicating silicon etching during annealing. Also it is noted that the surface between the pitted regions is smooth which means that surface pitting occurred only at specific locations. These locations are where the silicon surface had defects that would increase the film internal stress locally. Mixing of silicon with aluminum on this location is provoked in this case. The etched silicon forms with the aluminum an alloy material where it fills the pitted region. From these alloy regions and as the silicon gradient concentration increases, silicon starts to diffuse through the aluminum film toward the grain boundaries in the film. However, the diffused amounts are not sufficient to reach the grain boundaries or even redeposit significantly on the silicon surface. Therefore, the etched silicon is washed off when aluminum removal process is performed. Figure 5b and the corresponding Figure 5b’ are the SEM images at 550°C before and after aluminum removal, respectively. The islands in these samples (shown in Figure 5b) are larger but yet they are not well defined. The pitted regions in Figure 5b’ are larger than the pitting in the previous sample indicating more etching at this temperature. Moreover, it is noted that a layer of silicon is deposited on the surface around the pitted regions. This second layer is not observed in the previous samples. However, the silicon surface between the pitted regions (partially shown in the image) is still smooth indicating the selective aluminum etching of the silicon surface.

Figure 5c and Figure 5c’ shows the samples annealed at 580°C before and after aluminum is removed, respectively. On the sample with the aluminum film, a well-defined dark circular spots with a notch at its central region is shown. The diameter of these spots had an average of 3μm. When examined by EDX, these regions showed a dominant aluminum composition (see Figure 6a). The signal outside these circular spots (Figure 6b) showed only a strong silicon peak. As we have mentioned before, during high temperature annealing, the layer thickness reduces to the extent that aluminum signal becomes very weak. Most of the aluminum film cluster where silicon is being etched rapidly. This makes the aluminum film wear off in between regions. Therefore, these dark regions mark the locations where the large clusters will form. As annealing temperature ramps up, silicon starts to erupt and diffuse from the aluminum clusters into the film. The size of these clusters increase and eventually forms an island-like structure. Figure 5d and Figure 5d’ are the images of the sample annealed at 590°C before and after aluminum removal, respectively. The shapes of these islands are determined and defined by the grain boundaries of the aluminum film. On the other hand, as the silicon diffuses away from the highly concentrated regions and because diffusion is confined through aluminum film it forms a lib structure around the pitted regions as shown in Figure 5d’. Depending on the film thickness, the silicon will continue to diffuse until the film cannot hold any more silicon. Therefore, silicon deposition on the surface becomes imminent. A continuous second layer as the one seen in this figure will form. Figure 7 is schematic presentation of the formation mechanism of the clustered regions in the film. The erupted silicon etch from the walls of the crystalline silicon surface leaving behind inverted pyramids showing the (100) nature of the wafers.

The EDX patterns for the island formations are shown in Figure 8. The composites of the islands at the center and the edges are shown in Figure 8a and Figure 8b, respectively. The islands are mainly made of aluminum and silicon structure which could be in the form on an alloy. Since the solubility of silicon in aluminum is limited to 12.6 wt% [12] and due to the high silicon gradient concentration in these regions, silicon continues to diffuse through the aluminum layer until it redeposit on the surface or at the ground boundary forming the anticipated SiNWs. Pitted regions as well a second layer are observed everywhere on the surface but with different sizes. The smaller pitted regions are what make the surface between the larger regions look rough.

Figure 9a shows a XTEM image of the samples annealed at 600°C after aluminum was removed. The removal of a second silicon layer is clear in this image. Most of deposited silicon grows epitaxially on the surface [13]. However, since the diffusion is random, the new layer will contain microcrystalline or even amorphous phases. The halos in the selected area diffraction (SAD) image shown in Figure 9b indicate the presence of these microcrystalline regions in the deposited layer.

Figure 10a and Figure 10b shows the SEM images of the positively patterned oxide (PPO) and negatively patterned oxide (NPO) of the silicon samples after aluminum was removed, respectively. During annealing, silicon and aluminum interacted only in the exposed regions where the oxide was absent. On the other hand, since silicon diffuses in aluminum films for long distances (typically 200 to 300 μm) [14], large accumulations of silicon were observed on top of the oxide layer. This can be seen in the NPO samples where most of the surface was covered with the oxide layer. The cuts in the oxide are the only openings from where silicon will diffuse. Therefore, the diffusion is faster and the silicon deposits further on top of the oxide. Moreover, since silicon diffusion through grain boundaries is much slower than the grain itself due to grain boundary trapping-the main depositions near the openings is in the form of SiNWs. Figure 11a shows an SEM image of the NPO sample where 80μm×120μm rectangular cut was made in the oxide. Figure 11b is a higher magnification image of the dashed rectangular shown in Figure 11a. The SiNWs network is shown clearly without any island-like formations. The wire growth pattern in this case resembles the grain boundaries of the aluminum film. The only diffusion through these films is in the lateral direction therefore silicon diffuses from the openings through the film and deposits at the grain boundary. The silicon that accumulates in the grain boundaries starts to diffuse again further in the film leaving behind the accumulations in the grain boundary in the form of SiNWs. Nonetheless, far from these openings, the diffused silicon amounts become very small. Therefore, silicon tends to cluster forming silicon patches seen on top of the oxide away from the cut.
Figure 5. SEM images taken for the samples annealed for 2 hours at: a) 500°C, b) 550°C, c) 580°C, and d) 590°C. The primed letter indicates the image of the samples after aluminum was removed.
Figure 6. EDX pattern of the samples annealed at 580°C taken at: a) at the center of the dark circular region shown in Figure 5c and b) outside that circle.

Figure 7. Schematic presentation of the material confined structures on the aluminum film. The dash dotted rectangle presents the thickness of the aluminum film before annealing.
Figure 8. EDX pattern for the samples shown in Figure 5d. The spot measurements were taken at: a) the center of the circular spot, b) near the edge of the spot, c) on the silicon surface.
Figure 9. a) XTEM images of the samples annealed at 600°C for 2 hours after aluminum is removed. The image shows clearly the formation of a new layer on top of the silicon surface. b) SAD of the sample. The halos in the indicated a polycrystalline or even amorphous nature in this layer.

Figure 10. After aluminum removal, the silicon patches creating near the opening cuts in the oxide are removed also. The SEM images here are for a) PPO silicon samples and b) NPO silicon samples.
Figure 11. The opening cuts in the oxide acts as silicon source from where silicon will start to diffuse through the film. Near the cut most of the confined structures are in the form of SiNWs. The SEM images shown here for a) general overview and b) high magnification of the region indicated by the dashed rectangle shown in a.

The oxide covered surface is much less in the PPO samples. Therefore, the silicon does not have a preferred region to deposit. Silicon patch formation was observed near and away from the oxide edge. Small SiNWs were also observed on the oxide near the edge. Figure 12a and Figure 12b are the SEM images of the PPO before and after aluminum removal. The patches on the oxide seen near the cut before aluminum removal are the accumulated silicon and aluminum during annealing. When the aluminum was removed it took away the silicon parches leaving plane surface with no confined structures. The confined island-like and SiNWs are seen in the opened regions with no oxide where silicon and aluminum interacted in the same manner as the samples without the patterned oxide.

Figure 12. SEM images of the PPO silicon samples, a) before aluminum removal b) after aluminum removal. Small number of SiNWs were created near the edges of the oxide cuts since silicon had no preferred direction of diffusion.
4. Conclusion

In this experimental study, a horizontal network of SiNWs was grown on silicon substrate using aluminum as a platform for the growth process. The wires were grown at the grain boundaries of the aluminum film. The individual nanowires have lengths of few microns and a diameter of about 75 nm. As the silicon accumulates at these boundaries, it forms an interconnected web-like structure of SiNW. A comprehensive explanation of growth mechanism was presented in terms of silicon diffusion through aluminum and its subsequent deposition along the grain boundaries of the aluminum film.
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1. Introduction

Due to scarcity of oil fields and the constant rise of energy needs of the industrialized countries, alternatives of power supply must be found. In addition, the rising energy demand provides a drastic increase of CO2 emissions, which among other reasons are also responsible for the climatic change. In the climatic protection package valid since 2008 a reduction of up to 40% in CO2 levels is aimed by the year 2020 [1]. In order to achieve this objective, an increase of the portion of renewable energies is intended for the energy and heat supply. In the past five years the portion of renewable energies of the total energy consumption in Germany has doubled and is now 8,6 percent [2]. Waste management carries also a large portion of CO2 emissions in Germany besides industry. So called biogenous waste from nearly all areas such as households, industry and the waste water treatment indicate a great potential for energy supply and reduction of CO2 emissions [3] (See Figure1).

Biogenous waste in Germany (liquid manure, sewage sludge, forestal debris, industrial waste and old timber, straw, bio green waste, biogenous portion of the domestic house waste, leftovers from commercial sources among other materials) are estimated to represent 80 millions Mg (Megagram) of dry matter per year [4]. In the case of complete energetic utilization from this matter, an amount of 400 TWhth/a (Terawatt hour, thermic per Year) could be generated, constituting an approximate of 24% of the current consumption of the Federal Republic of Germany[5].

Due to the substitution of coal with biogenic waste, approximately 160 Million Mg CO2 would be saved with an emission factor of 0,4 Mg CO2 /Mwhth (Megagram CO2 per Megawatt hour, thermic) assuming for that, a closed CO2-Cycle for the Bioenergy carriers and total utilization of biogenetic waste. With it the required emission reductions in both relevant sectors (Energy, and Waste management) will be by far surpassed[6]. With the prohibition of dumping of non pre-treated waste, which aim to strongly reduce a deposition of pre-treated biogenous waste and to prohibit the feeding of leftovers to animals in the entire European Union. New disposal ways for this waste fraction must be searched now. The production of biogas in biological gas facilities or sewage purification plants represents a meaningful linkage between energy and waste management. The energetic use of biogenous waste opens possibilities of carrying out both the climatic protection and the power supply goals on a regenerative basis. Thus not only contribution is made to regenerative energy production, but also a new efficient utilization of biogenous waste is created. The climatic change and the discussion around the greenhouse effect moved the emission of CO2 into the foreground.

Transportation logistics importantly contributes to CO2 emissions. In the past years optimization of transportation stood in focus for the minimization of costs. The mere adjustment of transport costs and posibilities without the consideration of the emission can no longer be justified. Route planning and transportation optimization are in the economy standard instruments for the improvement of logistics. In the area of the transportation of disposables, in particular during sewage sludge removal, this approach is rarely used. Large potentials for the disposal transportation due to successes in the past are therefore expected.

2. Objective

The efficient and ecological utilization of biogenous waste covers multiple logistic components such as points of collection, transportation, storage, drainage, hygienization, sterilization, cutting, and sorting, all of which are being part of the chain of valuable materials processing. The supply of the biogenous waste at the right time, with the correct quality and the proper place is associated with a large logistic effort because of cities with a high number of inhabitants where multiple sources of raw material are available. The costs, which are calculated for the supply of the biogenous waste, can be charged here against the yield from the production of biogas, so that profitability could be expected. Since there are multiple forms of biogenous waste, the collection of individual fractions is difficult to achieve efficiently. For example the waste fractions can belong to the food production, household, as well as that from hotel and restaurant industry combined. Therefore, it should be seeked for common disposal ways for the different waste fractions, in order to arrange more economical and more ecological forms of disposal and
utilization of organic resources. Consequently within the process chains in logistics, it is conceivable to collect the waste, mobilize it with large transportation units and bridging the spatial distance between waste deposits and reutilization points, according to the configuration of the technical components that aim to prepare the biogenous raw materials with the correct quality (pretreatment, e.g. to separate foreign matter, to adjust desired homogeneity). In this paper the biogenous waste fractions from “households”, “gastronomy” and “sewage sludge from the waste water treatment” are limited to the area in Duisburg, according to the demand of logistic and plant-technical components which are going to be examined and their optimization potentials evaluated in the chain of processes to be analyzed. It will be shown how the different types of waste with collective reutilization steps could be supplied, where cost of plant-technical and/or logistic components are aimed to be reduced. In addition a mathematical model is suggested for the costs calculation, which are costs for the required logistic and the use of the technical components. For the maximization of the objective function (profit) it is also necessary to minimize the distances between accumulation and reutilization points, to be bridged. Considering the very high number of sources of raw material, heuristic procedures are usually applied. For the determination of the optimal collection and transportation routes a simulation tool is also suggested where all transportation and collecting procedures are ought to be adjusted. With this contribution a new concept for an economically and ecologically optimal supply of different biogenous waste for biogas production is presented, considering the logistic and configuration-technical components.

3. The Biogas Supply Chain

The biogas supply chain covers the integration of sources with reloading stations and destinations. The sources that are mentioned in this paper are, households, hotel and restaurant industries, including snack stands and pensions, the food industry, meat industry and slaughterhouses and the waste water treatment as well. From all these areas large quantities of biogenous raw materials result and this must be supplied to an optimal reutilization. Depending on the condition of the biomass and distance to production centers direct transportation or transportation through reloading stations have to be considered. In the reloading stations the individual raw materials from the different sources are conducted to larger transportation units to be mobilized to production stations (biogas facility). In addition, it is meaningful to submit the collected biogenous raw materials in the reloading stations for a short pretreatment. This short pretreatment could involve weight reduction and/or volume reduction, drainage of the damp biowaste, so the transport to the biogas facilities can be arranged more efficiently. The biogas is then used as fuel for gas engines or directly for the energy and heat production. The compost produced from the process can further be used as fertilizer and used in agriculture. Figure 3.1 shows the biogas supply chain.
4. Area of Investigation

The area of investigation is limited to the city of Duisburg. The city is divided into 48 urban districts, whereby identical postal zip codes are assigned to some districts. Therefore, only 25 different postal zip code areas with 492870 assigned inhabitants are considered [7]. Figure 4.1 shows the investigation area. Firstly, the waste fractions are separated, in order to differentiate their origins. Subsequently, the different sources of raw material and reutilization points in Duisburg are represented.

Figure 4.1 Map of the investigation area in Duisburg.
4.1. Database and Discussion

The relevance of the investigation is further increased in this paper on the basis of three selected districts with assistance of the GIS software (geographical information systems).

4.2. Waste from households

In 2006 36598.44 Mg (Megagram) of compostable waste was collected in Duisburg, where a third of the total was green waste that is accepted at the recycling points. This corresponds to about 11025 Mg of green waste in the year 2006. However this waste fraction is not considered in this paper. A small portion of 447.94 Mg was collected over the biowaste containers in the testing district. The rest of waste originates from two thirds of the total quantity from parks and cemetery maintenance as well as a small portion from Christmas tree collection. The collecting quantity from households is about 100 kg/inhabitant and year [8].

Waste from household in the three Districts

The number of inhabitants for each district and of the GIS derived number of houses is represented in figure 4.2.

![Number of inhabitants and houses in the districts of Duisburg.](image)

The theoretical biowaste potential for the households from the three districts as provided by the Winzenhausen Institut is assumed to be 100 kg per inhabitant per year [8]. The quantity per house for a period of two weeks can be computed as following:

\[
\text{Biowaste for each house in 14 days} = \frac{\text{Waste quantity per Inhabitant} \times \text{Number Inhabitants}}{\text{collect interval per year} \times \text{Number of Houses}}
\]

![Biowaste per house every two weeks.](image)

It is assumed that the biowaste of household is collected every two weeks. Thus it is represented with 26 collecting intervals per year and the biogenous quantities of waste for each house per district are represented in figure 4.3. After the computations it is to be determined that the quantity depends on each district. The reason for this is that there are more multi-family houses and buildings in Hochfeld. On the other hand although Buchholz holds more houses, fewer inhabitants per house are observed, thus this lowers the waste quantity per house. The entire quantity for the three districts is 170996 kg waste every two weeks.

4.1.2 Food Waste

The amount of hospitals, hotels, baking shops and snack stands are gathered within the range of the food wastes. The information from surveys on hospitals, hotels and snack stands are taken over. The average waste disposed per hospital was around 300 kg every two weeks that means 26 Periods in year. The 16 hospitals in Duisburg produce up to 124.8 Mg per year. Additionally there are 22 hotels that produce 114.4 Mg per year. That corresponds to 200 kg per hotel every two weeks. For each baking shop results a quantity of 80 kg every two weeks is expected. Thus 243 baking shops produce 505.4 Mg per year. For small snack stand a quantity of 160 kg results every two weeks. Resulting in 2121.6 Mg of waste per
year for 510 Snack stands. For Bars and Restaurants a quantity of 180 kg results every two weeks. So annually the waste production from 699 restaurants is 3271.3 Mg. Altogether the quantity of waste from the leftovers is approx. 6137.5 Mg/a.

Food waste in the three districts

\[
\text{Waste per establishment} = \frac{\text{Waste quantity per Inhabitant} \times \text{Number Inhabitants}}{\text{collect interval per year} \times \text{Number of establishments}}
\]

![Figure 4.4 Number of gastronomic establishments in the three Districts.](image1)

The city of Duisburg has no information about the production of food waste, therefore the estimated value is derived from the number of gastronomic establishments. As an alternative to the estimated 25 kg/inhabitant-a [9], the production of waste can also be calculated from the number of inhabitants as follows:

\[
\text{Waste per establishment} = \frac{\text{Waste quantity per Inhabitant} \times \text{Number Inhabitants}}{\text{collect interval per year} \times \text{Number of establishments}}
\]

The food waste is collected together with the household, therefore the geographic referencing uses only a node for each street section. Figure 4.8 shows the number of bars, restaurants, snack stands and pizzeria, hospitals, bakers shop and hotels. The entire collecting quantity every two weeks is 23520 kg.

4.1.3 Waste from the food industry

From the biogenous waste from the food industry, (grocery stores and other food producers), all organic rests originate from sell and production of food. Among them also baking rests from the production of pasta and also beer’s grains from the beer production are considered. Since no exact data for these quantities are available, the information from surveys on food industry is taken over. In relation to the individual food retailing a quantity of 80 kg every two weeks is estimated. The 912 food retailers produce annually approximately 1676.4 Mg. The grocery stores produce also a quantity of 80 kg every two weeks. The annually produced quantity of 261 stores is about 503.4 Mg. Thus the quantity of waste from the food industry is approx. 2179.8 Mg/a. The total quantity of produced waste from both fractions, food waste and waste from food industry, is then 8317.3 Mg/a. In the literature an amount of 20 kg per year per inhabitant is also considered and therefore the total quantity is about 9800 Mg/a [9]. This approximate value is determined by estimations, which is used as a comparative value in this paper.

Waste from the food industry in the three districts

The waste production is derived from the number of industries. As an alternative (20 kg/E:a) the waste production is calculated in relation to the quantity of inhabitants as follows:

\[
\text{Waste per industry} = \frac{\text{Waste quantity per Inhabitant} \times \text{Number Inhabitants}}{\text{collect interval per year} \times \text{Number of industries}}
\]

![Figure 4.5. A detailed representation of the quantity of the grocery stores.](image2)

4.1.4 Sewage sludge from waste water treatment

Sewage sludge is summarized under dredging from waste water treatment extracted in the Duisburger sewage purification plants. Six purification plants exist in Duisburg that are responsible for the waste water treatment of the city. The exact locations and produced quantities from these plants let themselves read off from the information platform in North-Rhine/Westphalia (AIDA) [10].

In this paper only the sewage sludge waste from waste water treatment plants is considered.

The well known Screenings and sand trap disposals were not included in the analysis. Sand trap disposals are washed in machines and used in the construction industry, for example in road construction. Screenings are washed likewise in machines and afterwards composted, deposited or incinerated [11]. For the total area in Duisburg an
amount of 16644.06 (Mg/a) results from the waste water treatment plants [10].

In order to examine more clearly and transparently the transportation, inventory and distribution costs, only three districts in Duisburg are examined (Duissern, Hochfeld and Buchholz). These three districts were afterwards processed with assistance of the GIS software.

4.2 Data preparation with GIS Software

To increase the meaningfulness of the investigation, the model should have practical relevance where availability, actuality and accuracy of input data are required. The condition can be fulfilled and the production, administration and actualization of the data can be made possible by the application the digital information system. In order to calculate the biowaste quantity, two different methods are used in the literature, container-referred and inhabitant-referred calculations. Since the separate collection is accomplished only in four districts and no GIS data was made available, the investigation was accomplished regarding the number of inhabitants and surveys. To calculate the collecting costs and/or the covered driven distance, between two intersections (street section) they have to be represented as a node (in the middle of the road section) and the coordinates will be determined with assistance of the GIS software. Each house is assigned on a road section, which was labeled with a certain name. The data of the houses also contain the names of the road section, in order to avoid double allocation.
Duisburg has 6 purification plants and 4 recycling yards (transshipment stations). The investigation areas contain in total 666 nodes. The size of collecting surface is about 12.4 km² and has up to 44459 inhabitants [7].

4.3 GIS-aided route planning

Three districts from Duisburg are selected for the investigation of the Biogas Supply chain (see Figure 4.14). Therefore 44459 inhabitants (9% of the total number of inhabitants of Duisburg), 12.4 km² surface (5% of entire surface), 7375 house, 63 bars and restaurants, 55 snack stands and pizzerias, 21 baker's shop, 4 hotels, 3 hospitals, and Grocery retailers are considered. The coordinates of nodes (in the middle of the road section) are determined with assistance of the GIS software and each house, hotel and hospitals were assigned to the nodes. A detailed representation of the Hochfeld district is shown in figure 4.6.

5. Analysis of The Process Chain

The 4 different process chains for biogenous wastes from the different areas are now considered.

![Biogas Process chain diagram](image)

Figure 5.1 Biogas Process chain.

It should be sought for optimization potentials for the collective utilization of waste. In addition different process chain scenarios are methodically run through to the end and in the observation of results regarding their cost-efficiency they will be compared one with another. If the four process chains are observed together, it is noticeable that those of the households, the hotel and restaurant industry and the meat industry are very similar. Only the pretreatment and processing of the biogenous waste materials from the hotel and restaurant industry and the meat industry are different due to legal regulations. There is no comparison between the pretreatment of sewage sludge from the waste water treatment with those of the other fractions and must always be observed therefore separately.

6. The mathematical model

For the computation of the entire process chains and the process chain scenarios a general mathematical model is suggested. This contains all collecting and transportation routes for transport over Transshipment stations (TSP) and direct transportation. The objective function is to maximize the net income from the disposal and utilization of waste. Some assumptions are done:

1. The Transshipment stations are temporarily limited. The material in the TSP stations should not be stored longer than two days, because if it is stored longer than two days, negative effects could occur. It could begin unpleasantly to smell for example.
2. The capacities of the TSP stations are equal in each point.
3. The production plant does not have a maximum capacity.
4. Each customer is served only by a vehicle.

The development of the mathematical model is based on an elaboration of Liu, Lin [12] and Liu, Lee [13], in which they solve a „Location Allocation problem“ (LAP) with consideration from inventory factors. Even if they pursue another objective in their article, the approach appears also interesting for the solution of „Capacitive Multi-Depot Location Routing Problem“ (CMDLRP). Both articles were published in 2008 [14], [15].

**Notations**

- $M_s$: Quantity of waste in the biological gas facility or purification plant $s$
- $M_q$: Waste collecting quantity of customer $q$
- $E_{\text{Biogas}}$: Fermentation gas yield per ton of biogas facility or purification plant $s$
- $E_{\text{Kompost}}$: Compost yield per ton of the biogas or purification plant $s$
- $E_{\text{Ent}}$: Income of the disposal fee of the customer $q$
- $U$: Number of the transshipment station
- $Q$: Number of customers
- $S$: Number of the biogas or purification plants
- $R$: Number of vehicles or route
- $D$: Number of final customers
- $a$: Vehicle capacity from source to the reloading station or biological gas facility
\( b \): Vehicle capacity from transshipment station to the biological gas facility

\[ \text{max } \text{Serv} \]: Maximum service capacity of the vehicle

\( C_{\text{fix}j} \): Fixed costs of transshipment station \( j \)

\( c \): Transport costs

\( cm \): Travel cost per distance unit

\( C_{\text{Lager}} \): Inventory carrying costs

\( C_{\text{hom}j} \): Costs of the homogenization in the TSP station/biological gas facility

\( C_{\text{hyg}j} \): Costs of the hygienization in the TSP station/biological gas facility

\( C_{\text{ster}j} \): Costs of the sterilization in the TSP station/biological gas facility

\( C_{\text{ent}w} \): Costs of the removal of extraneous materials in the transshipment station/biological gas facility

\( C_{\text{entw}j} \): Costs of the drainage in the transshipment station/biological gas facility

\( X_{\text{ster}j} \): 1, if the sterilization is needed, otherwise 0

\( X_{\text{entw}j} \): 1, if drainage is needed, otherwise 0.

\( h \): Index quantity of the TSP points or customers or biological gas facility

\( g \): Index quantity of the TSP points or customers or biological gas facility

\( s \): Index quantity of the biological gas facility

\( i \): Index quantity of the customers

\( j \): Index quantity of the transshipment points

\( k \): Index quantity of the route

\( V_k \): A row for route \( k \) with a transshipment point

\( \text{Dis}_{kgh} \): Entire distance for route \( k \)

\( V_{\text{kap}k} \): Vehicle capacity

\( Ul_{kgh} \): Average demand for route \( k \)

\( D_{kgh} \): Entire demand for route \( k \)

\( Y_{ij} \): 1, if customer \( j \) is assigned to depot \( i \), otherwise 0

\( Z_{ij} \): 1, if depot \( j \) is established, otherwise 0

\( X_{kgh} \): 1, if \( g \) is a direct successor of \( h \) on the route \( k \), otherwise 0.

\[ \text{Bio gas facilities revenue} \]

\[ \text{max } P = \sum_{s} (M_s \times E_{\text{Biogas} s} + M_s \times E_{\text{Non} s}) \]

\[ \text{Collecting costs} \]

\[ - \sum_{k=1}^{K} \sum_{l=1}^{Q+U+P} \sum_{i=1}^{Q+U+P} \left( c + cm + \text{Dis}_{kgh} \right) \times \frac{D_{lgh}}{V_{\text{kap} k}} \]

\[ + \sum_{h=1}^{K} \sum_{Q+U+P} \left( c + cm + \text{Dis}_{kgh} \right) \times \frac{D_{kgh}}{V_{\text{kap} k}} \]

\[ \text{Disposal fee} \]

\[ \text{fixed costs} \]

\[ + \sum_{h=1}^{K} \sum_{Q+U+P} \left( c + cm + \text{Dis}_{kgh} \right) \times \frac{D_{kgh}}{V_{\text{kap} k}} \]

\[ \text{Distribution costs} \]

\[ + \sum_{h=1}^{K} \sum_{Q+U+P} \left( c + cm + \text{Dis}_{kgh} \right) \times \frac{D_{kgh}}{V_{\text{kap} k}} \]

\[ \text{Fremtreatment costs} \]

\[ + \sum_{h=1}^{K} \sum_{Q+U+P} \left( c + cm + \text{Dis}_{kgh} \right) \times \frac{D_{kgh}}{V_{\text{kap} k}} \]
Constraints

The constraints (1) and (2) restrict the capacity of the vehicle. The constraint (3) ensures the fact that the capacity of the transshipment station is not exceeded. In order to fulfill the acceptance of the model, the constraint (4) guarantees that each customer is assigned only to one route. Then constraint (5) guarantees that each route with the same transshipment station and/or biological gas facility supplies. With the next constraint (6) it is assured that the point of arrival of the vehicle should be also the point of departure. The constraints (7) and (8) serve for the fact that a route serves no more than one transshipment station and/or biological gas facility. The constraint (9) is responsible for the fact that a customer is assigned only to one depot, if there is a route, which passes near this customer. Constraints (10), (11) and (12) secure that the decision variables take either the value 1 or 0.

7. Proposed Biogas Facilities in Duisburg

Two different biogas production scenarios are examined in this paper. In the first scenario, surrounding biogas plants are considered to be used as production locations. And in the second scenario, Duisburg’s purification plants are used as production locations (see figure 7.1). The city of Duisburg had 492870 inhabitants in 2008. Since 1975 the number of inhabitant in the city has decreased by approximately 100000. The current inhabitant density is 2124 inhabitants/km². The total area is 232 km² and the agricultural area without grassland is about 21 km². In this area grain is cultivated predominantly [16]. Besides, in four districts inside the Duisburg-South region, biowaste is collected separately. And in 2006, the amount of collected biowaste was approximately 447.94 Mg. [17].

7.1 Possible plants

Agricultural biogas plant

The agricultural surfaces and raw materials are mostly located in the south region of Duisburg. Moreover, according to the area structure, it is possible that biowaste potential is higher, the biowaste containers have less extraneous materials and an agricultural biogas facility would be much more meaningful.

Since 1999, biowaste has been collected separately in four districts; Huckingen, Hüttenheim, Ungelsheim and Mindelheim. In these four districts, 22362 inhabitants are distributed to 10800 households. A possible plant is supposed to operate with not only renewable materials but also up to 49% biowaste. Apart from the heat and electric
energy which are utilized from the biogas, this biogas may also be fed into the local gas network [10]

Figure 7.1 Proposal of biogas production models for Duisburg

Figure 7.2 Overview of the district Duisburg south
Agricultural biogas facility has a cultivation area of approx. 801.5 hectares for the energy plants. These energy plants are corn, grass silage and rye. Besides, an annual harvest for these available plants is 22133 Mg/a. A substrate mixture, which is produced from these three plants, provides approximately 186 m³/Mg FM (fresh mass) of biogas. From this estimation, it is seen that a great amount of biogas production of 4116000 m³ can be achieved. The crop and its biogas yield are given in the table 7.1.

Table 7.1 overview of the crop and its biogas yield [16]

<table>
<thead>
<tr>
<th>Possible supply from farmers</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Cultivation area</td>
<td>302</td>
<td>Ha</td>
</tr>
<tr>
<td>Average yield per hectare</td>
<td>23</td>
<td>t/ha</td>
</tr>
<tr>
<td>Usable potential</td>
<td>22133</td>
<td>t/a</td>
</tr>
<tr>
<td>Biogas facility</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Specific biogas yield for energy</td>
<td>186</td>
<td>m³/t FM</td>
</tr>
<tr>
<td>Biogas yield for energy plants</td>
<td>4116000</td>
<td>m³</td>
</tr>
<tr>
<td>Heat value</td>
<td>540</td>
<td>kWh/m³</td>
</tr>
<tr>
<td>Energy yield</td>
<td>22229</td>
<td>MWh/a</td>
</tr>
</tbody>
</table>

Industrial biogas facility

The fermentation would be a possibility to use the biowaste which can be collected in Duisburg. The methane gas, which comes out during the fermentation, can be used for either heat or electric production. According to the other researches, the average amount of biogas can be 120 m³/Mg [16]. A possible industrial biogas facility can be planned in Duisburg Baer, because the population density of Duisburg Bear is smaller than the other urban districts. Another reason is that it is very close to a natural gas net, so that the produced biogas can be fed into the natural gas network.

Purification plants

The purification plants can be used as an alternative for the biogas production. Although the production cost of purification plants are higher than those of biogas plants, there are savings possibilities with the transport costs.

7.2 Agricultural and industrial biogas plants model

In the first model, two biological gas plants for entire Duisburg are suggested. These plants are located in the south (agricultural) and in the northwest (industrial) area of Duisburg. In the agricultural biogas plant, renewable resources may be used with biowaste, which are collected in Duisburg south, in order to produce biogas. For the purpose of transport cost reduction, either the existing TSP stations can be used or after a cost analysis, any additional TSP stations may be built.

7.3 Biogas-purification plant model

As mentioned for the second alternative; Duisburg is divided into six areas, because six purification plants are available. Like in the first model, an agricultural biogas facility is placed in the south area and all biowaste is used in this plant. Subsequently, the biowaste in other districts are distributed to five different purification plants. For this purpose, the purification plants for biogas production (sewer gas production) are assumed to be suitable. In case of insufficient capacity, the 6th purification plant can be also used as a spare disposal option.

8. Development of a simulation tool

In the investigated areas, the biowaste is planned to be collected every 14 days. It means that the collecting vehicle visits at least once all nodes in every two weeks and afterwards it brings the collected raw materials to a TSP point or a purification plant. In order to determine a route, the following criteria could be considered:

- TSP point’s or purification plant’s capacity,
- Capacity of the collecting vehicle,
- Driver’s and collection personnel’s working hours,
- Unloading time per biowaste source (house, snack stand, etc.),
- Preparation time and driving time

The routes are planned with the developed software, which connects the customers, TSP points and biogas facilities. The operation sequence of the used algorithm is given in the Figure 8.1.
8.1 First phase: Location and route planning

8.1.1 Constructive procedure: "Covering location problem "The heuristic "Covering problem" possesses the following characteristics:

- Distances (and/or travel time) of nodes cannot exceed a fixed value.
- A minimum number of nodes and transshipment points must be specified, which ensure the service level.
- The distances between the biogenous raw materials sources and the TSP stations cannot be larger than 10 km (see Figure 8.2).

The distances between customers and transshipment points or biogas facilities will be first determined by using a shortest path method. Dijkstra's algorithm can be given as an example for this method. For each node, the reachability radius is given, it means that, there is a transshipment points set of \( U_i \), which customer can reach.

\[ U_i = \{ j \in V : d(j,i) \leq S_i \}, i = 1,...,n \]

V is the set, which is the shortest path between i and j, can also be less or equal to the maximum distance \( S_i \). It means that, the node is supplied by the transshipment point \( j \in U_i \). The objective function minimizes the total number of fixed nodes as transshipment points under the constraint that each Customers is served at least by a transshipment point.

8.1.2 Improvement procedure: Hybrid metaheuristic for the combined location and route planning

Step by step, it is tried to improve the initial solution from the constructive heuristics, with assistance of metaheuristics [18]. Hybrid metaheuristic consists of two subproblems; the location allocation problem (LAP) and vehicle routing problem (VRP). LAP problem is composed of location arrangement and customer assignment for the necessary location. Besides, VRP provides solution for customer-vehicle assignment and optimal sequence. The improvement method can be classified in two different procedures; special and general search methods. However, the special search methods are used for certain optimization problems. The general procedures, which are also called metaheuristics, are used for all problems [31]. In order to solve the NP-hard problems, numerous efficient procedures were developed; e.g. Simulated Annealing (which is based on a physical process in metallurgy) and Tabu Search (which was developed with assistance of artificial intelligence) [18]. In the Figure 8.3 it is shown, how the routes are generated by the simulation model for the three districts.

Possible transformation strategies are the following:

- Swapping: Two nodes are swapped between different routes.
- Insertion: A node is removed from one route and inserted into another.

In order to improve the solution of constructive heuristic, a hybrid heuristic, which consists of Tabu Search and Simulated Annealing, is used on both problem levels (LAP and VRP). With it both procedures share the same tabu list, whereby short cycles will be avoided and the search for better solutions can be arranged more effective.

8.2 Second phase: Transportation problem

The second phase of the model is a transportation problem which represents a single-step problem. The goal of the model is to keep the transport costs as low as possible. For this purpose, which TSP stations will satisfy which biogas or purification plants, should be determined by taking capacities into account.

8.2.1 Constructive Heuristics: Capacitated Column Minimum Method

In contrast to the simplest methods used to solve transport problems, the column minimum method considers not only the quantities but also the transport costs. The columns (transshipment stations) of the transport matrix are cyclically examined in the given order. If the biogas facility still exhibits demand, the most favorable feed connection from a still supplyable TSP station is arranged and the largest possible transportation quantity is planned.

8.2.2 Improvement procedures: capacitated MODI-method

The MODI method, also known as modifying distribution method, is a numeric procedure, which can solve a
standard transportation problem (with a given initial basic solution).
The MODI method reduces the total costs iteratively by exchange of one non-base variable with a base variable. If no more improvements can be achieved than an optimal solution was found.

8.3 Results of the simulation

With the aid of heuristic procedures, this simulation tool optimizes the entire route length so that the CO₂ emission will be reduced and the transport costs will be minimized.

In the simulation, three districts are considered. In these three districts, up to 206 Mg bio raw materials are collected every two weeks. Thus in these districts, up to 5376 Mg of bio raw materials can be collected annually (see figure 8.7). Maximum transportation distance of 114 km is calculated for a period of every two weeks. Due to the improvement procedures, the transportation distance is reduced to 103 km for a period (see fig 8.4). It is assumed that the bio waste is collected with a truck of 12 Mg collecting capacity.
In figure 8.5, Diesel consumption per 100 km is given for the whole year.

![Annual Diesel consumption graph]

Concerning the CO$_2$ emission, it is assumed that 1.138 kg CO$_2$ emission per kilometer is discharged in one year [19]. This results in total to 3365 kg of CO$_2$ emission per year. With the improvement procedures, the CO$_2$ emission is reduced to 307 kg (see figure 8.6).

![Annual CO$_2$ emission graph]

5376 Mg of bio waste collection results in a biogas potential of 537600 m$^3$. This quantity corresponds to 424704 kg (biogas). A truck with a capacity of 12 Mg, consumes 30 kg of biogas per 100 km. The total collecting distance, in the three districts per year, is about 2964 km. In order to cover the energy consumption of the truck, up to 889,2 kg of biogas will be needed.

![Biogas potential graph]

A gas-fueled waste collecting vehicle costs more than 15000 € to 30000 € in comparison with any vehicle with diesel engine. These price differences correspond from 4 to 9 % of the acquisition costs [20] [21]. However, the gas-fueled vehicles have fair fuel costs. If 20.25 € is saved for 100 km, it results a total saving of 5062.5 € per year for a covered distance of 25000 km. Therefore, the extra acquisition costs of 15000 € will be amortized after approximately 3 years. The average diesel price which is referred in this paper belongs to 2008. If a diesel price of 1.509 €/l is taken as a reference (this was the Diesel price before the economic crisis), 50.91 € per 100 km could be saved. In this case, the extra costs of 15000 € would have been already amortized after 1.2 years. So that 35.95 kg/100 km of CO$_2$-emission can be saved and the total saving results would become 135 Tons of CO$_2$ for a covered distance of 25000 km per year and a life span of 15 years.

9. Economical Efficiency

The collecting costs are derived from the waste quantity. In the literature, the collection costs are estimated to 77 €/Mg·km with an average population density [22]. The transport costs of 10 €/Mg·km are assumed in accordance to a declared information by a waste management service provider. The yield of fermenting residues from the purification plants is not considered. The tables 9.1, 9.2 and 9.3 show detailed balance information of biowaste.
Table 9.1 Balance for the biowaste household.

<table>
<thead>
<tr>
<th></th>
<th>Agricultural Biogas facility</th>
<th>Industrial biogas facility</th>
<th>Purification Plant</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wastes (Mg/a)</td>
<td>7.308</td>
<td>41.979</td>
<td>41.979</td>
</tr>
<tr>
<td>Sewage sludge (Mg/a)</td>
<td>-</td>
<td>-</td>
<td>16.644</td>
</tr>
<tr>
<td>Acquisition expense (€/a)</td>
<td>562.716</td>
<td>3.232.383</td>
<td>3.232.383</td>
</tr>
<tr>
<td>Acquisition fee (€/a)</td>
<td>1.249.668</td>
<td>7.178.409</td>
<td>7.178.409</td>
</tr>
<tr>
<td>Transport costs</td>
<td>-</td>
<td>419.790</td>
<td>-</td>
</tr>
<tr>
<td>Biogas potential (m³)</td>
<td>876.960</td>
<td>5.037.480</td>
<td>5.751.720</td>
</tr>
<tr>
<td>Elec. potential (kWh)</td>
<td>5.086.368</td>
<td>29.217.384</td>
<td>33.368.397</td>
</tr>
<tr>
<td>Production costs (€/a)</td>
<td>239.923</td>
<td>1.402.434</td>
<td>2.502.629</td>
</tr>
<tr>
<td>Biogas yield (€/a)</td>
<td>497.955</td>
<td>2.276.034</td>
<td>2.636.103</td>
</tr>
<tr>
<td>Fermenting residue (Mg/a)</td>
<td>2.192</td>
<td>12.593</td>
<td>-</td>
</tr>
<tr>
<td>Fermenting residue yield (€/a)</td>
<td>2.784</td>
<td>15.994</td>
<td>-</td>
</tr>
<tr>
<td><strong>Profit</strong></td>
<td><strong>897.769</strong></td>
<td><strong>4.415.829</strong></td>
<td><strong>4.079.500</strong></td>
</tr>
</tbody>
</table>

Production costs are 5.7 ct/kWh for the agricultural biogas facility, 4.8 ct/kWh for the industrial biogas facility and 7.5 ct/kWh for the purification plant [23]. From this information, the costs for an agricultural biogas facility are 1,72 million €, for an industrial biogas facility 1,88 million € and for the purification plant 3,25 million €.

### Agricultural and industrial biogas facility model

<table>
<thead>
<tr>
<th>Waste from household (4928.7 Mg/a)</th>
<th>Collecting</th>
<th>Transshipment</th>
<th>Transport</th>
<th>Extraneous material disposal</th>
<th>Homogenization</th>
<th>Biogas production</th>
</tr>
</thead>
<tbody>
<tr>
<td>Costs</td>
<td>Acquisition expense (77 €/Mg) 3795096 €/a</td>
<td>Transport costs (10€/Mg) 419790 €/a</td>
<td>Production costs 1692337 €/a</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Income</td>
<td>Fees (171 €/Mg) 8428145 €/a</td>
<td></td>
<td></td>
<td>Biogas yield 2773980 €/a</td>
<td>Fermenting rest yield 187780 €/a</td>
<td></td>
</tr>
<tr>
<td>Profit</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>5240518 €/a</td>
<td></td>
</tr>
</tbody>
</table>

### Biogas- and purification plant Model

<table>
<thead>
<tr>
<th>Waste from household (4928.7 Mg/a)</th>
<th>Collecting</th>
<th>Transshipment</th>
<th>Transport</th>
<th>Extraneous material disposal</th>
<th>Homogenization</th>
<th>Biogas production</th>
</tr>
</thead>
<tbody>
<tr>
<td>Costs</td>
<td>Acquisition expense (77 €/Mg) 3795096 €/a</td>
<td></td>
<td></td>
<td>Production costs 2792552 €/a</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Income</td>
<td>Fees (171 €/Mg) 8428145 €/a</td>
<td></td>
<td></td>
<td>Biogas yield 3097335 €/a</td>
<td>Fermenting rest yield 2784 €/a</td>
<td></td>
</tr>
<tr>
<td>Profit</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>840563 €/a</td>
<td></td>
</tr>
</tbody>
</table>
Table 9.2 Balance for Leftovers.

<table>
<thead>
<tr>
<th></th>
<th>Agricultural Biogas facility</th>
<th>Industrial biogas facility</th>
<th>Purification Plant</th>
</tr>
</thead>
<tbody>
<tr>
<td>Waste (Mg/a)</td>
<td>665</td>
<td>5472</td>
<td>5472</td>
</tr>
<tr>
<td>Sewage sludge (Mg/a)</td>
<td>-</td>
<td>-</td>
<td>16644</td>
</tr>
<tr>
<td>Acquisition expense (€/a)</td>
<td>51211</td>
<td>421381</td>
<td>421381</td>
</tr>
<tr>
<td>Acquisition fee (€/a)</td>
<td>113729</td>
<td>935794</td>
<td>935794</td>
</tr>
<tr>
<td>Transport costs</td>
<td>-</td>
<td>54725</td>
<td>-</td>
</tr>
<tr>
<td>Biogas potential (m³)</td>
<td>176246</td>
<td>1450207</td>
<td>1450207</td>
</tr>
<tr>
<td>Elec. potential (kWh)</td>
<td>1022223</td>
<td>8411202</td>
<td>8411202</td>
</tr>
<tr>
<td>Production costs (€/a)</td>
<td>58267</td>
<td>403738</td>
<td>630840</td>
</tr>
<tr>
<td>Biogas yield (€/a)</td>
<td>100076</td>
<td>655233</td>
<td>655233</td>
</tr>
<tr>
<td>Fermenting residue (Mg/a)</td>
<td>200</td>
<td>1642</td>
<td>-</td>
</tr>
<tr>
<td>Fermenting residue yield (€/a)</td>
<td>253</td>
<td>2085</td>
<td>-</td>
</tr>
<tr>
<td>Profit</td>
<td>104580</td>
<td>713268</td>
<td>550844</td>
</tr>
</tbody>
</table>

Agricultural and industrial bio gas facility model

<table>
<thead>
<tr>
<th></th>
<th>Collecting</th>
<th>Transshipment</th>
<th>Transport</th>
<th>Extraneous material disposal</th>
<th>Homogenization</th>
<th>Bio gas-production</th>
</tr>
</thead>
<tbody>
<tr>
<td>Costs</td>
<td>Acquisitiion expense (77 €/Mg) 472592 €/a</td>
<td>Transport costs (10 €/Mg) 54725 €/a</td>
<td>-</td>
<td>Production costs 462005 €/a</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Income</td>
<td>Fees (171 €/Mg) 1049523 €/a</td>
<td>Biogas yield 755309 €/a</td>
<td>Fermenting rest yield 2338 €/a</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Profit</td>
<td>817848 €/a</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Bio gas- and purification plant Model

<table>
<thead>
<tr>
<th></th>
<th>Collecting</th>
<th>Transshipment</th>
<th>Transport</th>
<th>Extraneous material disposal</th>
<th>Homogenization</th>
<th>Bio gas-production</th>
</tr>
</thead>
<tbody>
<tr>
<td>Costs</td>
<td>Acquisition expense (77 €/Mg) 472592 €/a</td>
<td>-</td>
<td>Production costs 1000433 €/a</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Income</td>
<td>Fees (171 €/Mg) 1049523 €/a</td>
<td>Biogas yield 1078673 €/a</td>
<td>Fermenting rest yield 253 €/a</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Profit</td>
<td>655424 €/a</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
### Table 9.3 Balance for waste from food industry

<table>
<thead>
<tr>
<th></th>
<th>Agricultural Biogas facility</th>
<th>Industrial biogas facility</th>
<th>Purification Plant</th>
</tr>
</thead>
<tbody>
<tr>
<td>Waste (Mg/a)</td>
<td>260</td>
<td>1173</td>
<td>1173</td>
</tr>
<tr>
<td>Sewage sludge (Mg/a)</td>
<td>-</td>
<td>-</td>
<td>16644</td>
</tr>
<tr>
<td>Acquisition expense (€/a)</td>
<td>20020</td>
<td>90321</td>
<td>90321</td>
</tr>
<tr>
<td>Acquisition fee (€/a)</td>
<td>44460</td>
<td>200583</td>
<td>200583</td>
</tr>
<tr>
<td>Transport costs</td>
<td>-</td>
<td>11730</td>
<td>-</td>
</tr>
<tr>
<td>Biogas potential (m³)</td>
<td>68900</td>
<td>310845</td>
<td>310845</td>
</tr>
<tr>
<td>Elec. potential (kWh)</td>
<td>399620</td>
<td>1802901</td>
<td>1802901</td>
</tr>
<tr>
<td>Production costs (€/a)</td>
<td>22778</td>
<td>86539</td>
<td>135218</td>
</tr>
<tr>
<td>Biogas yield (€/a)</td>
<td>39123</td>
<td>140446</td>
<td>140446</td>
</tr>
<tr>
<td>Fermenting residue (Mg/a)</td>
<td>78</td>
<td>352</td>
<td>352</td>
</tr>
<tr>
<td>Fermenting residue yield (€/a)</td>
<td>99</td>
<td>447</td>
<td>-</td>
</tr>
<tr>
<td><strong>Profit</strong></td>
<td><strong>40884</strong></td>
<td><strong>152886</strong></td>
<td><strong>127528</strong></td>
</tr>
</tbody>
</table>

**Agricultural and industrial bio gas facility model**

<table>
<thead>
<tr>
<th>Food Industry waste (1433 Mg/a)</th>
<th>Collecting</th>
<th>Transshipment</th>
<th>Transport</th>
<th>Extraneous material disposal</th>
<th>Homogenization</th>
<th>Bio gas-production</th>
</tr>
</thead>
<tbody>
<tr>
<td>Costs</td>
<td>Acquisition expense (77 €/Mg) 245043 €/a</td>
<td>Transport costs (10 €/Mg) 11730 €/a</td>
<td>Production costs 109318 €/a</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Income</td>
<td>Fees (171 €/Mg) 245043 €/a</td>
<td>Biogas yield 179569 €/a</td>
<td>Fermenting rest yield 546 €/a</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Profit</td>
<td>Profit 193769 €/a</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Biogas and purification plant Model**

<table>
<thead>
<tr>
<th>Food Industry waste (1433 Mg/a)</th>
<th>Collecting</th>
<th>Transshipment</th>
<th>Transport</th>
<th>Extraneous material disposal</th>
<th>Homogenization</th>
<th>Bio gas-production</th>
</tr>
</thead>
<tbody>
<tr>
<td>Costs</td>
<td>Acquisition expense (77 €/Mg) 245043 €/a</td>
<td>-</td>
<td>Production costs 469322 €/a</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Income</td>
<td>Fees (171 €/Mg) 245043 €/a</td>
<td>Biogas yield 502933 €/a</td>
<td>Fermenting rest yield 99 €/a</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Profit</td>
<td>Profit 168412 €/a</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
10. Summary and Outlook

The investigated waste quantity provides a theoretical biogas quantity of 86330 (m³/a) for Duisburg. For the reality, it should be considered that raw material quantities can deviate clearly. The submitted paper suggests a total concept for the process chains simulation with logistic and plantspecific components for the biogenous waste materials supply. At the same time, the logistic components (collection, transport or storage) and the plantspecific components (drainage, cutting, sorting, hygienization and sterilization plants) are observed. It is possible to calculate the entire supply chain between the collecting points and the processing plants by using the extended mathematical model. The direct route between sources and processing plants are considered. The CO₂ emission which is caused by transport collecting process can be determined with the entire covered distance. The production of biogas in the water purification plants is extremely important, since the transportations of the sewage sludge would be omitted. With an appropriate pretreatment of the other three fractions in the transshipment stations, no new technical components in the sewage purification plants should be installed. Sludge from the waste water treatment is only suitable for one waste combination from the observed fraction. Thus, it can be seen that the preparation and pretreatment costs can deviate strongly from those of the other fractions. For this reason, it appears more economical, the biogenous wastes from the household, the leftovers and waste from the food industry, to transport collectively with the waste from the water treatment plant to the digestion towers of the sewage purification plants to produce biogas. The main idea is to observe the identification of the technical and logistic processes, which are necessary for the supply process. Meanwhile, the laws for treatment of biogenous waste materials are taken into account. However, the collective pretreatment of the different waste fractions comes along with some problems. So no hygienic conditions are needed to be fulfilled for the wastes from the household, while leftovers must be sanitized. In order to submit these, as a collective pretreatment, it must be ensured that the hygiene regulations are further observed.

This quantity of biogas is calculated with the assumption that 1 m³ biogas produces approximately 5.8 kWh electrical energy and supplies a theoretical electrical output of 50090716 kWh per one year production [24]. It is to be noted that, some part (20%) of the produced energy from the biogas is used for the pretreatment and preparation processes in the production plants. According to the North-Rhine Westphalia Energy Agency, the annual electric consumption per household person is 2000 kWh without heat consumption [25]. With an electric potential of 40072573 kWh per year, up to 20000 inhabitants’ electric consumption can be covered per year.
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Abstract

Indium-doped cadmium sulphide CdS:In thin films were prepared by the spray pyrolysis (SP) technique on glass substrates at a substrate temperature $T_s = 490\,^\circ\text{C}$. A comparison between the electrical and optical properties of the films for two different doping ratios was made through measuring and analyzing the transmittance curves, photoluminescence spectra (PL) and I-V plots. It was found that the higher doping ratio results in a decrease in the transmittance and PL signal, and a slight increase in the optical bandgap energy. Also it results in a considerable reduction of the resistivity of the films. So choosing the proper doping ratio is important to produce high quality CdS:In thin films suitable for the use as windows in CdS/CdTe solar cells.
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1. Introduction

Thin films of CdS have been extensively studied due to the variety of applications in optoelectronic devices. In particular heterojunction solar cells with a narrow bandgap base and a wide bandgap window such as CdS/CdTe and CdS/CuInSe solar cells [1].

There are several methods for depositing CdS thin films, such as; vacuum evaporation (VE) [2-4], chemical bath deposition (CBD) [1, 5, 6], spray pyrolysis (SP) [7-11], etc. However, the SP technique is a very low cost and simple technique that enables intentional doping and getting large area and uniform thin films [8].

In this work CdS:In thin films were produced by the SP technique, and a comparison between the effects of two different doping ratios on the electrical and optical properties of the films were investigated. The resistivity of the films was determined from the I-V plots which are linear. The optical bandgap energy was estimated from the transmittance curves and the PL spectra were recorded, deconvoluted and investigated.

2. Experimental Part

The precursor solution of CdS:In thin films was prepared by the SP technique, and a comparison between the effects of two different doping ratios on the electrical and optical properties of the films were investigated. The resistivity of the films was determined from the I-V plots which are linear. The optical bandgap energy was estimated from the transmittance curves and the PL spectra were recorded, deconvoluted and investigated.
from 0.3 - 10 nm depending on the recorded region and the grating.

Aluminum was chosen to make the contacts, where two strips were deposited on the surface of the film by vacuum evaporation. The contacts have a thickness of more than 0.4 μm, a length of 1 cm, a width of 1 mm, and a separation of 2-3 mm. The I-V measurements were taken by using a Keithley 2400 Source Meter, which was interfaced by an IBM personal computer and capable of measuring 10⁻¹¹ A. The samples were placed in a brass cell that had a cover to enable measurements in the dark.

3. Results and Discussion

3.1. Electrical Properties

The I-V characteristics of indium-doped CdS:In thin films were taken in the dark at room temperature. The measurements were taken in the voltage range 0-10 V, and the curves are linear, which indicates the ohmic behavior of the contacts.

The I-V plots for two films with the doping ratios 10⁻⁴ and 1.5×10⁻² were displayed in Figure 1. From the plot the resistivity was 4.63×10⁷ Ω·cm for the film of doping ratio 10⁻⁴ and 900 Ω·cm for the 1.5×10⁻² doping ratio. So a huge decrease in the resistivity had occurred in the film of the higher doping ratio.

Figure 1. The I-V plots for CdS:In thin films of different doping ratios.

These results can be interpreted in terms of the decrease in the barrier height caused by doping. Joshi et al [12] say that the decrease in the barrier height ϕ and hence the increase in the conductivity of the films can be explained on the bases of Waxman et al as,

\[ \phi = kT \log \left( \frac{n_1}{n_2} \right) \]  

where \( n_1 \) and \( n_2 \) are the numbers of carriers in the crystallite and in the grain boundary regions respectively. Indium will increase the number of charge carriers, because indium impurity atoms serve as strong donor impurities. If we assume the same extent of increase in the two regions (crystallite and grains), then \( \phi \) will continue to decrease with increasing indium concentration.

The current will not continue increasing by increasing the concentration of indium atoms in the films, but beyond a certain limit the indium atoms will be incorporated in the crystal lattice as electrically inactive impurities (neutral impurity centers). The observations of Joshi et al [12] confirmed this thing. They observed that the Hall coefficient decreased with increasing indium content and finally saturates for large indium content.

3.2. 3.2 Optical Properties

3.2.1 Transmittance and Bandgap Energy

The transmittance of CdS:In thin films was measured at room temperature in the wavelength range 400-1100 nm and shown in Figure 2a for a film of thickness 0.5 μm. As we see there is a dependence of transmittance on the doping ratio; that is it reaches about 84% for the lower doping ratio, and about 72% for the higher doping ratio. The decrease in transmittance with doping is expected, because doping increases the number of charge carriers which increases the absorption in the films, and then decreases the transmission of light.

Figure 2b depicts the absorption coefficient of the two curves shown in Figure 2a. It is noticed that the absorption edge of the film of the higher doping ratio is red-shifted with respect to that of the film of the lower doping ratio. This is mainly due to the formation of band tails in doped semiconductors, which causes a strong modification of the joint density of states and, consequently the absorption spectrum [13].

The value of the optical energy bandgap was estimated from the plots of \( \alpha h \nu \) versus \( h \nu \) shown in Figure 3, where \( \alpha \) is the absorption coefficient, \( h \) is Planck's constant and \( \nu \) is the frequency of the radiation. Since the plots are linear, the direct nature of the optical transition is confirmed. The estimated values of the bandgap energy for films of different thickness are summarized in table 1. As we see in the table it is noticed that the bandgap energy was slightly larger for the higher doping ratio. The increase in \( E_g \) is due to the increase in the carrier concentration with doping, and can be attributed to the Moss-Burstein shift.
Plot of $\alpha$ vs $h\nu$ for two films of thickness 0.50µm. (a) Doping ratio is $1.5 \times 10^{-2}$. (b) Doping ratio is $10^{-4}$.

Table 1. The bandgap energy $E_g$ (eV) for the two doping ratios.

<table>
<thead>
<tr>
<th>t (nm)</th>
<th>$E_g$ (eV) for the $10^{-4}$ doping ratio</th>
<th>$E_g$ (eV) for the $1.5 \times 10^{-2}$ doping ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>150</td>
<td>2.43</td>
<td>2.44</td>
</tr>
<tr>
<td>300</td>
<td>2.44</td>
<td>2.45</td>
</tr>
<tr>
<td>500</td>
<td>2.44</td>
<td>2.45</td>
</tr>
</tbody>
</table>

3.2.2 Photoluminescence

Figure 4 shows the PL spectra of two CdS:In thin films of different doping ratios. As the figure shows the PL signal had decreased with doping. A deconvolution peak fit was made (Figure 5) to compare the effect of the two doping ratios on the PL spectra. The peak parameters obtained from the fit are inserted in Table 2. At the higher doping ratio, two peaks in the yellow region are attenuated and slightly red shifted, but the peak at 2.032 eV had slightly blue shifted and practically disappeared. The peak at 1.910 eV had completely disappeared and the peak at 1.961 eV had enhanced and blue-shifted. The peaks at 1.758 and 1.830 eV in the red region had completely disappeared, the peak at 1.712 eV had attenuated and two new peaks in the red region appeared which are 1.635 (but it is very weak) and 1.796 eV. The peak in the infrared region centered at 1.055 eV in Figure 4b was attenuated to more than half its original intensity.

Indium as other impurities (Fe and Zn) exhibits a quenching effect on the luminescence peak in mixed sulfide films were the In:Cd ratio is varying locally. This result was consistent with the results of Ahmed-Bitar [7] where he studied the PL with the doping ratio and he had a greatest signal for the undoped sample, and then the PL signal decreases with the doping ratio. He interpreted this result by saying that the doping level was found to produce structural changes which affect radiative transitions differently.

The disappearance of some peaks may mean that some defects had disappeared or reduced such as $\frac{1}{2}C_{\text{Cd}}$ which is expected to be responsible about the orange emission and $\frac{1}{2}C_{\text{Cd}}$ which is expected to be responsible about the infrared emissions. The new peaks and those that are enhanced are most probably associated to doping; that is new radiative transitions between doping levels and acceptor levels and/ or the valence band had
taken place. The red shift of some peaks is related to doping and it increases with doping [13].

Figure 4 The PL spectra of CdS:In thin films of different doping ratio. a) Taken by the 2nd grating. b) Taken by the 1st grating.

Figure 5 A deconvolution peak fit of the PL spectra in Figure 4a. a) Doping ratio is 10$^{-4}$. b) Doping ratio is 1.5×10$^{-2}$.

Table 2. Peak parameters obtained from the deconvolution peak fit in Figure 5.

<table>
<thead>
<tr>
<th>No</th>
<th>Position for the 10$^{-4}$</th>
<th>Amplitude</th>
<th>Position for the 1.5×10$^{-2}$</th>
<th>Amplitude</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.635</td>
<td>30</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>1.712</td>
<td>448</td>
<td>1.718</td>
<td>251</td>
</tr>
<tr>
<td>3</td>
<td>1.758</td>
<td>132</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td></td>
<td></td>
<td>1.796</td>
<td>181</td>
</tr>
<tr>
<td>5</td>
<td>1.834</td>
<td>757</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td></td>
<td></td>
<td>1.874</td>
<td>488</td>
</tr>
<tr>
<td>7</td>
<td>1.910</td>
<td>862</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>1.961</td>
<td>267</td>
<td>1.986</td>
<td>702</td>
</tr>
<tr>
<td>9</td>
<td>2.032</td>
<td>2916</td>
<td>2.044</td>
<td>69</td>
</tr>
<tr>
<td>10</td>
<td>2.152</td>
<td>1458</td>
<td>2.103</td>
<td>1089</td>
</tr>
<tr>
<td>11</td>
<td>2.244</td>
<td>224</td>
<td>2.220</td>
<td>198</td>
</tr>
</tbody>
</table>

4. Conclusions

Indium-doped cadmium sulphide thin films were prepared by the spray pyrolysis technique with two different doping ratios on glass substrates at a substrate temperature $T_s = 490^\circ$C. A comparison between the effects of two different doping ratios on the electrical and optical properties of the films had been investigated. Higher doping had improved the electrical properties by
decreasing the resistivity of the films and slightly increased the bandgap energy. It attenuated the PL signal and caused the disappearance of some peaks and the appearance of new peaks, which means that doping levels had a significant role in the produced PL signal.
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Abstract

One of the crucial elements for mastering the performance of a Stand Alone PV System (SAPVS) is the control and management of the energy storage. We focus in this article on the energy control and management algorithm which is a part of a tool we have elaborated and which is devoted for simulation and performance evaluation of SAPVS. For a given energy demand and power PV generator, the algorithm proceeds to several tests on parameters as , , in order to take the best decision for balancing the mismatch between the available energy produced by the source and the power required by the load. As example, the energetic behavior of a PV system applied in a local rural electrification is analyzed through the charge and discharge of the battery and the parameters , , for a typical day in winter and unfavorable day. We show that the elaborated algorithm allows us to avoid any shortage energy for the case treated. 

Keywords: Stand Alone PV System, Energy Storage, Energy Management, System Performance.

Nomenclature

- \( C \): Battery capacity, AH
- \( I_B \): Charge and discharge current battery, A
- \( I_L \): Load current, A
- \( I_{PV} \): PV array current, A
- \( P_{PV} \): PV array power (W)
- \( P_{NU} \): PV array power non used (W)
- \( R_I \): Internal resistance of the battery, \( \Omega \)
- \( S_{min} \): Minimum value of the battery State of Charge
- \( S_{Max} \): Maximum value of the battery State of Charge
- \( SOC \): Battery State of Charge
- \( SOC_0 \): Battery State of Charge at initial time
- \( SOC(n) \): Battery State of Charge at hour \( n \)
- \( T_{amb} \): Ambient temperature, °C
- \( V_B \): Battery voltage, V
- \( V_R \): Open circuit voltage, V

1. Introduction

Climate change and oil shortage have prompted the ever-growing awareness about the need to use non polluting energy. This favorable economic background conducted to an impressive growth rates of the photovoltaic industry in the last decade and it is expected to continue in the upcoming years. In this context, the number of PV installations increases year after year but without noting a significant decrease in the PV system cost. As the initial cost is high, the users need to be ensured that the PV system installed will be reliable and energetically efficient. To reach this goal, we have elaborated a helpful tool for the design and analysis, devoted as a first step, for SAPVS [1]. After having briefly described this tool, we will focus, in this article, on the energy storage and management of the PV system. We present an energy management strategy devoted for a Stand Alone PV systems based on a hierarchically structured control algorithm. The control strategy proposed to limit the charge/discharge batteries current is based on the test of the , , . This algorithm has been designed with the aim of optimizing the energy efficiency and, at the same time, avoiding irregular working conditions that could reduce the life expectancy of the components.

2. Presentation of the SAPVS tool

The beginning of a system design is the preliminary studies where the needs and the requirements of the user are expressed. In the case of a SAPVS, we must know mainly the electrical power that the system must supply and its autonomy in case of lack of sunshine in other words the battery capacity. These data allow good sizing of the system in order to be efficient, reliable but without neglecting its cost. After the sizing step, it will be useful, before the realization of the system, to proceed with the system simulation for the evaluation of its performances in order to bring any needed correction.
We have elaborated this code to be used as a tool for the design of SAPVS and also for the follow up of the already installed systems.

2.1 Architecture of the simulation program

Figure 1. Synoptic of the SAPVS simulation program

The elaborated SAPVS simulation program is based on three main blocks (figure 1). The first block uses the Newton Raphson method to calculate the power PV field taking into account the global irradiation and the ambient temperature. The second block is devoted to the management and control of storage system based on an algorithm which will be presented in this article. The third block calculates the yields $Y_A$, $Y_R$, $Y_F$ and the losses $L_C$ and $L_S$ for deducing the factors $P_R$, $U_F$ and $P_F$ used to evaluate the SAS performances. The results are presented as tables, graphs and histograms.

3. Control and Management strategy for the storage system

In SAPVS systems, a storage system is a solution for balancing the mismatch between the available energy by the source and the power required by the load. Both the power flows into and out of the storage device have to be designed accurately and controlled according to a global energy management strategy.

Control power flows can be easily obtained by interconnecting storage device (battery bank) and generation sources (PV plant) by means of algorithm which is implemented on a power converter. Control algorithm with a hierarchical structure has to adapt controlling actions in order to satisfy many constraints and critical conditions (low state of charge, over voltages, over currents...) with an assigned priority order[2].

3.1 Storage system model

In most cases, the storage system is composed of several batteries. The common battery used is made of lead acid. Its charge is modeled by [3] - [5]:

$$V_s = V_e + \frac{I_e}{C} \left( \frac{0.189}{1.142 - SOC} + R_i \right)$$  (1)

Where

- $V_e$: battery voltage, (V), $I_e$: current battery (A), $C$: battery capacity (A.H), $V_{oc}$: open circuit voltage (V), $SOC$: State of Charge of the battery at given time,
- $R_i$: Battery internal resistance ($\Omega$).

$$SOC = SOC_0 + \frac{I_{soc} \times \Delta t}{C_{oc}}$$  (2)

$SOC_0$: Battery State of Charge at initial time, $\Delta t$: time of charge or discharge (s).

When the voltage of each element is over 2.28V we add the following term:

$$V_s = 2.094 \left[ 1 - 0.001 \left( T_{amb} - 25 \right) \right]$$  (4)

$T_{amb}$: Ambient temperature (°C)

$$R_i = 0.15 \left[ 1 - 0.02 \left( T_{amb} - 25 \right) \right]$$  (5)

The battery discharge model is given by:

$$V_s = V_e + \frac{I_e}{SOC} \left( \frac{0.189}{SOC} + R_i \right)$$  (6)

3.2 Control Strategy

a- $SOC > S_{min}$ and $I_{PV} > I_L$

As $I_{PV}$ is lower than $I_L$, the PV array cannot feed the load so we disconnect the PV array from the load and the latter is supplied only by the battery (battery discharge).

Case 2: $SOC < S_{min}$

In this case the battery is discharged and can’t supply the load, so the load is disconnected and we proceed immediately to the recharge of the battery by the PV array.

4. Control and Management strategy applied to a practical Stand Alone PV system.

The example treated in this article concerns a small PV field devoted to rural electrification for a group of six houses, located at Tamanrasset (south of Algeria), whose daily energy needs is about 2 KWh (figure3). We present in the following the simulation results obtained with the control algorithm and we analyze by the means of the battery the energy behavior of this Stand Alone PV station.
4.1 Description of the example treated

From the technical prescription manual and taking into account the meteorological data for the selected site and the autonomy requirements of the system (four days), we have sized the system by using PVSST 1.0 software developed by our team [6]. The results obtained conducted us to the following configuration:

- A PV field of 3.33KWp power installed must be composed by 24 branches in parallel. Each of them has 4 modules (36Wp) connected in series to have a voltage output of 48V.
- A set of 24 batteries elements of 2V connected in series having a nominal capacity of 1250Ah,

4.2 Analysis of the energy management of the SAPVS studied by means of the battery behavior.

The battery is a key element in the SAPVS. It imposes the voltage for the whole system. The figure 4 represents the plot of the SOC of a battery during a year. The battery is a key element in the SAPVS. It imposes the voltage for the whole system. The figure 4 represents the plot of the SOC of a battery during a year for the energy needs profile given in figure 3. We notice that the SOC is comprised between 0.65 and 0.82. However, there are few days where the SOC is weak but it doesn’t reach in any case the threshold value 0.2 of the battery. Its minimum value is of the order of 0.48. The low peaks of the SOC correspond to winter days where the irradiation is the lowest of the year. As shown on figure 5.

4.2.1 Case of typical day in winter

Figure 6 shows clearly that the PV system, while working, passes through several steps which depend on meteorological conditions, the currents $I_{PV}$, $I_B$, $I_L$ and the SOC. That can be traduced by:

**Region A: 0H – 7H**

In this period of time there is an absence of irradiation that means $P_{VI} = 0$. The load is fed by the discharge of the battery which leads to the decrease of the SOC.

**Region B: 7H – 8H**

In the beginning of the day, at the same time $PV_{I}$ increases but $PV_{I}$ is lower than $L_{I}$. The battery continues to discharge in the load ($I_B = I_L$).

**Zone C: 8H – 13H**

In this zone $PV_{I}$ increases but $PV_{I}$ is lower than $L_{I}$. The load id fed by the PV current array $I_{PV}$ while the battery is charging with a current $I_B = I_{PV} - I_L$.

**Region D: 13H – 15H**

As $PV_{I}$ decreases while the SOC < $S_{Max}$, the battery continues to charge. When the SOC > $S_{Max}$, the PV array is disconnected from the battery and the battery begins to discharge in the load, $I_L = I_B$.

**Region E: 15H – 21H**

As soon as SOC < $S_{Max}$, the battery begins to charge again. We notice that the beginning of the region E matches with the day phase where the irradiation and consequently $PV_{I}$ decreases. The battery is then discharging.
4.2.2 Case of the day whose SOC is the lowest of the year:

The figure 7 represents the evolution of the system in the case of the day where the SOC is the lowest of the year. **Region A:** This zone concerns the day before and the beginning of the day on focus. We notice in this region that $I_{PV}$ is very low, that means that the irradiation received by the PV array is absent or very low. In these conditions, as long as $(I_{PV} < I_L)$, the PV generator is disconnected from the load and the latter is supplied by the battery, whose discharge provoke the decrease of the SOC.

**Region B:**

This range time corresponds to the beginning of the day of interest. The irradiation begins to rise but is insufficient to feed the load $(I_{PV} < I_L)$, the PV array still being disconnected and the battery supplying the load with $(I_B = I_B)$. The battery continues to discharge and the SOC reaches its lowest value of the year (0.48).

**Region C:**

In this zone the irradiation has reached such a good level which allowed $I_{PV}$ to increase and exceed $I_L$ while the SOC $< S_{Max}$. In this case the PV array is able to supply the load and charge the battery with $(I_B = I_{PV} - I_L)$.

From the figure 6 and 7, we notice that the system doesn’t show any situation of lack of energy, that means that the sizing of the PV system has been done correctly and the strategy adopted in the elaborated control and management algorithm seems to be efficient.

In order to characterize the operation of PV system, the Performance Ratio PR has been introduced. PR indicates how the energy produced by the PV system is used. The greater is PR the better the energy produced by the system is used. On the figure 8 we can see the ranges of the values taken by PR during one year for the SAPVS used for rural electrification. For the case treated, it appears clearly that for about 60% of the year PR is in the range (0.5-0.6) and that is in conformity with the figures recommended by the IEA for a SAPVS applied for rural electrification. A PR lower than 0.5 represents only 5% of all the cases.

5. Conclusion

An energy control and management algorithm devoted for Stand Alone PV System has been presented in this article. The algorithm is based on a strategy which deals with several parameters as the SOC, $I_{PV}$, $I_L$ and $I_B$. We have shown, through the presented example of rural electrification, how the energy control and management algorithm deals with different situations for balancing the mismatch between the available energy produced by the source and the power required by the load requiring for certain cases the energy accumulated in the battery bank. This algorithm aims to optimize the use of the energy available from the PV generator and the battery while extending the lifetime of the latter and making the overall system more reliable and cost effective.

Figure 8. Range of values taken by $P_r$ for one year in the case of SAPVS used in the example treated.
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Abstract

Jordan is considered one of the sun-belt countries, which possesses high solar radiation on its horizontal surface. The present study will be concerned on the uses of fuzzy sets methodology to perform evaluation between the most suitable solar technologies for power generation in Jordan, namely, solar ponds and photovoltaic (PV) technologies. The criterion of the evaluation were based on different parameters, i.e., power capacity, efficiency, availability, capacity factor, storage capability, cost, maturity, land usage and safety, they are planned as the technologies for the near foreseen term. Based on benefit to cost ratios, the results showed that photovoltaic technology found to be the better choice in terms of generating electricity, research and development and more effective programs of support and installation.
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1. Introduction

Jordan relies, almost completely, on imported oil from neighboring countries, which causes a financial burden on the national economy (Jaber et al, 2008). Domestic energy resources, including oil and gas, cover only 3–4% of the country’s energy needs. Jordan spends more than 7.5% of its national income on the purchase of energy. The levels of energy and electricity consumption will probably double in 15 years, and it is probable that annual primary energy demand will reach 8x10^7 ton of oil equivalent (toe) by 2010. Jordan accounts an average of 15.85x10^3 ton of emissions, of which CO₂ constitutes around 97%; fossil-fuel combustion almost producing 85% by mass of the total GHG emissions (Jaber, 2002).

The solar energy flux reaching the Earth’s surface represents a few thousand times the current use of primary energy by humans, earth receives 174 peta-Watt of incoming solar radiation at any given time, unfortunately, this huge amount of energy is not well utilized till now.

Electricity production using solar energy is one of the main research areas at present in the field of renewable energies, the significant price fluctuations are seen for the fossil fuel in one hand, and the trend toward privatization that dominates the power markets these days in the other hand, will drive the demand for solar technologies in the near term.

The great importance of electricity from solar technologies is due to the considerable associated benefits (Schott, 2006) (Haas, 2001) (NEPCO, 2006) (Badran, 2001) (Afrobaei, 2008), namely:

- Maximum power generation at peak load hours in hot climate countries like Jordan.
- The modular character of the solar field makes it possible to start at any power level.
- The off grid solar power production for remote locations maybe competitive to fossil fuel power due to the high cost of rural power since it requires to be distributed along far distance.
- Reduction of greenhouse gas emissions;
- Increases in local employment and income;
- enhanced local tax revenues;
- A more diversified resource base,
- Avoided risks of disruption in fossil fuel supply and association price instability
- Provision of infrastructure and economic flexibility by modular, dispersed and smaller scale technologies;
- The potential to greatly reduce, and perhaps eliminate, pollution associated with electricity services
- Contribution towards sustainability.
- Some solar technologies provides other benefits beside power generation i.e., fresh water.

Different types of solar power technologies need further improvements and cost reduction to be competitive with fossil fuel power plants in future power markets. The
National Renewable Energy Laboratory (NREL) evaluated the potential for the emerging photovoltaic (PV) technologies to meet the solar program’s technical and economic targets; they discussed the current structure, capabilities, assumptions and made a linear programming model of capacity expansion plans (Braun and Skinner, 2007) (Blair et al, 2006).

Solar power has the advantage of electricity generation at peak load hours. Hot climate countries, like Jordan, have the highest electricity peak load consumption in demands during the hot summer days as shown in Figure 1 (NEPCO, 2006).

Solar power plants play an important role in decreasing the environmental pollution; they contribute directly to the CO₂ reduction that caused by the conventional fossil fuel power plants. According to the Greenpeace study, the use of solar power plants can avoid 362 million tons of CO₂ emissions worldwide from 2002 to 2025 (Brakmann et al, 2005).

An evaluation study for different power production systems using fuzzy set methodology was prepared by Mamlook (2006). It shows that the solar power production is the best preferable option under the Jordanian climate in the basis of cost to benefit ratio. He also used the same mechanism under the same Jordanian climate for solar utilization applications; he showed that the solar power production is the second best choice that comes after the solar distillation (Mamlook et al, 2001).

Badran (2001) has studied different solar power technologies. He suggested that the Jordanian government needs to do more serious steps towards the utilization of industrial solar energy for power generation applications in arid regions.

Dead Sea is considered a perfect place for solar pond power plants due to its high salinity. The largest solar pond built so far is in Israel, and used to generate electricity, (Sukhatme, 1996). Other studies by (Khalil et al, 1997) presented a theoretical study on the evaluation of electric solar pond power plant under Jordanian climate. Tahat et al (2000) built a mini solar pond in Jordan and studied its thermal performance to show its merits under Jordanian climate.

PV systems have wide range utilization in Jordan. They are used for water-pumping systems, powering radio-telephone stations, as well as supplying electricity to clinics and schools of very small communities in the remote regions (Hrayshat, 2007) (Jaber et al, 2004) (Badran 2001) (Abu-Khader et al, 2008). There are future plans consisting of installation of 1036 PV panels in remote villages (houses, schools, and other public buildings) each panel having an average generating capacity of 1050Wh/day (Hrayshat, 2007). Durisch et al (2007) performed calculations for five commercial PV modules for Al Qawairah site in Jordan and developed efficiency model for them.

In the present study, a fuzzy logic methodology is used to compare between photovoltaic (PV) and solar ponds in terms of their benefits (merits) and costs (barriers). The effect of different parameters on the power production of these technologies was taken from previous studies proposed for Jordanian climate, (Hrayshat, 2007) (Jaber et al, 2004) (Khalil et al, 1997) (Tahat et al, 2000) (Abu-Khader et al, 2008) (Badran 2001) (Durisch et al, 2007).

2. Solar Electric Power Technologies

Solar power technologies can be classified into direct (PV) and indirect electricity conversion, the indirect electricity conversion consists of concentrating and non-concentrating solar power systems (Quaschning, 2003).

2.1. Solar pond

A solar pond does not concentrate solar radiation, but collects solar energy in the pond’s water by absorbing both the direct and diffuse components of sunlight; this is good for countries where the sky is frequently overcast. Solar ponds contain salt in high concentrations near the bottom, with decreasing concentrations closer to the surface (Figure 2).

This variation in concentration, known as a salt-density gradient, suppresses the natural tendency of hot water to rise, thus allowing the heated water to remain in the bottom layers of the pond while the surface layers stay relatively cool. Temperature differences between the bottom and top layers are sufficient to drive an organic Rankine-cycle engine that uses a volatile organic substance as the working fluid instead of steam. Temperatures of 90°C are routinely achieved in the pond bottom, and solar ponds are sufficiently large to provide some degree of energy storage. The potential of solar ponds to provide fresh water, heat and electricity, especially for island communities and coastal desert regions, appears promising, but has not been fully investigated (Zumerchik, 2001). Dead Sea is considered largest solar pond on earth, due to its high salinity. The largest solar pond built so far is the 250000 m² pond at Bet Ha Arava in Israel. The heat collected in this pond has been used to generate 5 MW of electrical power using an organic fluid Rankine cycle (Sukhatme, 1996). The principle of the collection and storage of solar energy in salt ponds where the salinity increases with depth is introduced, and the six polar ponds constructed by Israel since 1960 to test the theory of solar pond energy conversion are indicated. They examined the electric power, with attention given to the water layers, pumps, evaporator, organic vapor turbogenerator and condenser. The performance characteristics of solar pond power plants, which can be started up in a few minutes and deliver up to ten times or more of their rated output power, are pointed out as the basis for the suggestion that they can be used initially as peaking plants in the power grid. Respect to the Israeli plans, the accumulated generated.
power by solar pond will be up to 2000 MW (Sukhatme, 1996) (Bronicki, 1981). Khalil et al (1997) presented 5 MWe electric solar pond power plant in the dead sea part of Jordan with surface area 1.5 km$^2$, they found that the solar pond could generate electricity with a levelized cost of 0.234JD/kWh under Jordanian climate.

In India, the first solar pond having an area of 1200 m$^2$ was built at the Central Salt and Marine Chemicals Research Institute in 1973. Experimental research ponds having areas of 100 and 240 m$^2$ respectively were operated for a few years at Pondicherry and at the Indian Institute of Science in Bangalore, while a 1600 m$^2$ solar pond was built in Bhavnagar again in the eighties. The largest pond built in India so far is located at Bhuj (Gujrat). The pond has an area of 6000 m$^2$. It has been operating since September 1993 and supplies the process heat need of a nearby dairy (Sukhatme, 1996).

2.2 Photovoltaic (PV)

Photovoltaic's (photo for light, voltaic for electricity) converts sunlight directly to electricity. Modules are mounted on a stationary array or on single- or dual-axis sun trackers (Abu-Khader et al 2008). Arrays can be ground-mounted on all types of buildings and structures. The DC output from PV can be conditioned into grid-quality AC electricity, or DC can be used to charge batteries or to split water to produce hydrogen (electrolysis of water) (Aabakken, 2006).

The photovoltaic (PV) market has grown extensively since 1992. R&D efforts, together with market deployment policies, have effectively produced impressive cost reductions: every doubling of the volume produced prompted a cost decrease of about 20%. But market deployment is concentrated: Japan, Germany and the United States account for over 85% of total installed capacity (Figure 3). PV still requires substantial R&D investments, as well as deployment supports, to gain market learning. In the near term, R&D efforts will focus on improving the balance-of-system components for both grid connected and stand-alone applications. Even with these supports, PV is not expected to be generally competitive until after 2025 – although it will continue to compete well in a growing range of market niches in which the cost of deployment supports is moderate (IEA, 2007) (Stierstorfer, 2006).

Jordan utilizes PV cells for limited applications (water-pumping systems, powering radio–telephone stations, as well as supplying electrical energy for clinics, (Hrayshat, 2007) (Jaber et al, 2004). There are future plans consisting of installation of large number of PV for power generation connected to the grid line (Hrayshat, 2007), (Badran 2001). Durisch et al (2007) performed calculations for five commercial PV modules in Al Qawairah site in Jordan and developed efficiency model for them.

3. Fuzzy Methodology

After Zadeh's work on fuzzy sets (1965), many theories in fuzzy logic were developed in Japan, Europe, United States, and elsewhere. Since the 1970s Japanese researchers have been advancing the practical implementation of the fuzzy logic theory; they have been commercializing this technology and they have now over 2000 patents in the area from fuzzy air conditioner, fuzzy...
washing machine, fuzzy toasters, fuzzy rice cookers, fuzzy vacuum cleaner, and many other industrial fuzzy control processes. They have a subway system that is totally controlled by fuzzy computer. It is smooth enough that riders do not need to hold straps, and the controller makes 70% fewer judgmental errors in acceleration and braking than human operators. The U.S. Space Administration has been involved in the use of fuzzy logic in space control decision making. Energy consumption could be analyzed using fuzzy sets (Oder et al., 1993). Also systems could be controlled using fuzzy (Mamlook et al., 1998).

3.1. Determining the linguistic variables and the fuzzy sets.

In order to decide between parameters which are fuzzy, vague, or ambiguous, MATLAB fuzzy toolbox was used to generate decision based on the benefit and the cost for each solar thermal power plant technology.

The fuzzy logic decision selection between PV systems and solar pond technology was applied according to benefits, namely, (B1= power plant capacity or size (MW), B2= Annual solar to electric efficiency, B3= Thermal efficiency, B4= Peak solar to electric efficiency, B5= Availability, B6= Annual capacity factor (CF), B7= storage hours, B8= maturity or popularity, B9= Temperature (T), B10= Safety, B11= Concentration ratio (CR)) to make a decision on the selection between the different solar technologies that cost less and have better benefits. Many factors affect the decision (costs) (Figure 4), i.e., (C1= Hardware cost, C2= Electricity cost, C3= Water usage, C4= Land usage, C5= Maintenance cost, and C6= environmental constrains).

The Fuzzy input/ output combination is shown in the Figure 4 as follows:

![Figure 4. Fuzzy Inputs/Outputs Combination.](image)

The fuzzy logic decision selection of the best solar technology options was applied according to their costs and benefits (Tables 1 and 2).

### Table 1. Overall fuzzy weights of solar technologies for optimum benefits.

<table>
<thead>
<tr>
<th>Parameters importance</th>
<th>Power</th>
<th>Annual efficiency</th>
<th>Thermal efficiency</th>
<th>Peak efficiency</th>
<th>Availability</th>
<th>annual CF</th>
<th>Storage h</th>
<th>Maturity</th>
<th>T</th>
<th>Safety</th>
<th>CR</th>
<th>Relative weight</th>
<th>Normalized relative weight*</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pond</td>
<td>0.01</td>
<td>0.1</td>
<td>0.28</td>
<td>0.1</td>
<td>0.8</td>
<td>0.85</td>
<td>0.2</td>
<td>0.008</td>
<td>1</td>
<td>0.1</td>
<td>0.378</td>
<td>0.71</td>
<td></td>
</tr>
<tr>
<td>PV</td>
<td>0.05</td>
<td>0.7</td>
<td>0.99</td>
<td>1</td>
<td>0.12</td>
<td>0.42</td>
<td>0.65</td>
<td>0.35</td>
<td>0</td>
<td>0.532</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
</tbody>
</table>

* Normalized relative weight = relative weight/maximum relative weight

### Table 2. Overall fuzzy weights of solar technologies for optimum costs

<table>
<thead>
<tr>
<th>Parameters importance</th>
<th>Hardware Cost</th>
<th>Electricity Cost</th>
<th>Water Usage</th>
<th>Land Usage</th>
<th>Maintenance Cost</th>
<th>Environmental Constrains</th>
<th>Relative weight</th>
<th>Normalized relative weight*</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pond</td>
<td>0.29</td>
<td>0.18</td>
<td>1</td>
<td>1</td>
<td>0.25</td>
<td>0</td>
<td>0.441</td>
<td>0.768</td>
</tr>
<tr>
<td>PV</td>
<td>0.84</td>
<td>1</td>
<td>0.05</td>
<td>0.36</td>
<td>1</td>
<td>0</td>
<td>0.594</td>
<td>1.000</td>
</tr>
</tbody>
</table>

* Normalized relative weight = relative weight/maximum relative weight

The inputs for fuzzy implementation in Table 1 and 2 are considered to be fuzzy variables, each of which can vary over a fixed weight (0-1), the inputs' and output's sets are shown in Figure 5.

Figure 5. Fuzzy sets, (A) input sets (B) output sets.

The linguistic variables that were used to describe the fuzzy sets in Figure 5 are very low (VL), low (L), normal (N), high (H) and very high (VH).

The "conversion method" input shown in Figure 6 is responsible for determining the solar technology type; whether it is direct solar conversion (PV) or indirect (thermal conversion) excluding the "thermal efficiency", "temperature" and "concentration ratio" to have an accurate decision making as shown in Figure

Figure 6. Binary fuzzy sets.

3.2. Constructing Fuzzy Rules

In the present section, 85 rules were used to predict the most preferable option(s) out of the two solar technologies, they are in a statements form as shown in the Figure 7.

Figure 7. Fuzzy rules.

3.3. Performing Fuzzy Inference into The System

This procedure is used to compute the mapping from the input values to the output values, and it consists of three sub-processes, fuzzification, aggregation and defuzzification (Negnevitsky, 2005) as shown in the following figure.

Figure 8. Fuzzy implementation sequence.

4. Results and Discussion

The fuzzy sets enabled us to utilize large amount of collected data to compare between the two solar technologies systems, into a smaller set of variable rules (see Tables 1 and 2).

The benefit to cost ratio is shown in Table 3 as follows:

Table 3. Benefit to cost ratio.

<table>
<thead>
<tr>
<th>Solar technology</th>
<th>Normalized benefits relative weight</th>
<th>Normalized costs relative weight</th>
<th>B/C</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pond</td>
<td>0.71</td>
<td>0.768</td>
<td>0.92</td>
</tr>
<tr>
<td>PV</td>
<td>1.000</td>
<td>1.000</td>
<td>1</td>
</tr>
</tbody>
</table>
Evaluation of Solar Electric Power Technologies in Jordan

The final results are shown in Figure 9 as follows:

![Figure 9. Comparison between benefits, costs and normalized benefit to cost ratios](image)

As can be inferred from Table 3, Fig. 9, and from the fuzzy sets analysis, photovoltaic technology (PV) has higher benefit to cost ratio than solar pond and it is considered to be better option for power generation. It has high growing rate in the world wide in spite of its high cost. Solar pond is considered to supply cheaper electricity that PV technology but in the other hand it has lower benefits (Figure 9). This is because the output power is lower in this technology and the maintenance cost is considered to be high, due to high salinity of water. So that the best option according to this study will be PV technology.

5. Conclusions

The foreseeable shortages due to the increased population and the industrial activities in the world, and today’s already unreliable and distinctly expensive fossil resources are forcing a diversification of energy sources and driving the demand toward solar technologies in the near term. Fuzzy logic methodology for evaluating the solar thermal power technology enabled us to condense huge amount of data into smaller sets, it has the ability to decide between different solar technologies in the bases of their benefits and costs. Based on fuzzy logic results, photovoltaic technology (PV) has the higher benefit to cost ratio than solar pond and it is considered to be better option for power generation. PV has high growing rate in the world wide in spite of its high cost. Solar pond is considered to supply cheaper electricity that PV technology but in the other hand it has lower benefits, due to its low solar energy.
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Abstract

We describe our development of heat-resistant solar cells made by depositing the interference filter pigment Solarflair on the surface of silicon and compound semiconductor solar cells. The coating is designed to reflect long wavelength components of solar radiation while admitting shorter wavelength visible and near-infrared components. This results in less heating of coated cells as compared to uncoated cells and consequently their maintaining high light-to-electricity conversion efficiency. Such coated cells have the potential to be usefully employed in concentrator type photovoltaic array systems. Details of the interference pigment used, coating techniques and results of measurements in simulated high heat load environments are described.
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1. Introduction

With the proliferation of solar photovoltaic technology in recent years both the number and diversity of solar power installations has been increasingly rapidly. The emphasis on environmentally friendly i.e. green energy technologies has provided a big impetus to the development of semiconductor solar cell technology. A number of materials such as silicon, gallium arsenide and cadmium telluride have been used for the manufacture of solar photovoltaic cells. Organic solar cells are also seeing a surge of interest even though their conversion efficiencies are significantly below that of inorganic cells. Silicon, however, remains the most popular material for solar cells and its prevalence in the industry will likely remain for at least several years to come. When used for solar photovoltaic applications distinction is usually made between monocrystalline, polycrystalline and amorphous silicon solar cells as these are very different from each other in terms of cost of production and power conversion efficiency. In general, compound semiconductor solar cells are more efficient than silicon solar cells in converting the energy in sunlight to electrical power. Again, monocrystalline silicon cells are more efficient than polycrystalline cells which are still more efficient than amorphous silicon cells. No matter which material technology is used for the construction of solar cells their efficient operation is dependent on their receiving an optimum amount and type of incident radiation. While large incident flux is usually desirable there is increasing realization that too high an intensity of solar radiation can lead to diminishing returns by heating up cells and thus causing loss of power conversion efficiency as well as a reduction in the cells useful lifetime. Selective spectral filtering of sunlight can go a long way towards addressing these issue and our work demonstrates that by forming appropriate filter coatings on the surface of solar cells it is indeed possible to make them more efficient under high input flux situations. This essentially implies an increase in cell operating efficiency and thereby a gain in overall electric power production. This issue will assume even more significance in the next few years when concentrator type solar cell installations become more widespread. Concentrator solar cells have to endure much higher temperatures than cells simply exposed to the sun in large panels and their efficiency and lifetime can be greatly improved with this technology. We go on to describe the characteristics of our filter films and their effect on the operation of both GaAs and Si solar cells.
2. Interference Pigments as Sunlight Filters

Incident light can be filtered in either intensity or wavelength by using either absorptive pigments or interference pigments. Transparent coatings containing ordinary colouring pigments have long been used for customising light for a variety of applications. Examples range from sun glasses to filters on infrared remote controls. In recent years, however, the idea of using interference pigments as light filters has gained much ground. These pigments are essentially small coated particles that act as multi-layer dielectric filters. Instead of using the usual method of forming dielectric filters by depositing materials of appropriate refractive index on plane glass or other flat transparent substrate, interference filters are made by the chemical deposition of transparent oxides on particles of quartz or mica. By carefully sequencing and controlling reaction conditions it is possible to deposit a multi-layer stack of transparent oxide materials of precise thicknesses on transparent quartz or mica particles. The resulting material then exhibits thin film interference and displays selective transmission of light. The spectral response can be engineered by appropriate choice of coating oxides, their thicknesses and order of deposition. A variety of transmission and reflection profiles can be obtained when this kind of interference pigment is incorporated in transparent media such as glass, optically clear plastic or various synthetic lacquers. Several families of interference pigments for applications ranging from printing inks to car paints and decorative coatings are commercially available from various manufacturers. Merck produces perhaps the best known family of such pigments under its offering of special effect pigments. One of the sub-family called Solarflair has been specially developed for solar heat protection applications in high solar potential regions of earth. Translucent plastic sheets containing Solarflair, for instance, serve as effective material for the construction of green houses and sky lights in tropical and subtropical countries. These pigments have been designed such that their dispersions allow a large fraction of shorter wavelength visible radiation to pass through but longer wavelength heat-producing infrared radiation is very effectively attenuated through reflection. The result is cool green houses and other enclosed ambient. Our work has investigated the use of transparent filters containing Solarflair pigments for use in shielding solar cells from infrared radiation while letting most of the visible light through for photovoltaic generation to take place. Our experiments have involved work on preparing both plastic-based and glass-based filter films containing Solarflair that could be directly deposited on the top surface of solar cells.

3. Solarflair and Coatings Incorporating Solarflair

Solarflair, also known as Iriodin, is a multilayer synthetic pigment consisting of basal mica coated with silicon dioxide (SiO₂), titanium dioxide (TiO₂) and tin oxide (SnO₂) overlayers. Weather resistant grades are also available that contain an additional coating of zirconium dioxide (ZrO₂). This pigment is temperature stable up to 800 °C. The two main commercial offerings from Merck are called Solarflair 870 and Solarflair 875. These pigments have particle sizes in the range of 10-60 μm and 5-25 μm respectively. The former is suitable for general purpose infrared blocking applications while the later is tailored to have a transmission spectrum that matches photosynthesis requirements of vegetation quite closely. Figure 1 shows a plot of the transmission and reflection spectra of Solarflair x in the wavelength range from x nm to y nm.
The actual pigments are inert, non-toxic, off-white powders that can be blended in plastics and glasses in various concentrations. It is possible to prepare a blend of Solarflair-containing acrylic plastic by mixing a desired amount of Solarflair in a solution of polymethyl methacrylate (PMMA) in a suitable solvent such as xylene or ethyl lactate. The loaded PMMA solution can then be coated on suitable substrates by any of a variety of coating techniques such as spray coating, roller coating or spin coating. With increasing Solarflair concentration the resulting films become less and less transmissive. An appropriate balance has to be struck with the Solarflair concentration such that as much infrared radiation as possible could be reflected away while attenuating as little as possible of visible light. With Solarflair itself is stable at temperatures in excess of 800 °C, PMMA films containing Solarflair cannot withstand temperatures much above 100 °C as the glass transition temperature of PMMA is only around 124 °C. PMMA coatings also get scratched easily. Thus PMMA-based Solarflair coatings will clearly be unsuitable for use with solar cells exposed to aggressive outdoor environment. We, therefore, chose to work with silica-based coatings prepared from spin-on glass (SOG) precursors. Specifically, we used Intermediate Coating IC1-200 from Futurrex as the un-doped SOG. This is a polysiloxane-based polymer in n-butanol solvent. In usual application, it is spin coated at typically 4000 RPM on to cleaned substrates and then baked at 90 °C to remove any remaining solvent. A further anneal at 400 °C then converts it into silica. The resulting coating is tough and weather resistant. We investigated both PMMA and SOG coatings containing 10%, 15% and 20% by weight of Solarflair.

The transmission spectrum of each of these was measured and it was determined that SOG coatings containing 15% by weight of Solarflair, spun at 4000 RPM, were the most suitable for further experiments. However, it was also found that a 4-period stack of 5% Solarflair in SOG followed by un-doped SOG was even more suitable as it exhibited the largest contrast between the short wavelength pass-band and the long wavelength stop-band. A figure showing the transmission characteristics of these two types of films appears here as figure 2. Another feature that is seen here is the existence of a dip in transmission around 530 nm (green region) with single layer films. Such films have a distinct green hue in reflection. Multilayer films don’t show such a dip and have a very flat pass-band.

![Figure 1. Spectral transmission and reflection of Solarflair 870 pigment particles](image-url)
It is clearly seen from this figure that the multi-layer stack, though more laborious to deposit, was a better contender for infrared shielding applications. It features a relatively flat pass-band performance and a pronounced fall in transmission for longer wavelengths. However, the transition point – about 650 nm for the multi-layer coating – needs to move further towards the long wavelength side of the spectrum in order to better match with most inorganic solar cell materials. A shift of 100 nm would be very desirable.

4. Measurements on Solarflair-coated Solar Cells

We performed experiments on both GaAs and Si solar cells coated with Solarflair pigment embedded in SOG silica films. GaAs solar cells were fabricated from epitaxial structures grown at the University of Glasgow whereas amorphous silicon solar cells were purchased from Sanyo Corporation. The GaAs cells had a silicon nitride anti-reflection coating at the top whereas the Si cells were formed on 1 mm thick glass substrates. In both cases, Solarflair-containing SOG films were deposited and post-processed on solar cells through spinning from a butanol-based solution. A typical GaAs solar cell used in the experiments appears here in figure 3. The overlying Solarflair-containing silica films were only slightly translucent so they allowed a large amount of light to pass through to the cell.

The optical responsivities of coated and uncoated cells were measured by illuminating them with a calibrated tungsten-halogen lamp as a light source. The radiation contained both visible light and infrared radiation, as determined by a visible-infrared spectrometer. Open circuit terminal voltages ($V_{oc}$) were measured and plotted against incident optical power. Data was taken after the cells had stabilised in temperature. These results appear here in figure 4. The $V_{oc}$ for coated cells was consistently measured to be about 0.5 volt higher than that for uncoated cells. This was also corroborated by the higher cell temperature measured for un-coated cells as compared to that for coated cells. Cells carrying a coating of Solarflair measured approximately 35 °C lower in temperature than cells without the coating.
This is clear evidence of the efficacy of Solarflair-based coatings in reducing photovoltaic cell temperature and raising their output voltage under radiant heating conditions.

The origin of the wavy structure in the optical responsivity of coated cells is not entirely clear but it is possibly due to interference effects in the Solarflair-loaded thin silica film. Silicon solar cells yielded similar results but showed even higher improvement in $V_{OC}$. Interestingly, the power output of silicon cells was seen to increase even under room light conditions once the cells were coated with Solarflair. It appears that the scattering of light by Solarflair particles enables better utilisation of light by these cells through a process of light trapping and results in the cells delivering higher electrical power output. This observation is very interesting because it suggests that by coating ordinary low performance solar cells intended for indoor applications in household gadgets it should be possible to obtain higher electrical power.

The effect of Solarflair films in shielding silicon photovoltaic cells from infrared radiation and thus maintaining them at lower temperatures compared to uncoated cells is seen in figure 5 where plots of temperatures reached by silicon cells under bright combined light-infrared radiation have been plotted as a function of time. The temperature of a reference uncoated cell is seen to climb to values at least 10 °C higher than that of coated cells. In high flux environments such as the interior of desert areas the ability of Solarflair coatings to keep photovoltaic cells cool and their efficiency high will evidently be of great value.
5. Conclusions

Results of our experiments reported here show unambiguously that coating photovoltaic cells with silica films containing Solarflair pigments is very effective in keeping their temperatures down and thus enhancing their conversion efficiency in high flux environments. This results in higher open circuit terminal voltage and closed circuit cell current which lead to increased photovoltaic power output. Furthermore, the effect of light scattering and trapping leads to effective recycling of photons and that improves the functionality of even cells intended for room temperature operation.
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Abstract

Distributed energy systems, nowadays, are very hot subject all over the world. They considered as a clean and sustainable energy. This kind of energy production will occur far from heat and power plants, in single houses or their small associations. This is not used, yet, in Jordan, put, regulations of power are under consideration and will hopefully appear very soon. A quick survey in the Jordanian markets and research bodies shows that the use of fuel cell compared with other distributed energy systems is very little. For this reason, the main part of this paper has been devoted to the discussion of the potentials of fuel cell systems in Jordan. The Poland experience in this subject has been studied in order to compare with the case of Jordan. The market and technical requirements for small-scale fuel cells in residential applications are investigated. In particular, the peculiar features of the Jordan situation are explored, with its specific energy resources and demands. The attributes and disadvantages are discussed, with a number of technology gaps being identified, and some solutions proposed. It is shown that various technologies could be applied. The obvious premium application of fuel cells in Jordan exists where grid connection is expensive. This study shows obviously many benefits can be gained if the distributed energy systems are applied to the Jordanian markets. These include, but not limited to, the improvements of the peak load, energy economy, and air pollutions. The study shows also, that Jordan can be gained a lot from using distributed energy systems.
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Nomenclature *

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>AFC</td>
<td>Alkaline Fuel Cell</td>
</tr>
<tr>
<td>CH₄</td>
<td>Methane</td>
</tr>
<tr>
<td>CO₂</td>
<td>Carbon Dioxide</td>
</tr>
<tr>
<td>DE</td>
<td>Distributed Energy</td>
</tr>
<tr>
<td>DMFC</td>
<td>Direct Methanol Fuel Cell</td>
</tr>
<tr>
<td>EU</td>
<td>European Union</td>
</tr>
<tr>
<td>FC</td>
<td>Fuel Cell</td>
</tr>
<tr>
<td>GHG</td>
<td>Greenhouses Gases</td>
</tr>
<tr>
<td>GWP</td>
<td>Global Warming Potential</td>
</tr>
<tr>
<td>KOH</td>
<td>Potassium Hydroxide</td>
</tr>
<tr>
<td>IC</td>
<td>Internal Combustion Engines</td>
</tr>
<tr>
<td>nₚᵢ</td>
<td>The amounts in kilo moles of products.</td>
</tr>
<tr>
<td>nₛᵢ</td>
<td>The amounts in kilo moles of substrates.</td>
</tr>
<tr>
<td>PAFC</td>
<td>Phosphoric Acid Fuel Cell</td>
</tr>
<tr>
<td>PEM</td>
<td>Proton Exchange Membrane</td>
</tr>
<tr>
<td>PV</td>
<td>Photovoltaic</td>
</tr>
<tr>
<td>SOFC</td>
<td>Solid Oxide Fuel Cell</td>
</tr>
<tr>
<td>ΔE</td>
<td>Energy Difference</td>
</tr>
<tr>
<td>ψₚᵢ</td>
<td>(divided by 100) times of staying in atmosphere of GHG, in products.</td>
</tr>
<tr>
<td>ψₛᵢ</td>
<td>(divided by 100) times of staying in atmosphere of GHG, in substrates.</td>
</tr>
</tbody>
</table>
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1. Introduction

Distributed energy systems (DE), nowadays, are very hot subject all over the world. They considered as a clean and sustainable energy. Distributed energy systems have already made a significant impact on the energy market and will certainly affect energy scenarios in the near future [1]. Pepermans et. al [2] extract an accurate definition for DE after a long survey. In their view, the best definition of distributed generation that generally applies seems to be ‘an electric power generation source that is connected directly to the distribution network or on the customer side of the meter’. They also showed two major factors that contribute to the renewed interest in distributed generation i.e. electricity market liberalization and environmental concerns [2]. These DE systems include but are not limited to photovoltaic (PVS), wind, micro turbine, fuel cells (FC), and internal combustion (IC) engines. Although most of DE systems are not new in technological respect, they are receiving increased attention today because of their ability to provide combined heat and power, peak power, demand reduction, backup power, improved power quality, and ancillary services to the power grid. The visibility of renewable energy sources is increasing significantly due to common concerns about fossil fuel scarcity, increased pollution, weakened national security, and higher costs for all of its components. Another important aspect to the life-cycle cost of the DE systems is reliability. Numerous researches all over the world deal with DE systems, components, improvement and applications. These works are not the scope of this paper but only few examples were presented in the references list[Italy [3], Poland [4], UK [5], Finland[6], Belgium [7], Spain[8 and 9] Greece[10] Iran[11] USA [ 1, 12, 13, 14, 15, and 16 ] China [17] France [18] Taiwan [19], Norway [20], Turkey [21], Algeria [22]. However, this paper is aimed to study the ability of use these ideas in Jordan. Concentration will be given for a comparison between Jordan and Poland [23-25]. Also discussed in this paper are the challenges that must first be overcome to reach the goal of good use of DE in Jordan in future. A quick survey in the Jordanian markets and research bodies shows that the use of FC compared with other DE systems is very little [26-35]. For this reason, the main part of this paper will be the discussion of the potentials of FC systems in Jordan. One must not forget that there are no DE in Jordan as the national electricity is isolated until now. The new law for power is under consideration and legal legislations will come to light very soon. The purpose of this paper is to provide a consolidated resource that describes the most common potentials in Jordan. The objective of this paper is looking for the above issues and study these challenges all around the world and special considerations will be given for Poland and Jordan as case studies. The paper layout will be as follows. The next section, after this introduction, will devoted for a theoretical background that contains $\Delta F_{GHG}$, the chance for new technologies in a frame of distributed energy production and the properties of fuel cells. The next part will be about the properties of fuel cell on small scale. Finally, a summery and conclusions will be given.

2. Theoretical background

In this section, a theoretical background will be given. This will include, in addition to the literature review, the explanation of the main important concepts of the subject that will paved the way to this research.

2.1. The Carbon dioxide($CO_2$) concentration:

In 2007 the announcement of the European Commission concerning the European strategy in frame of power industry was published. It contains the main priorities of energetic politics of EU even to 2050 [36]. That’s the moment when the distributed energy production on small scale has a chance of development and serious treatment. This kind of energy production will occur far from heat and power plants, in single houses or their small associations. From the sixties of the last century an association of both systems (energetic and electric) in one entirety is possible.

The Carbon dioxide ($CO_2$) concentration in atmosphere changes every moment. It is influenced among other things by year’s season, geographical position, the number of factories in a city and so on. The maximum of $CO_2$ concentration occurs in winter, in the states with a great number of conventional power plants. $CO_2$ causes creating of “warm islands” because its specific gravity is bigger than specific gravity of mixture of oxygen with nitrogen (the air) and therefore $CO_2$ falls on the ground. So installations for measurement of the $CO_2$ concentration in atmosphere are installed on clean ecologically areas, a long distance from great cities, for example on the Antarctic. The air samples from ice of Antarctic and Greenland show that $CO_2$ concentration is twice bigger than in atmosphere from before 15 000 Years. Dakowski et. al [37] indicated that average time of $CO_2$ stay in atmosphere is 10 years, and main methods of its elimination belong to the group of biochemical methods. Perhaps the consequence of it is more violent growth of flora in the area with increased $CO_2$ concentration than in the other areas. The air samples of ice of Antarctic and Greenland show that $CO_2$ concentration is twice bigger than in atmosphere from before 15 000 Years. Counteraction of the climate warming according to means among other things emission decreasing of greenhouses gases (GHG). 80 % part of global emission GHG is according to $CO_2$ from power industry sector [36]. Therefore the EU as many other countries, proposes the using of ecological technology, which in consequence brings decreasing of GHG concentration in atmosphere. The EU project in this frame is ambitious. The EU wants in 2020 to achieve $CO_2$ emission decreasing in industrialized countries to the level of 30% in comparison with the level in 1990. These countries will have to decrease their own emission to 50% in 2050 in comparison with 1990. For Poland this level will be smaller but not smaller than 20 % to 2020 in comparison with 1990. For Jordan there are no formal statistics that indicate the actual figure but clear trend toward emission reduction can be seen.
2.2. Challenges to be handled

For both Poland and Jordan, there are a serious challenges and in all of the related sectors as follows.

Firstly, if the energetic sector is considered, these challenges means that it must propagation of new technologies of energy generation. These developments can be as follows:

- the extensive use of renewable sources,
- the use of biofuels,
- looking for a developed sources, that provide in combustion process with low GHG emission,
- improvement of hydrogen combustion and additionally the process should proceed with total steam condensation,
- the use of extensive power plants, that is conventional power plants storing 100% of CO₂ and H₂O from fuel combustion,
- looking for a safe fusion of light elements that so called thermonuclear power industry of the fourth generation.

Secondly, if the transport sector has been taken into considerations, these challenges means:

- propagation of using biofuels
- design and marketing of automotive vehicle with low petrol or gas consumption
- design of hybrid vehicle using conventional and renewable sources of energy.

Finally, if building industry sector is considered, this means:

- use of new building structures with better insulation properties
- improving insulation properties in existing buildings, houses
- application of energy saving technologies using the conventional and unconventional energy sources
- development of technology of warm accumulation.

In general for all of the above sectors, management of energy is crucial. This means working out and designing methods and management structures for observation activities in energetic sector in all around the world in order to introduction of corrections in Internal energetic strategy. The last point is very important. The World wants to stop the global climate warming by observing and eliminating reasons of GHG emissions. The main blame

$$ \Delta E_{GHG} = \left( n_{p1} \cdot GWP_{p1} + n_{p2} \cdot GWP_{p2} + \ldots \right) - \left( n_{s1} \cdot GWP_{s1} + n_{s2} \cdot GWP_{s2} + \ldots \right) $$

where:
- $n_{p}$, $n_{s}$ are the amounts in kilo moles of products and substrates respectively.
- $GWP_{p}$, $GWP_{s}$ are Global Warming Potential of products and substrates respectively for 100 years stay of gases in the earth atmosphere.

$$ \Delta E_{GHG} = \left( n_{p1} \cdot GWP_{p1} \cdot \psi_{p1} + n_{p2} \cdot GWP_{p2} \cdot \psi_{p2} + \ldots \right) + \left( n_{s1} \cdot GWP_{s1} \cdot \psi_{s1} + n_{s2} \cdot GWP_{s2} \cdot \psi_{s2} + \ldots \right) $$

Where

- $\psi_{p}$, $\psi_{s}$ are (divided by 100) times of staying in atmosphere of GHG, in products and substrates respectively. For the burning of the pure carbon it would be using data taken from reference [37] as:

$$ \Delta E_{GHG} = n_{p} \cdot GWP_{p} \cdot \frac{7}{100} - 2 \cdot \frac{7}{100} = \frac{14}{100} $$

for disadvantageous climatic changes is ascribed to CO₂ and the globe will combat CO₂ sources with the help of all the available means. Meanwhile we know other, more harmful compounds, which are “treated” softer than CO₂. The world standpoint is not profitable for Poland taking into consideration the national energetic strategy because coal is still the main energetic fossil fuel, because the factor objectively assessing the technological process must be found.

2.3. The Greenhouse Gases energy difference ($\Delta E_{GHG}$)

The measure of warming up effect for chemical processes or advisable technologic process for example receiving large amount of warm could be a difference of the specific sums of the products consisting of the GHG amount multiplied by its characteristic features in burning products and substrates ($\Delta E_{GHG}$). At $\Delta E_{GHG}$ construction we can use the gas factors $GWP(\text{Global Warming Potential})$ characterizing the ability of each of the gases to warm accumulation in the earth atmosphere in reference to CO₂ ability. The GWP value of any gas depends on the ability of stopping warm and its stay time in atmosphere. If at gas factor isn’t given time that means the mentioned time is 100 years. For example GWP₁₀₀(CO₂)=1 means : the CO₂ influence on atmosphere is definite as 1 at its 100 year stay time in the atmosphere. For methane the analogical GWP value is 23. GWP₁₀₀(CH₄)=23. Therefore the influence of methane is 23 times bigger than for CO₂.

It should be emphasized that GWP₁₀₀ (H₂O) is up to now undetermined. In the official announcements of the EU nothing or very little is said about water vapor in spite of the fact that H₂O is the main GHG and occurs in very large quantities in the earth atmosphere. Additionally it has perhaps a big GWP value. It is estimated that H₂O is responsible for from 36%-60% to 96%-99% of the warming up effect. Scenarios of early phase of life on the earth assume evaporating of large quantities of water in consequence of sun radiation. It would be a cause of appearance of the earth atmosphere with specific composition and increasing of its temperature to the level which was suitable for life. One can propose to form the index informing about “goodness” of a process for the surrounding. The index could assess objectively a chemical or technological processes. For example as in formula (1):

$$ \Delta E_{GHG} = \left( n_{p1} \cdot GWP_{p1} \cdot \psi_{p1} + n_{p2} \cdot GWP_{p2} \cdot \psi_{p2} + \ldots \right) + \left( n_{s1} \cdot GWP_{s1} \cdot \psi_{s1} + n_{s2} \cdot GWP_{s2} \cdot \psi_{s2} + \ldots \right) $$

The matter is very difficult in case of water vapor. For the uncomplicated chemical reaction:

$$ CH_4 + 2O_2 \rightarrow CO_2 + 2H_2O $$

It is not easy to obtain the value $\Delta E_{GHG}$. The cause is difficulties in determination of GWP value for water vapor and its real stay time in atmosphere. Up to now we don’t have unequivocal opinion in the matter. We don’t know how water vapor influences atmosphere of earth. Its
quantity changes in air seasonally. Excluding the stoichiometry cases we have problems with estimation whether the increase of the quantity of water vapor is in natural way or is it connected with the used technology. In which layers of atmosphere will it diffuse? Additionally we know that water vapor quantity increases fast with temperature increasing. So its investigation from the point of view described above should be priority in short future. After them the classification the influence of the processes on surrounding will be easier.

The $\Delta E_{GHG}$ factor can have plus or minus value. The second means that the technological process is easy for the surrounding because it will run with elimination of warming climate effect.

2.4. The Properties of Fuel Cells

The following will be a description of few types of fuel cells that helps with a better understanding of this work [Details of fuel cells can be found in many references in the open literature and examples are given in reference [1,26-28, 38-63].

A fuel cell is an electro-chemical device that produces electricity without any intermediate power conversion stage. The most significant advantages of fuel cells are low emission of greenhouse gases and high power density. The energy density of a typical fuel cell is 200 Wh/l, which is nearly ten times of a battery. The efficiency of the fuel cell is also high in the range of 40–60%. If the waste heat generated by the fuel cell is used for cogeneration, the overall efficiency of such a system could be as high as 80% [1]. Fuel cells can be classified into five different categories based on the electrolyte chemistry, including proton exchange membrane fuel cell (PEMFC); solid oxide fuel cell; molten carbonate fuel cell; phosphoric acid fuel cell; and aqueous alkaline fuel cell.

The PEMFCs are rapidly becoming the primary power source in movable power supplies and distributed generation (DG), because of their high energy density, low working temperature, firm and simple structure [1].

One of these cells seems very special and has perhaps “the good future”. This is Solid Oxide Fuel Cell (SOFC) with ceramic oxide electrolyte. SOFC have different shapes –flat, tubular [38-40], as shown in figure 1.They have advantages and drawbacks. However the solid electrolyte and work temperature lowering to 500 – 600 °C cause a rise of the prospective application range.

The other problem is the displacement of water for the purpose of confinement of KOH concentration on specific level. The great advantage of AFC is relatively safe electrolyte and good tightness. It is connected with metallic construction which can be used for the sake of the low

\[ 2KOH + CO_2 \rightarrow K_2CO_3 + H_2O \]  

(a) Tubular

(b) Flat

Figure 1. The different shapes of solid oxide fuel cell (SOFC) [38]

In addition, CO$_2$ emission would have place only in a case of using fuel gases which contain methane. CO$_2$ is created as a by-product of oxidation and with water vapour is set off through a fuel canal. A cell tightness makes the CO$_2$ leading out easy. Presently, we don’t know exactly how much CH$_4$ we need for installing 15-25kW electric power, which is indispensable for a middle class building. The research works connected with an efficiency increase and repeated usage of partly oxidized fuel gases are in progress. The SOFC construction for exploitation in single house and the possibility of a supply with different gases, among other biogas from sewage treatment plants of the houses are a additional trump, because biogases can include up to 60% methane. If CH$_4$ could be separated from the rest, one could use it theoretically in fuel cells, because SOFC now are very sensitive to sulfur compounds. Alkaline Fuel Cell (AFC) is the oldest type of fuel cells. Its fast development has initiated from the Second World War. The cells are used for power supply on spaceships in 9 Moon missions (Apollo) and cars as shown in figure 2.
work temperature. Reactions on electrode are described by equation (4,5 and 6).

\[
A : 2H_2 + 4OH^- \rightarrow 4H_2O + 4e^- \quad (4)
\]

\[
K : O_2 + 2H_2O + 4e^- \rightarrow 4OH^- \quad (5)
\]

Total : \[ O_2 + 2H_2 \rightarrow 2H_2O \quad (6) \]

Figure 3 shows the AFC system building.

Phosphoric Acid Fuel Cell (PAFC) achieves efficiency up to 40%, power up to 1 MW. A work temperature 130°C - 220°C. An electrolyte is concentrated H₃PO₄. It is in liquid state in porous silicon carbide. Electrodes are of graphite with platinum additives. Water vapour comes out directly to air and it doesn’t thin a electrolyte which is relatively resistant to CO₂. The PAFC advantage is the chance to use hydrogen and natural gas as fuels.

Molten Carbonate Fuel Cell (MCFC) has electrodes from nickel and chromium. A electrolyte contains a molten carbonate of lithium and potassium. The cell is singular because addition of CO₂ for example in biogas, improves the work of cell. The carrying gas used in order to create the flow through the cell and to protect the specific level of CO₃ ions is CO₂. It gives chances to cooperation with conventional power plants on condition of complete separation, storage and dosage of CO₂. This fact is very important both for big power plants and for small systems in buildings. In the second case we can use biogas from biological treatment plant as fuel. A work temperature is high and averages 650°C. The high temperature permits inner conversion of gases for hydrogen. A reforming of gases takes place in fuel cell directly. An outer installation of conversion like in PAFC isn’t necessary. Additionally it excludes expensive catalysts from noble metals because the reaction is self-contained. Therefore costs of production decrease. It is very possible that they can decrease in short time up to 1000 - 1500 US$/kW or below.

The membrane is the most important in Proton Exchange Membrane Fuel Cell (PEM, PEMFC). Membranes are chemically inert in both acid and basic environment. A work temperature is low and averages 70°C -over 200°C. Usually it is 120°C - 130°C. This type of cells becomes resistant to CO. The other method causing increase of CO resistance is growth of work temperature. It influences a better protons ionic conductance without catalysts from platinum. Unfortunately the high temperature is harmful for membrane material. The temperature 200°C is limiting and connected with thermal strength of membrane material. The development of this cell kind will connect with production of new electrode and catalysts materials, which permits the widening of work temperature range.

The construction of Direct Methanol Fuel Cell (DMFC) evolved from PEMFC. It is resistant to CO poisoning because CO doesn’t occur in fuel – methanol. The fuel conversion to hydrogen doesn’t occur too. The methanol as liquid is easier to store than gas - hydrogen. However DMFC has disadvantage. Methanol in air oxidizes to carboxylic acid and formaldehyde [42]. Both substances are toxic. They can cause blindness and even death. The big permeability through membrane material causes loss of energy, rated power decreases and its efficiency. The methanol diffusion produces products of methanol burning at both sides of membrane.

2.5. Properties of fuel cell on small scale

Technology requirements that must be fulfilled for fuel cell installations on small scale for the purpose of usage in building homes we can divide in some subgroups.

1. Operational safety, including non failure work of installation
2. Long time and low costs of exploitation
3. A possibility of creating hydrogen on place.

Hydrogen is a very lightweight and easy oxidable gas. The oxidation reaction is strongly exothermic. The bottom explosive limit average DGW[H₂] = 4% and the upper-GGW[H₂] = 74%.

Some effluent and mixing with air is very dangerous. The small molar mass M H₂=2 kg/kmol causes a fast convection upwards. In rooms it cumulates under ceilings. Air grates should be under ceilings. In the best cases hydrogen tanks should stand in some distance from homes. A Leak proofness protection of a tank with the other fuel, methane, is easier, because this gas is denser. The molar mass averages M CH₄=16kg/kmol and it is smaller than that of air. Air grates should be under ceilings too. The bottom explosive limit average DGW(CH₄)=5% and the upper - GGW(CH₄)= 15%. It is for the sake of explosion hazard safer than hydrogen. But after reforming CH₄ we get hydrogen. The place with hydrogen or methane tanks belongs to zone of potential explosion. Therefore non-failure work and specific safety devices are important. This fact rises production costs.

Methanol as fuel demands a very good ventilation too. It oxidates to toxic compounds both in air and an organism. The leaky tank, cells or fuel pipes will cause health hazard for users of this type of cells. The most convenient gas as fuel is methane because we know the technology of its storing in pressure vessels. Conversion to hydrogen can proceed in outer installations but it is the best if it will proceed in cells in which the conversion occurs inside, according to equation (7) and (8).

\[
\text{Fuel + water} \rightarrow \text{hydrogen + carbon monoxide} \quad (7)
\]
\[
\text{carbon monoxide + water} \rightarrow \text{hydrogen + carbon dioxide} \quad (8)
\]

The next method of hydrogen supply for homes is electrolysis of water proceeding in fuel cell in a process opposite to the process of energy production. One should take two possibilities into consideration. The first: on places in home there is one cell, which for some time works as electrolizer. It makes in this time some amount
of hydrogen. The gas is stored up in specific tank. During next portion of time the cell produces energy from hydrogen made earlier. We will need only one cell and installation for hydrogen accumulation. The next possibility is connected with two cells. The first works as electrolyzer, the second creates energy. The cells must work synchronously and simultaneously. Hydrogen is created in suitable amount, which is safer. The disadvantage are a high costs of investment.

3. The Chance for New Technologies in A Frame of The Distributed Energy Production

The energetic crisis that people feel more painful from year to year is this moment when distributed energy production on small scale has a chance of development and serious treatment. This kind of power industry will occur far from heat and power plants, in single houses or their small associations. Costly power transmission lines will by needless, which is very positive for country economy. Additionally, the self-sufficient houses will lighten the heat and power plants, which from some time relatively frequently switch off the electric current. But for sector of the economy sector, that means:

1. "The equality of rights" for the conventional and the distributed energy production, which will jointly operate in a frame of the Common Market of Energy, that requires the specific legislative decision.

\[ H_2 + \frac{1}{2} O_2 \rightarrow H_2O + \text{electric energy} + \text{heat} \]  

(9)

In this case CO₂ doesn’t occurs in exhaust gases completely but steam creates in big amount. In the moment we can not obtain \( \Delta E_{\text{GHG}} \) of this process.

Power generated by the fuel cell is DC, hence similar to a PV system, the power conditioning systems, including inverters are required in order to supply normal customer load demand or send electricity into the grid. The simplest form of fuel system power electronics configuration, as shown in Fig. 4(a), consists of a fuel cell followed by the DC–AC converter [1]. A DC–DC converter is usually put between the fuel cell and the inverter, as shown in Fig. 4(b). The DC–DC converter performs two functions, one is the DC isolation for the inverter, and the second is to produce sufficient voltage for the inverter input, so that the required magnitude of the AC voltage can be produced. Power electronics costs \( 18-40\% \), 20% for fuel cell] compared to total capital costs for DE system [1].

Figure (4) block diagrams of fuel cell systems (a) single inverter and (b) inverter and isolated DC-DC converter [1].

4. Summary and Conclusions

A dispersed energy production has its own group of followers. However bigger and bigger distance between homes and power plants causes the necessity of creation the new electro-energetic system on small scale, on scale of a single home. It is possible due to technical innovations in a frame of energy production, fuel cells among others.

In order to have a chance of adaptation in home’s energetic systems fuel cells should be characterized by long-lasting, safe work, resistance to CO, CO₂ poisoning, resistance to other chemical compounds blocking ions flow through cells, safe fuel storage, inexpensive exploitation. The fuel cell having these specific features are DMFC and MCFC presently.

Very important for processes of energy production is obtaining of \( \Delta E_{\text{GHG}} \) value at level near 0. In the main processes occurring in hydrogen-oxygen cells using hydrogen as fuel is created water vapor. In the heat recovery process we can condense \( H_2O \) and in the extreme case \( \Delta E_{\text{GHG}} = 0. \) In the cells working on methane, methanol can be create CO₂, CO, carboxylic acid and formaldehyde. That's why we have to develop \( \Delta E_{\text{GHG}} \) more deeply. The precondition of the idea is the correct GWP estimation for each gases or chemical compounds and their time of stay in atmosphere. This is especially important in the case of water vapor.
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Abstract

This paper presents the study of methodology for calculation the optimum size of a Wind system. A Long term data of wind speed for every hour of the day were used. These data were used to calculate the average power generated by a wind turbine for every hour of a typical day in a month. A load of a typical house in south of Algeria (desert area) was used as a load demand of the system. For a given load and a mixed multiple-criteria integer programming problem, the types and sizes of wind turbine generators (WTG) was calculated based on the minimum cost of system. In our research, we investigated the genetic algorithm (GA) for optimally sizing a wind power system.

We define that the objective function is the total cost, where the total cost is the sum of initial cost, an operation cost, and a maintenance cost. We determine an optimal configuration of wind generating systems, where total cost is more optimal using GA. A computer program has been developed to size system components in order to match the load of the site in the most cost. A cost of electricity, an overall system cost is also calculated for each configuration. The study was performed using a graphical user interface programmed in MATLAB.

Keywords: Wind System; Optimal Configuration; Genetic Algorithm; Programming, Modelling

1. Introduction

The rapid depletion of fossil-fuel resources on a world has necessitated search for alternative energy sources. Wind energy has been considered as promising toward meeting the continually increasing demand for energy. The wind sources of energy are inexhaustible, the conversion processes are pollution-free, and their availability is free. For isolated systems such as rural electrification, the wind energy has been considered as attractive and preferred alternative sources.

Generally the main objectives of the optimization design are power reliability and cost.

In this paper an optimal sizing method using the genetic algorithm (GA) is proposed. The types and sizes of wind turbine generators, the highly of turbine can be optimized when sizing a standalone wind power system, which may be defined as a mixed multiple-criteria integer programming problem.

We propose the optimum configurations for wind generating systems in residences using hourly data over a year. We assume that a residence is one house consuming average electrical energy in south of Algeria (Sahara area). Genetic algorithm (GA) is used as an optimization method in this paper. The purpose of this study is to minimize the objective function of GA. The objective function is the total cost, which is the sum of initial cost, operation cost, and maintenance cost per year.

Minimizing the total cost, we can achieve an inexpensive and clean electric power system. In addition, the proposed method can adjust the variation in the data of load, location.

An alternative methodology for the optimal sizing of stand-alone Wind systems is proposed. The purpose of the proposed methodology is to suggest, among a list of commercially available system devices, the optimal number and type of units ensuring that the 20-year round total system cost is minimized subject to the constraint that the load energy requirements are completely covered. The 20- year round total system cost is equal to the sum of the respective components capital and maintenance costs. The decision variables included in the optimization process are the number and type of Wind turbine, the installation height of the WGs. The minimization of the cost (objective) function is implemented employing a genetic algorithms (GA) approach, which compared to conventional optimization methods, such as dynamic programming and gradient techniques, has the ability to attain the global optimum with relative computational simplicity.

*Corresponding Author: benatallah@univadrar.org
The cost improvement of a wind system varies with the location and cost ratios of the wind power systems, and electrical machine. The present work provides the results of a study on the optimization of a wind system to meet a certain load distribution demand in the city of Bechar, Algeria. The method is applied to the satisfaction of a domestic load demand.

2. System Configuration

The configuration of standalone wind power systems is shown in Figure 1. In this paper, we investigated the case that a system has permanent magnet synchronous generator (PMSG) directly coupled to the wind turbine shaft of the wind energy conversion chain.

Fig 1. Wind power systems.

3. Modelling Of Wind Energy System Components

Various modelling techniques are developed by researchers to model components of Wind system. Performance of individual component is either modelled by deterministic or probabilistic approaches [1]. General methodology for modelling wind system components like wind turbine, machine generator, and inverter is described below:

3.1 MODELING OF THE WIND SPEED

The wind speed is one of the most important variables in the modeling of a wind energy conversion chain and is the main input variable in the chain synoptic diagram. Consequently, the simulation’s accuracy depends on the representation of wind speed. Unfortunately, it has a random behavior inducing a fluctuating characteristic. So, in order to reproduce accurately the wind speed dynamic behavior, two approaches can help us. The first consists in considering measurements of long duration on an actual wind site and the second consists on representing the wind characteristic by an analytical model. The first solution is obviously more precise. Nevertheless, it does not easily permit to simulate various types of configurations of wind sites.

The speed of wind is a random process; therefore it should be described in terms of statistical methods.

The wind speed data were recorded near the ground surface. To upgrade wind speed data to a particular hub height, the following equation is commonly used:

\[ v = v_1 \left( \frac{h}{h_1} \right)^{\alpha} \]

Where: \( v \): wind speed at projected height, \( h \)
\( v_1 \): wind speed at reference height, \( h_1 \)
\( \alpha \): power-law exponent (-1/7 for open land).

The wind speed distribution is assumed to be a Weibull distribution. Hence the probability density function is given by

\[ f(v) = \frac{k}{c} \left( \frac{v}{c} \right)^{k-1} \exp\left( -\left( \frac{v}{c} \right)^k \right) \]

Where: \( c \): scale factor, unit of speed
\( k \): shape factor, dimensionless
\( v \): wind speed.

The wind speed distribution functions were calculated for each hour of a typical day in every month.

3.2 Modeling of the Wind Turbine

The mechanical quantities which will connect the wind turbine with the generator are the wind turbine torque and the rotational speed on the shaft. It should be noticed that the torque depends on the rotational speed. The wind turbine modeling consists on modeling the torque induced by the blades.

The available maximum wind power for a given wind speed is expressed by [1]:

\[ P_w = \frac{1}{2} \rho \pi R^2 \cdot C_p \cdot v^3 \]

Where
\( \rho \) is the air density,
\( R \) the blade radius and
\( S \) the frontal area of the wind turbine.

This maximum power is defined by global aerodynamic coefficients. These two coefficients are bond by the following relation:

\[ \lambda = \frac{R \Omega}{v} \]

Where
\( \lambda \) is the tip speed ratio,
\( \Omega \) the rotational speed of the shaft,
\( C_p \) the power coefficient and
\( C_T \) the torque coefficient.

The power and the wind turbine torque are then given by

\[ P_t = P_w \cdot C_p = \frac{1}{2} \rho \pi R^2 v^3 C_p \]

\[ \Gamma_t = \frac{P_t}{\Omega} = \frac{1}{2} \rho \pi R^3 v^2 C_T \]
If the power or torque coefficient is provided by the manufacturer, modeling can be made by a N order polynomial regression [1]:

$$C_T(\lambda) = a_0 + \sum_{i=1}^{N} a_i \lambda_i$$  \hspace{1cm} (1)$$

The figure illustrates the wind speed torque obtained by modeling with 6 order polynomial regression. The inconvenience of this type of modeling resides on the fact that it does not make it possible to vary the blade pitch angle. The torque model obtained depends only on the wind speed and the shaft rotational speed.

4.1. Modeling of the Static Converters

The static inverter used is a full wave three-phase voltage inverter (Figure 1). Each switch is made up of IGBT in antiparallel with a free wheel diode. The switches are admitted as ideals, thus as in the case of the rectifier, their conduction correspond to a short circuit and their blocking corresponds in its turn to an open circuit. On the other hand, the overlapping is taken here into account. The following figure represents the inverter feeding a three-phase load which has $Z_{ch}$ impedance.

At the output of the inverter, one obtains the three-phase and symmetrical voltage systems. The theory of the three-phase and symmetrical systems shows that the voltages and the currents of these systems have the following properties:

$$i_{ach} + i_{bch} + i_{cch} = 0; \quad u_{ab} + u_{bc} + u_{ca} = 0$$

$$v_{rach} = \frac{u_{rach}}{3}; \quad v_{rbc} = \frac{u_{rbc}}{3}; \quad v_{rac} = \frac{u_{rac}}{3}$$

$i_{ach}$ and $v_{rach}$ are respectively the load currents and load voltages where $j = a, b, c$.

This part consists on implementing the wind energy converter (Figure 1) by connecting the studied components. For that, the below equations are established in order to supplement the previous established equations. The generator is connected with the rectifier by the following equation

$$\frac{dI}{dt} = \frac{1}{2(l-m)} \left( \frac{d\Phi_{+d}}{dt} + \frac{d\Phi_{-d}}{dt} - 2RI - V \right)$$

$\Phi_{+d}$ and $\Phi_{-d}$ correspond respectively to the PM flux passing by the stator phases which has the most positive potential and the most negative potential.

A filtering capacity is placed in the continues part, between the rectifier and the inverter. This is expressed as follows:

$$\frac{dV}{dt} = \frac{1}{C(l-I_o)}$$

The input inverter current is then obtained by this equation. For each case, this current is equal to the load current which corresponds to the load voltage which has the most positive potential (absolute value).

4. Optimal Sizing Using the Genetic Algorithm

4.1. Cost Analysis

A global cost model of a wind system has been derived from cost models of all the components for the wind
installation and of some other project costs. For most of the components the models are derived from electrical design laws and from the calibration of these models. For the generator and electrical equipment the price is derived from the value of the nominal power. The total wind system cost is the sum of all the costs, and a calibration factor \( F_{act} \) allows us to use real wind costs and take into account some unknown project parameters such as the manufacturer’s margins [2].

\[
C_{pf} = F_{act} \times \sum_i C_i
\]

\( i : \text{component} \)

The evaluation of the total cost of a project must take into account some additional costs due to:

- Land purchase and development of the site;
- Transport of the wind generator;
- Installation of the wind module;
- Foundations building;
- Financing and insurance;
- Miscellaneous costs (engineering, unexpected costs, etc.).

The economic study should be made while attempting to optimize the size of integrated power generation systems favouring an affordable unit price of power produced. The economic analysis of the wind system has been made and the cost aspects have also been taken into account for optimization of the size of the systems. The total cost of system takes into account the initial capital investment, the present value of operation and maintenance cost, the inverter replacement cost and the wind system replacement cost. The lifetime of the system is assumed to be 20 years.

The total system cost function is equal to the sum of the total capital, \( C_0(x) \) (€), and maintenance cost, \( C_m(x) \) (€), is given as follows [14]:

\[
C_T = C_0 + C_m + Co
\]

Where \( Co \) is the total constant costs including the cost of power conditioning equipment, design and installation etc.

The initial capital investment for the integrated system, \( C_1 \), is given as

\[
C_1 = N_w.C_w + N_w.h.C_h + C_{inv} (X_{inv}+1)+C_o
\]

Where \( N_w \) : total number of WG

\( C_w \): the capital costs (€) of one WG, \( h \) are the WG tower height limits (m)

\( C_h \) is the WG tower capital cost per meter (€/m) , \( C_o \) : other cost of installation.

The annual cost for all components that do not need certain items replaced is found by multiplying the total initial cost by the capital recovery factor (\( CRF \)). The \( CRF \) is defined as

\[
CRF = \left[ \frac{1}{(1+i)^n} - 1 \right]
\]

Where \( i \) is the annual interest rate (5% in this study) , \( n \) is the lifetime of the component.

The operation and maintenance cost is calculated as

\[
C_2 = \frac{\beta(P_m)}{8766} \times \sum_{0}^{J} \gamma(x(\tau)) \nu(\tau)
\]

Where \( \beta \), \( \gamma \) maintenance and operation coefficients, for 20-year system lifetime

\[
C_2 = 20.C_{mw} + 20.h.C_{hm} + C_{m-inv}(20-X_{inv}-1)
\]

Where \( C_{mw} \) are the maintenance costs per year (€/year) of one WG

\( C_{inv} \) is the WG tower maintenance cost per meter and year (€/m/year), \( X_{inv} \) are the expected numbers of DC/AC inverter replacements during the 20-year system lifetime, \( CINV \) is the capital cost of the DC/AC inverter, \( (€) \), \( C_{m_INV} \) maintenance costs per year (€/year) of one DC/AC inverter.

The optimization procedure is to determine the sizes of wind system, then to use the GA to compute the type and sizes of Wind Turbine and higher, and then to recalculate the optimal fixed system configuration.

4.2. The Genetic Algorithm

The GA is a stochastic global search method that mimics the metaphor of natural biological evolution and does not require derivative information or other auxiliary knowledge [4]. Genetic algorithms are very different from traditional search and optimization methods used in engineering design problems. Fundamental ideas of genetics in biology are borrowed and used artificially to construct search algorithms that are robust and require minimal problem information. A typical constrained, single variable optimization problem can be outlined as follows: Maximise \( x \) or Minimise \( f(x) \)

Subject to the constraint: \( x_{min} \leq x \leq x_{max} \)

For the solution of such a problem with GAs the variable \( x \) is typically coded in some string structures. Binary-coded or floating point strings can also be used, while the length of the string is usually determined according to the accuracy of the solution desired. The GA, as any evolution procedure for a particular problem, must have the following components (Michalewicz, 1994)[5]:

- A generic representation for potential solutions to the problem, similar to the system modeling presented in the previous section.
- Genetic operators (such as crossover and mutation) that alter the composition of children. In the proposed method, the GA optimal sizing methodology outputs the optimum number of WGs, WGs installation height and comprising the set of decision variables, such that the 20-year round total system cost ital population of potential solutions.
- An evaluation function that plays the role of the environment, rating solutions in terms of their “fitness” and function.

Multi-objective optimization is achieved by minimizing the total cost function consisting of the sum of the individual system devices capital and 20-year round maintenance cost:

\[
C_T = N_w.C_w + N_w.h.C_h + C_{inv} (X_{inv}+1)+ 20.C_{mw} + 20.h.C_{inv}(20-X_{inv}-1) + C_o
\]
The objective function is to minimize the cost of the hybrid system, subject to the constraints:

$$F(N_w, h) = \min \{ C_T(N_w, h) \}$$

Subject to the constraints:

- $$N_w \geq 0$$
- $$h_{\text{max}} \leq h \leq h_{\text{min}} \quad \forall t \in [0, t]$$
- $$P_{\text{cons}} = \eta[P_w] P_w [\ ]$$
- And $$P_{\text{cons}} \leq P_w$$

Where $$h_{\text{max}}$$ and $$h_{\text{min}}$$ are the WG tower upper and lower height limits (m), respectively, specified by the WG manufacturer, $$P_{\text{cons}}$$ the load consumption, $$P_w$$ the wind power production [6].

The flowchart of the GA optimization process is depicted in Figure 4. An initial population of 50 chromosomes, comprising the 1st generation, is generated randomly and the constraints described by inequalities (1) are evaluated for each chromosome. If any of the initial population chromosomes violates the problem constraints then it is replaced by a new chromosome, which is generated randomly and fulfills these constraints. The first step of the algorithm iteration is the fitness function evaluation for each chromosome of the corresponding population. If any of the resulting fitness function values is lower than the lowest value obtained at the previous iterations then this value is considered to be the optimal solution of the minimization problem and the corresponding chromosome consists of the hybrid system optimal operational parameter values.

This optimal solution is replaced by better solutions, if any, produced in subsequent GA generations during the program evolution. In order to select the chromosomes, which will be subject to the crossover and mutation operations in order to produce the next generation population, a selection operation is applied based on the roulette wheel method [Michalewicz, 1994]. The crossover mechanism uses the Simple Arithmetical Crossover with initial probability $$p_{\text{sc}} = 85\%$$ [7],[8].

Next, the selected chromosomes are subject to the mutation mechanism: Uniform Mutation, a gene is randomly selected and it is assigned a new value, randomly selected from the corresponding range of values which fulfill the optimization problem constraints. This range of values is calculated for the selected gene, considering the values of the other genes within the chromosome constant. The mutation probability, $$p_{\text{m}}$$ is 5.9.

In case that the application of the crossover or mutation operators, results in a chromosome which does not satisfy the optimization problem constraints, then a ‘‘repair’’ procedure is performed and that chromosome is replaced by the corresponding parent. In case of SC operation, where each new chromosome is generated by two parents, then the chromosome is replaced by the parent with the best fitness function value. The GA optimization process described above is repeated until a predefined number of population generations have been evaluated.

5. Simulation Results

The proposed method has been applied to the design of a stand-alone wind system in order to supply a house located in the south of Algeria (Bechar, Sahara area).

The crossover rate is 0.85. The mutation rate is 0.05. Number of possible different wind types is 3, number of inverter types is 2. The wind turbine lifetime is 15 years. The inverter lifetime is 6 year. The effective interest rate considered is 3%. The price ($$< 5\text{kw}_c$$) is 10 Euro/kWc. The O&M cost of wind is 1 c€/kWc/year. The cost of the invertors is given related to power [10],[11],[12].

The developed method was used to calculate the optimum number of wind turbine and titles for a stand-alone wind system of the Bechar cite, Algeria. Wind speed data for Bechar obtained from the National Meteo OMIN were utilized. The Simulation was specified at the value of 1 year. The load of typical house in Bechar cite, profile plot is shown in Figure 6.[13]
for the considered site. With the use of the program described in the former section, we calculated a series of possible combinations of the number of wind, higher and inverter. For a given unit price of turbine and machine, an optimum solution that minimizes the cost of the system was found. The optimum numbers of wind and higher as indicated in Figure7.

The numbers of wind turbine and higher are determined previously. The GA’s results are [1.3, 11] with the total capital cost of wind system as 4715 Euro. The type wind turbine yields the lowest cost for the system.

The optimal configuration is [2, 11]. The cost of Power Supply in the simulation is shown in Figure7, and this is in accordance with the situation that both the solar energy and wind energy are abundant in summer at this location.

6. Conclusions

A methodology of sizing standalone wind power systems using the genetic algorithm is proposed in this paper. Studies have proved that the genetic algorithm converges very well and the methodology proposed is feasible for sizing standalone wind power systems.

A procedure for optimizing the size of a wind-energy system was presented. The procedure was applied for the sizing of wind system that is considered to produce a power to domestic load in the Bechar area, Algeria. The analysis indicates that a wind system power output can be optimized to suit specific applications with variable or constant power loads. For the specific system considered in this study, the results indicate that the optimal wind system that resulted in the minimum capital cost is (2, 11).
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Abstract
We have developed a new method for quality evaluation of mc-Si wafers implied in the fabrication of photovoltaic cells. This method is based on the exploitation of the variation of the sheet resistance (ΔR□) of chemically etched wafers. We have presented specific classification connecting directly ΔR□ bands to the crystalline defect types and densities. These results are in good accordance to physically observed defect density and grain boundaries repartition. Previously, with special process experimentation, we have shown that the best sensitivity to crystalline extended defects in mc-Si material is supported by the “Secco Etch” chemical solution. This chemical is very sensitive to crystalline defects and was applied to the development of our new characterization method of mc-Si wafers.
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1. Introduction
Crystalline extended defects of a mc-Si wafer can affect various aspects of photovoltaic cells manufacturing, from device performance to production yield [1]. Indeed, the presence of crystalline defects and impurities leads to losses of energetic efficiency in the photovoltaic cells [2]. Many investigations have shown that the final electrical properties of these devices are directly correlated with the crystalline defect density in the bulk material [3, 4]. This study has two main objectives. The first one was the selection of a more sensitive chemical agent in order to localize, identify and calculate the crystalline defect density. The second one was the implementation of a new technique for the identification and mapping of crystalline defect density on the whole mc-Si wafer area, all in one step. The mc-Si ingots analyzed here have been produced in our laboratory by the Heat Exchanger Method (HEM) [5]. The Observation with an optical or a scanning electron microscope (SEM) of the crystalline extended defects (dislocations, stacking faults, twins, precipitates, etc...), requires a chemical etch called delineation step [6]. Several chemical solutions such as, Dash, Sirtl, Secco, Yang, Wright etc., are commonly used for silicon defect delineation. However, the defect delineation process depends on silicon surface crystallographic orientation and topography [7]. The first used etch was Dash Etch which reveals dislocations only on (111) surfaces [9]. Secco etches defects in all orientations and gives circular defect pits [10]. Yang solution gives good defect delineation in all orientations and its etch pit shapes (triangular, quadratic, etc...) are function of surface orientation [11, 12]. Wright etch [13] is widely used in the semiconductor failure analysis field and especially for high temperature induced defect analysis; it is effective in all orientations but its composition is more complex than Secco and Yang. Furthermore, Wright etch is less sensitive to dislocations generated during crystal growth than Secco and Yang solutions [12, 13].

Figure 1. Principle of crystalline defects detection by sheet resistance variation.

We have chosen to develop our defect analysis process with the Secco and Yang etches, because our first interest was studying dislocations induced by HEM mc-Si growth, and also variable grain crystallographic orientations on...
mc-Si material. Both etching solutions are sensitive to all kind of crystalline defects and also to all crystallographic orientations. The specificity of mc-Si HEM material has necessitated a special adjustment of Yang and Secco etching process parameters (time, agitation, temperature, etc.).

The principle of the developed technique for the mapping of crystalline defects is based on the exploitation of the sheet resistance variation in the delineated zones of crystalline defects. The delineation process consists of the action of a selective etching agent which will attack more quickly the crystalline defected zones than the other zones. This is due to the fact that in defected regions, the disturbance of the crystal lattice causes weak atomic bonds. The decoration of defect will take place only on the crystal grains levels; the zones of grain boundaries will be uniformly and more quickly etched than the grain surface because the atomic bonds are too weak there. Thus, the measurement of sheet resistance on the etched area should indicate a variation compared to the initial value obtained before application of the delineation solution on the wafer. A more defected area should lead to a higher increase in sheet resistance. In order to obtain a significant increase of sheet resistance, it is important to cause major perforations at the defect sites. Therefore, longer etching times than used for SEM defect inspection are necessary.

This new concept for crystalline defect mapping would provide time reduction and easy automation for defects analysis. It would be applied for the study of the defect density variation with the wafer position along the ingot. It would also be useful for the control of defects induced by each processing step during photovoltaic device manufacturing.

The sheet resistance measurement technique and crystalline defects delineation are both well established techniques in semiconductor characterization field. However, the combination of these two techniques for mapping crystalline defects is a new and useful approach. Indeed, in comparison to other techniques such as automated light scattering [14] or Sopori scanning machine [15], our technique is more economic in terms of time and cost. It is also more adapted for a first diagnostic to make a qualitative and fast study of the defect

2. Experimental

We have used P-type Boron doped mc-Si wafers of 10 x 10 cm² in dimension and of about 1 Ω.cm in electrical resistivity. They were sawed from ingots grown by the Heat Exchanger Method (HEM). In order to remove the sawing process damage, we have begun by thinning and polishing these wafers. During this step, we have used an acidic polishing solution (known as “CP4 Etch”) made by mixing nitric acid (HNO₃), acetic acid (CH₃COOH) and hydrofluoric acid (HF) with respectively 50%, 30% and 20% concentrations. After 6 min of etching, we rinsed thoroughly the mc-Si wafers with deionized water and dried them under a nitrogen gun. In order to test the Secco and Yang solutions, samples were cut from a polished mc-Si wafer. Mainly, the etching time and the agitation mode were varied. Before each delineation trial, the samples were immersed in diluted HF (10%) solution for 30 seconds in order to remove the native silicon dioxide (SiO₂) and then rinsed in deionized water. The Secco [10] formulation is HF/potassium bichromate (K₂Cr₂O₇)/H₂O, obtained by mixing 2 parts of HF with 1 part of K₂Cr₂O₇/H₂O at (0.15Moles) or (44grams of K₂Cr₂O₇ in 1litre of H₂O). The Yang [11] formulation is HF/chromic acid (CrO₃)/H₂O, obtained by mixing 1 part of HF with 1 part of CrO₃/H₂O at (1.5Moles) or (150grams of CrO₃ in 1litre of H₂O). After the Secco or Yang etching process the samples were immediately rinsed in deionized water and nitrogen dried. Subsequently, SEM observation and other analysis have been performed.

For the development and study of defect density mapping technique, we have used a mc-Si wafer previously polished by “CP4 Etch”, with a final thickness of about 325μm (±5μm). By using an automated four probes tester, we have measured the sheet resistance at 25 different positions which were well defined and regularly distributed across the wafer surface. Stamp marks were applied on the probe tester carrier as a reference to allow positioning of the wafer exactly at the same place during the next measurement step (following the crystalline defects etching). Once the sheet resistance mapping of the polished mc-Si wafer was over, we carried out a desoxidation of the wafer with HF (10%) during 30 seconds followed by water rinsing. Then, we proceeded to the delineation of the crystalline defects. For this step, we have chosen to apply “Secco Etch” during 5 minutes. The etched mc-Si wafer by Secco solution was then precisely positioned under the 4 probe tester, and the sheet resistance was measured again at the same 25 initially selected positions. Thereafter, we calculate and plot the sheet resistance variation (ARc) mapping. This result and its correlation is presented and discussed below. Figure 1 is a typical representation of this developed technique.

![Figure 2. Secco defects delineation on mc-Si](image)

Figure 2. Secco defects delineation on mc-Si

3. Results and Discussion

The results of Yang and Secco delineation studies confirm the revelation of crystalline defects for an immersion time from 1 to 2 minutes, by clearly delineating dislocations, twins, grain boundaries and dislocation lines. We observed that dislocation pits etched with the Yang solution have mainly triangular or quadratic forms, whereas the dislocation pits are circular when using the Secco solution. Figure 2 is an illustration of Secco defect delineation process under the optimized conditions.
In order to compare the action of dislocation localization between Secco and Yang solutions, we carried out a Secco revelation on a sample previously revealed with Yang Etch and vice-versa. The aim was to enable us to make a choice between Secco and Yang Etches for the calculation of the maximum density of defects. These tests showed that the action of Secco is higher than Yang’s and lead us to choose Secco for the calculation and mapping of dislocation density. The profile of etched dislocation pits revealed by this solution is shown on Figure 3. The dipping time of the Secco delineation process was fixed at 5 minutes for the following defect mapping study. Such dipping time removes 5 µm of the dislocation zone as shown by the SEM micrograph of Figure 3. This fine knowledge and control of crystalline defect decoration by “Secco Etch” on mc-Si wafers were directly applied to the development of defect detection by the sheet resistance variation technique.

Once the sheet resistance mapping of a polished mc-Si wafer (10x10 cm²) was completed, we submitted the wafer to a Secco etch during 5 minutes. We chose this revelation time in order to strongly mark the defected zones and thus obtain an appreciable variation of sheet resistance. The mc-Si wafer revealed in this way was then precisely placed under the 4 probes tester, and measurement of the sheet resistance was carried out at the initially selected positions. We plotted the mapping of sheet resistance variation (ΔR□) on the 25 selected points of the mc-Si wafer. The Figure 4 shows the layout obtained for ΔR□. The next step was the superposition of the physical image of decorated mc-Si wafer with that of the ΔR□ mapping. In order to accomplish this, we have taken a digitalized photo of the whole Secco etched wafer surface, scaled it, and finally successfully superposed it to ΔR□ mapping. The Figure 4 illustrates this original result. The SEM analysis of these results allowed us to make the first classification for ΔR□ bands according to the revealed crystalline defect type and average dislocation density. This classification is summarized on Table 1.

Finally, by using this interesting correlation between sheet resistance variation (ΔR□) and defect density, we have plotted the mapping of the average defects density mapping on a whole mc-Si wafer (see Figure 5). These mapped values are in good agreements with those obtained from SEM analysis by counting etch pits. Sheet resistance mapping with the four probe technique has less resolution (it is about 3 mm) than the automated optical microscopy mapping technique. However, it gives sufficient information about defect distribution for photovoltaic device manufacturing. We can say that our developed technique is a good tool for making a quick diagnostic of the average dislocation density repartition in the mc-Si wafer and grown ingots.
Table 1. Classification of defects types according to sheet resistance variation bands

<table>
<thead>
<tr>
<th>ΔR□ BANDS [Ω/□]</th>
<th>IDENTIFICATION AND DENSITY OF DEFECTS (Nd).</th>
</tr>
</thead>
<tbody>
<tr>
<td>ΔR□ ≤ 0.35</td>
<td>Clean area without any defects</td>
</tr>
<tr>
<td>0.35 ≤ ΔR□ ≤ 0.7</td>
<td>Area with very low dislocations density 10cm² &lt; Nd &lt; 10⁰cm²</td>
</tr>
<tr>
<td>0.7 ≤ ΔR□ ≤ 1.050</td>
<td>Area of low dislocations density 10⁰cm² &lt; Nd &lt; 10¹cm²</td>
</tr>
<tr>
<td>1.050 ≤ ΔR□ ≤ 1.400</td>
<td>Area of medium dislocations density 10¹cm² &lt; Nd &lt; 10²cm²</td>
</tr>
<tr>
<td>1.400 ≤ ΔR□ ≤ 1.750</td>
<td>Area of high dislocations density 10²cm² &lt; Nd &lt; 10³cm²</td>
</tr>
<tr>
<td>1.750 ≤ ΔR□ ≤ 2.100</td>
<td>Area of very high dislocations density 10³cm² &lt; Nd &lt; 10⁴cm²</td>
</tr>
<tr>
<td>2.100 ≤ ΔR□ ≤ 2.450</td>
<td>Twins area and / or grain boundaries</td>
</tr>
<tr>
<td>2.450 ≤ ΔR□ ≤ 2.800</td>
<td>Area of grain Boundaries</td>
</tr>
</tbody>
</table>

Conclusion

By specific experimentations on mc-Si wafers, we have optimized chemical delineation process of crystalline extended defects. It appeared that Secco Etch is the more sensitive solution to crystalline defects. Therefore, it was applied for calculation and mapping of dislocation density. We have demonstrated the feasibility of a new technique for detection and mapping of the crystalline defects on a whole mc-Si wafer area. This method is based on the exploitation of the variation of the sheet resistance (ΔR□) of Secco delineated defective zones. We have presented the first classification connecting directly ΔR□ bands to crystalline defect types and densities. These results are in good accordance to physically observed defects density and grain boundaries repartition.
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Abstract

Tires, plastics, cellulosic materials, i.e., papers and cardboards are rich in hydrocarbon yet land filling of the waste of these materials is still practiced causing potential risk to our ecosystem through gas emissions (essentially CH₄) and ground water leaching. Co-Gasification within the existing infrastructure of pulverized coal utility gasifiers is considered a practical near-term solution for these rich hydrocarbon waste materials while minimizing capital requirements and maintaining the high efficiency of pulverized coal reactors. Systematic and numerical modeling of coal/tire shred fuel blend gasification is presented in this study. Co-combustion and gasification of tire shred and coal is a complex problem that involves gas and particle phases, along with the effect of turbulence on the chemical reactions. Coa l/tire shred gasification modeling involves the prediction of volatile evolution and char burnout from the co-pulverized coal/biomass particles along with simulation of the gasification chemistry occurring in the gas phase. The mathematical models used for co-pulverized coal/tire shred particle gasification consist of models for turbulent flow (RNG k-ε model); gas phase gasification (Species Transport model); particles dispersion by turbulent flow (Cloud Tracking model); coal/biomass particles devolutilization (Constant Rate model); heterogeneous char reaction (Multiple surface reactions model); and radiation (Discrete Ordinates model). The coal was blended with 5, 10, and 20% tire shred (mass basis) for co-gasification. The effect of the percentage of tire shred blended with coal on the temperature distribution, products distribution, particle burnout rate, and pollutant emissions at the exit of the furnace will be presented.
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1. Introduction

A relatively new technology for electricity production that is gaining prominence in the world is that of gasification. Waste tires and coal co-gasification within the existing infrastructure of pulverized coal utility boilers or gasifiers is viewed as a practical near-term means of encouraging renewable energy while minimizing capital requirements and maintaining the high efficiency of pulverized coal boilers/gasifiers [1-3]. The wide availability of pulverized coal boilers (in number and capacity) translates into significant opportunities for waste tire utilization even at levels of only 5 to 20% of thermal input. Coal/tire co-gasification has several benefits: it is the fastest way to increase the use of the humongous quantities of tire disposed every year for electric power generation; it saves capital cost by utilizing existing plant infrastructure; and it offers environmental advantages, such as reducing NOx emissions.

[4]. Co-pulverized coal and tire particles gasification modeling is a complex problem that involves gas and particle phases along with the effect of turbulence on the chemical reactions. In addition to solving the transport equations for the continuous phase (gas), the discrete second phase (spherical solid particles) in the Lagrangian frame of reference is also predicted. Discrete phase modeling is used for the prediction of particle trajectories and the individual conservation equations for the chemical species are solved utilizing the species convection-diffusion equation.
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2. Governing Equations and Solution Procedures

Modeling of gasification involves the application of conservation laws, and accounting for volatile evolution, char particles burnout, and coupling the homogeneous chemistry occurring in the gas phase as well as the heterogeneous in the solid phase.

Systematic Analysis Equations:
Systematic analysis or zero-dimension-modeling is an equilibrium analysis which quantitatively estimates the species and associated oxidizer and moderator feedstreams and syngas composition. It predicts species yields in the case of gasification. It determines the needed oxygen and moderator (CO\textsubscript{2} or H\textsubscript{2}O) per mole of feedstock at the operating temperature and pressure of a given gasifier. There are several gasification technologies that classified according to their operating temperature as low, intermediate, and high gasification technologies. The feedstock (whether is mixed or homogenous) is the dependent variable corresponding to density (\(\rho\)), the diffusion coefficient (\(D\)), and eddy diffusivity (\(\varepsilon\))

\[
p_{\text{gas}} = \sum_{i} n_{i} \rho_{i} \quad \text{(1)}
\]

Where \(n_{i}\) indicates the molar concentration of species \(i\), \(\rho_{i}\) is the density of species \(i\), and \(p_{\text{gas}}\) is the gas pressure. The feedstock is represented by a solid carbon and the products of the reactions consist of several steps and several species and radicals, the chemical reactions and the calculations of syngas composition are reasonably accurate [5]. If the continuous phase is governed by Navier-Stoke equations for C, H and O, add another three equations to the three reactions equilibrium equations. The total molar fractions and energy equation warrant the solution of the system (6 species and any two variables of four: Temperature, pressure, and moderator oxidizer molar concentration per mole of feedstock). The steady form of the energy equation is written as:

\[
\sum_{i=1}^{n_{\text{reactant}}} \dot{n}_{i} \dot{h}_{i} = \sum_{i=1}^{n_{\text{product}}} \dot{n}_{i} \dot{h}_{i} + \dot{Q}
\]

Where the enthalpy terms, \(h_{i}\), include enthalpies of formation and sensible enthalpies.

Continuous Phase and CFD Equations:
The continuous phase is governed by the energy equation associated with source term:

\[
\frac{\partial}{\partial t} \left( \rho \phi \right) + \nabla \cdot \left( \rho \mathbf{u} \phi \right) = \nabla \cdot \left( \Gamma_{\phi} \nabla \phi \right) + S_{\phi}
\]

Time rate advection diffusion source
where \(\rho\) is the density and upper case \(S_{\phi}\) is the source terms due to the dispersed/discrete phase interaction. \(\phi\) is the dependent variable corresponding to density (\(\rho\)), the density velocity multiple (\(\rho \mathbf{u}\)), and the temperature (\(T\)), representing the conservation of mass, momentum, and energy respectively. \(\phi\) can also represent turbulent scalars, i.e. turbulent kinetic energy (\(k\)) and turbulent dissipation rate (\(\varepsilon\)). These two equations in a steady state flow regime are written as:

\[
\mu_{t} \left( \frac{\partial \phi}{\partial x_{i}} \right) + \rho \mathbf{u} \cdot \nabla \phi = \nabla \cdot \left( \Gamma_{\phi} \nabla \phi \right) + S_{\phi}
\]

The right hand terms represent the generation, the diffusion, and destruction respectively. In these equations, \(\mu_{t}\) is the turbulent or eddy viscosity (\(\mu_{t}\) = \(f_{t} C_{\mu} \rho \kappa^{2} / \varepsilon\)).

Where \(f_{t}\) and \(C_{\mu}\) are constants and \(C_{1_{\mu}}, C_{2_{\mu}}, \sigma_{k}, \sigma_{\varepsilon}\) are empirical constants. The transportation of species \(m_{i}\) is written as:

\[
\frac{\partial}{\partial t} \left( \rho m_{i} \right) + \nabla \cdot \left( \rho \mathbf{u} m_{i} \right) = \nabla \cdot \left( \rho D_{i,m} \mathbf{u} + \mu_{t} / \sigma_{k} \right) m_{i} + S_{i}
\]

Where \(D_{i,m}\) is the diffusion coefficient, \(S_{i}\) is the turbulent Schmidt number which is a ratio of the eddy viscosity \(\mu_{t}\) to the eddy diffusivity \(D_{i,m}\). These transport equations...
incorporate a reaction source term \( R \) in addition to the \( S_i \) which accounts for discrete phase interaction. The \( R \) term is governed by the stoichiometric reaction below:

\[
\sum_{i} v_i S_i \Rightarrow \sum_{i} v_i S_i
\]  

(9)

The \( \alpha \)-th species production/destruction due to the reaction \( r \) is written as:

\[
R_{\alpha r} = M_{\alpha r} (v_{\alpha r} - v_{\alpha r}') \left( k_{\alpha r} \prod_{j=1}^{\text{reaction}} [C]_{\alpha j}^{r_j} - k_{r \alpha} \prod_{j=1}^{\text{reaction}} [C]_{\alpha j}^{r_j} \right)
\]  

(10)

where \( k \) is the reaction constant described in equation 3, and \([C]_{\alpha j}\) is the molar concentration of \( j \)-th species raised to stoichiometric coefficients \( r \) and reaction order \( \eta \), and \( M_{\alpha r} \) is the molecular weight of species \( \alpha \).

Discrete Modeling Justification:
Gasification processes are typically turbulent and hence require modeling avoiding the exhaustive and numerical intensive direct numerical simulation (DNS). For example the length scale, velocity and Reynolds number of gas turbine combustor, after burner, and utility furnace are \((0.1m, 50m/s, 250,000), (0.5m, 100m/s, 2,500,000), and (10m, 10m/s, 5,000,000)\) respectively. The smallest turbulent scale, known as Kolmogorov scale, denoted with \( \eta \) is expressed as:

\[
\eta = L_\text{c} \text{Re}^{1/7}
\]  

(11)

where \( L \) is the characteristic length scale. Solving the flow field down to \( \eta \) scale requires \( Re^{10} \) computational node for each dimension, \( Re^{24} \) nodes for three dimensional, and it is impractical at \( Re=10,000 \) \((10^7)\) nodes. The discrete Lagrangian method is used for the solid phase. At low volume fraction \((\alpha)\) the average particle distance is greater than twice its diameter, therefore, particle-particle interaction can be neglected. Small particulate loading \((\alpha \rho_p / \alpha \rho_u << 1)\) implies a reasonable one-way coupling. Small value of the Stokes number (Ratio of the dispersed phase relaxation time \( \tau_v = \alpha \rho_d d_p^2 / 18 \mu \) to that of the flow time \( \tau_u = U / D \)) indicates particles will closely follow the fluid, otherwise particles will move independently of the flow field.

Discrete/Particulate Phase Equations:
The discrete phase is solved in a Lagrangian frame of reference. This phase consists of spherical particles of \( 10 \mu m \) to \( 100 \mu m \) in diameter dispersed in the continuous phase. Their trajectory is predicted by integrating the force balance on the particle. This force balance equates the particle inertia with the forces acting on the particle and can be described as:

\[
\frac{du_p}{dt} = F_D (u - u_p) + g (\rho_p - \rho) / \rho_p + F
\]  

(12)

Where \( F_D (u - u_p) \) is the drag force per unit particle mass; \( u \) is the fluid phase velocity; \( u_p \) is the particle velocity; \( \rho \) is the fluid density, and \( \rho_p \) is the density of the particle. Equation (12) incorporates additional forces \((F)\) in the particle force balance that can be important (thermophoretic and Brownian forces). The trajectory equations are solved by stepwise integration over discrete time steps. Integration of Eq. (12) yields the velocity of the particle at each point along the trajectory, with the trajectory itself predicted by:

\[
\frac{dx}{dt} = u_p
\]  

(13)

Equations similar to (12) and (13) are solved for each coordinate direction to predict the trajectories of the discrete phase. The trajectories of the discrete phase particles are computed as well as the heat and mass transfer to and from them. Inert heating law is applied while the particle temperature is less than the vaporization temperature. Devolatilization law is applied to the combusting particle mass \((m_p)\) when the temperature of the particle reaches the vaporization temperature, \( T_{vap} \). It is written as:

\[
- \frac{dm_p}{dt} = A e^{-E_a / RT_p} [m_p - (1 - f_c) m_i^*]
\]  

(14)

Where \( f_c \) and \( m_i^* \) are the fraction volume and initial mass, respectively. It remains in effect while the mass of the particle, \( m_p \), exceeds the mass of the non-volatiles in the particle.

The heat transfer to the particle during devolatilization process governs the contributions from convection, radiation, and the heat consumed during devolatilization. It is written as:

\[
m_p \rho_p c_{p} \frac{dT_p}{dt} = h A (T_v - T_p) + \frac{dm_p}{dt} h_i A \sigma (T_i^4 - T_p^4)
\]  

(15)

Where \( c_p, h, A, \sigma \) are after the volatile component of the particle is completely evolved, a surface reaction begins, which consumes the combustible fraction of the particle until the combustible fraction is consumed. Heat, momentum, and mass transfer between the solid fuel particles and the gas will be included by alternately computing the discrete phase trajectories and the continuous phase equations.

The reactive two phase flow modeling is achieved within the framework of Fluent code [13].

3. Results and Discussion

Systematic analyses results:
Table 1 shows the proximate and ultimate analysis of the fuels used in this study. The lower heating values for the 0%, 5%, 10% and 20% coal and tire fuel blends are 31.91, 32.03, 32.15, and 32.38 MJ/kg respectively. It is noted in the proximate analysis that the amount of volatile matter and the ash content increase while fixed carbon and moisture content decrease when the amount of tire fuel blended with coal increases. As for the ultimate analysis, the percentage by weight of carbon, oxygen, and nitrogen decrease and the percentage of hydrogen and sulfur to a lesser extent increase when the amount of tire fuel blended with coal increases.
Table 1 – proximate and ultimate analysis of the fuel.

<table>
<thead>
<tr>
<th></th>
<th>Coal</th>
<th>Tire</th>
<th>Coal + 5%Tire</th>
<th>Coal + 10% Tire</th>
<th>Coal + 20% Tire</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Proximate Analysis</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fixed Carbon</td>
<td>0.5292</td>
<td>0.2293</td>
<td>0.3142</td>
<td>0.4992</td>
<td>0.6693</td>
</tr>
<tr>
<td>Volatile</td>
<td>0.3666</td>
<td>0.6731</td>
<td>0.8191</td>
<td>0.3973</td>
<td>0.4279</td>
</tr>
<tr>
<td>Moisture</td>
<td>0.0200</td>
<td>0.0102</td>
<td>0.0195</td>
<td>0.0190</td>
<td>0.0140</td>
</tr>
<tr>
<td>Ash</td>
<td>0.0842</td>
<td>0.0874</td>
<td>0.0844</td>
<td>0.0845</td>
<td>0.0848</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
</tr>
</tbody>
</table>

|                  |               |               |               |                |                |
| **Ultimate Elemental Analysis** |           |               |               |                |                |
| Carbon           | 0.7315        | 0.7299        | 0.7314        | 0.7313         | 0.7312         |
| Oxygen           | 0.1058        | 0.0977        | 0.1054        | 0.1050         | 0.1042         |
| Hydrogen         | 0.0531        | 0.0600        | 0.0539        | 0.0547         | 0.0563         |
| Nitrogen         | 0.0153        | 0.0026        | 0.0147        | 0.0140         | 0.0128         |
| Sulfur           | 0.0842        | 0.0874        | 0.0844        | 0.0845         | 0.0848         |
| Ash              | 0.0842        | 0.0883        | 0.0844        | 0.0846         | 0.0850         |
| **Total**        | 1.0000        | 1.0000        | 1.0000        | 1.0000         | 1.0000         |

The three coal/tire blends are modeled at a baseline temperature and pressure of 1,250°C and 30bars, respectively. Four co-firing conditions (0, 5%, 10%, and 20% tire/coal) sweeping three operating temperatures (1,250 ± 250°C) were carried out. The results suggest that there is negligible or no effect of adding tire on the production of CO. Figure 1(a) for example shows similar trends for the three coal/tire fuel blends for CO production at various temperatures. However, as the tire percent blended with coal increases, more H₂ is produced as shown in figure 1(b) mainly due to the increase in hydrogen as tire content increase. On the other hand, systematic analysis results demonstrate trends in NH₃, and H₂S produced from each fuel blend as depicted in figure 2 (a & b).

Since the nitrogen content decreases as tire content increases in the fuel blend, it is anticipated that the formation of NH₃ will decrease as amount of tire blended with coal increases which is depicted in figure 2(a). Unlike nitrogen, sulfur content increases slightly as tire content increases and hence more H₂S is produced as percent of tire blended increases as shown in figure 2(b).

**Reactive flow simulation results:**

The geometry of the gasifier is depicted in figure 3. It was selected from the work of Chen et al. and Bockelie et al. [6,7,8,9]. The topology of the selected gasifier geometry is fitted with a multi-blocking mesh methodology. Multi-blocking provides a better grid resolution/clustering control, improves mesh structuring, and eases the use of the hexagonal mesh type for better inter cell communications and accuracy. The axisymmetrical meshing poses no complexity in construction, the 3-dimensional mesh, however, is more complex and must follow a general method that permits parametric studies without the need for reconstruction [10]. Flexibility in number of inlet ports, their radial distributions, and axial positioning are amongst the parameters that the 3 dimensional mesh is designed to offer.
The same fuel blends of coal with 5%, 10%, and 20% (mass basis) tire chips were studied assuming uniform particle diameter of 10 µm. For each case, the initial and boundary conditions were kept constant, and only the fuel composition had been changed. Table summarizes the boundary and operating conditions.

Table 2 – boundary and operating conditions.

<table>
<thead>
<tr>
<th>Coal Feed</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Fuel flow rate (kg/s)</td>
<td>4</td>
</tr>
<tr>
<td>Fuel inlet temperature (K)</td>
<td>300</td>
</tr>
<tr>
<td>Oxidant &amp; moderator: 23wt% O₂, 77wt% H₂O</td>
<td></td>
</tr>
<tr>
<td>Flow rate at inlet 1 (m/s)</td>
<td>6</td>
</tr>
<tr>
<td>Flow rate at inlet 2 (m/s)</td>
<td>6</td>
</tr>
<tr>
<td>Flow rate at inlet 3 (m/s)</td>
<td>4</td>
</tr>
<tr>
<td>Turbulent intensity (%)</td>
<td>10</td>
</tr>
<tr>
<td>Flow inlet temperature (K)</td>
<td>1000</td>
</tr>
<tr>
<td>Gasifier pressure (bar)</td>
<td>30</td>
</tr>
<tr>
<td>Gasifier Wall temperature (K)</td>
<td>1600</td>
</tr>
<tr>
<td>Radiation model</td>
<td>Discrete Ordinates</td>
</tr>
</tbody>
</table>

The general conversion pathways of gasification can be summarized into the general global gas phase and solid phase reactions listed below [11, 12]:

\[
	ext{Fuel} \rightarrow \text{CH}_4 + \text{O}_2 + \text{H}_2 \text{O} + \text{CO}_2
\]

(16)

For oxygen-rich conditions, combustion occurs:

\[
\text{CH}_4 + \text{O}_2 \rightarrow \text{CO}_2 + \text{H}_2 \text{O} + \text{2e}^-
\]

(17)

Where \( w \) can be readily calculated following simple elemental mass balance.

Heterogeneous reactions are:

\[
\text{C}_n\text{H}_m + \text{CO}_2 \rightarrow 2\text{CO} + \text{Ash}
\]

(18)

\[
\text{CO}_2 + \text{H}_2 \text{O} \rightarrow \text{CO} + \text{H}_2 + \text{Ash}
\]

(19)

\[
\text{C}_n\text{H}_m + 2\text{H}_2 \text{O} \rightarrow \text{CH}_4 + \text{Ash}
\]

(20)

The volatiles react immediately to form CO₂ and H₂O in O₂ rich conditions at the bottom of the gasifier. The simulations revealed 100% conversion of both volatiles and char reactions. The effects of tire blended with coal on gas temperature; CO, NO emissions; and particle burnout rate, are discussed next.

The results show a higher gas temperature for lower tire content fuel mainly due to the increase in char content as percentage of tire decreases as tabulated in Table 1. The peak centerline gas temperature is 644K, 620K, 617K, and 611K for 0% tire, 5% tire, 10% tire and 20% tire coal blends respectively as shown in figure 4. The peak centerline gas temperature for the coal gasification decreases by 6.6% when 5% of tire is blended with coal. On the other hand, the effect of tire addition on the amount of CO produced was not found to follow a simple pattern. As depicted in figure 5, it is evident that more CO is produced right next to the inlets (0-3 m axial distance), however, as the reactions progress along the gasifier, different trends are noticed. One reason can be the close ratio of volatiles/char for tires used in this study and the simulation of more than one reaction which makes the prediction of CO produced a function of more than one variable.

Better burnout rates are obtained as shown in figure 6 when tire chips are blended with coal. Compared with the baseline case of 0% tire, tire-coal blends show more homogeneous burnout along the gasifier centerline. Practically, char particles resulting from the devolatilization of tire are more porous than those resulting from coal and hence more reactive.
Finally, the effect of adding tire to coal gasification on the pollutant NO production was investigated. Figure 7 shows NO mass fraction for each of the four cases along the gasifier centerline. In this study, it was noted that the NOx emissions consist mostly of NO. In general, the formation of thermal NOx is determined by a set of highly-temperature dependent chemical reactions known as the extended Zeldovich mechanism. For the fuel NOx, the nitrogen containing organic compounds present in the solid fossil fuel can contribute to the total NOx formed during the gasification process. This fuel nitrogen is particularly an important source of nitrogen oxide emissions for coal used in this study, which contains 1.53% nitrogen by weight.

Similar to the gas temperature, the mass fraction of the NO decreases with the increase in the fraction of tire fuel blended with coal. The NO mass fraction at the gasifier outlet is $1.93 \times 10^{-11}$, $1.61 \times 10^{-11}$, $9.32 \times 10^{-12}$, and $4.53 \times 10^{-12}$ for 0%, 5%, 10%, and 20% tire-coal fuel blends respectively. NO mass fraction at the outlet decreases by 17% when 5% of tire is blended with coal and by 52% for 10% tire-coal blend. The reduction of NO mass fraction for co/biomass co-gasification is due to the reduction of both thermal and fuel NOx. In fact the gas temperature decreased by 6.6% for the coal +5% tire compared to coal gasification without tire as depicted previously in figure 4. Consequently, the thermal NOx will also be reduced because it is highly temperature dependent. In addition to that there is also a reduction of fuel NOx for the coal-tire blends because of the net decrease of the amount of nitrogen as summarized in Table 1. The results obtained in this study show clearly the benefits of co-gasification on the reduction of traditional pollutant (NOx).

4. Conclusion

A numerical investigation of co-gasification of coal with 5, 10, and 20% (mass basis) tire is presented in this study. Systematic analysis in addition to CFD using Species Transport model along with discrete phase modeling are used for the investigation of this complex problem that involves gas and particle phases along with the effect of the turbulence on the chemical reactions. Systematic results show negligible effect of blending tire with coal on the production of CO, whereas H2 and H2S production increased with higher content of tire. On the other hand, less NH3 is produced as tire content increases. These results follow the variation of ultimate composition of the fuel as the tire content increases, i.e., as the sulfur content increases with higher percentage of tire, H2S produced increase. On the other hand, the CFD results were in general agreement with systematic analysis except that they represent a more realistic model which causes some differences compared to the ideal systematic approach. The results show a reduction of gas temperature and the pollutant NO mass fraction as more tire is blended with coal. The producer gas temperature decreased by 6.6% when 5% tire was blended with coal and by 52% when 10% tire was blended. Whereas the effect of blending tire with coal on CO production didn’t result in a specific trend, the model showed a general increase in the rate of particle burnout as more homogeneous and stable burnout was noticed for high tire content fuels mainly due to the higher porosity and thus reactivity of char produced from tire than that produced from coal.
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Abstract

In this paper, we study the performances of the cascade of the solar cell panels with the multilevel inverter. In the first part, we develop a knowledge model of the inverter by using connection functions of this converter. A PWM strategy which uses four bipolar carriers is developed to control this converter. In this part, the inverter is fed by constant input DC voltages. The performance of the algorithm is studied on the base of the harmonic rate. Then, we present the solar cell model. In the last part, we study the stability problem of the input DC voltages of the inverter. Thus, we study a cascade constituted by two photovoltaic cell panels – five-level NPC VSI - permanent magnet synchronous machine (PMSM). This study lets to find a solution to solve this problem. The performances obtained with this cascade are full of promise to be using this inverter in renewable energy.
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Nomenclature

\( I \): Current delivered by photovoltaic cell,
\( V \): Voltage delivered by photovoltaic cell,
\( I_{ph} \): Photo-current,
\( I_s \): Saturation current of diode dependents of temperature,
\( R_s \): Series resistance,
\( R_{sh} \): Shunt resistance,
\( q \): Charge of electron = 1.602.10^{-19}C,
\( K \): Boltzmann Constant = 1.381.10^{-23}J/K,
\( A \): Quality factor of diode,
\( T \): Cell Temperature in °K.

1. Introduction

During last century, the consumption of electrical energy has greatly increased because the industry growth. The energy demand predictions for next years confirm the growth of the energy consumption. Consequently, the traditional energy sources (fossil) will last few more decades. And this will produce an outage of the energy in the world. On the other hand the consumption of the traditional sources contributes greatly to the greenhouse effect, for this reason, it is necessary to use the renewable energy sources no polluting such as solar cell. The industrial consumers need to be fed by sinusoidal voltage generators. In the last decade the power electronic technology has made a very important advance advance their development. On the one hand, the power switches used in the structures of converters are able to switch more quickly, On the other hand, new structures have emerged converters. Some of them promote high switching frequencies. And instead to transfer significant levels of power (multi-level structures,…).

In this paper, we are interested to study the cascade of a multilevel inverter and solar cell generator.

The performances obtained with this cascade are full of promise to be used in renewable energy production systems.

2. Modelling of Five Level NPC Voltage Source Inverter

The three-phase five-level NPC VSI is a new conversion structure used to feed, with variable frequency and voltage, power alternating current machines. Several structures are possible for five-level inverters [1]. In this paper, we study the Neutral Point Clamping (NPC) structure (Figure1). This converter is constituted by three arms and four DC voltages sources. Every arm has eight bi-directional switches, six in series and two in parallel, and two diodes DD\(_{k0}\) and DD\(_{k1}\) which let to have zero voltage for \( V_{kM} \). Every switch is composed by a transistor and a diode in anti-parallel. For an arm \( k \) of the three-phase five-level NPC VSI, several complementary laws controls are possible. The control law which lets an optimal working of this inverter is [1]:

\[
\begin{align*}
 B_{k4} &= \overline{B}_{k2} \\
 B_{k5} &= \overline{B}_{k1} \\
 B_{k6} &= \overline{B}_{k3}
\end{align*}
\]

Where \( B_{ka} \) represents the gate control of the switch \( T_{ka} \).
3. PWM Strategy of the Five Level NPC VSI

In this part, we present a PWM algorithm of the five-level NPC VSI: the space vector modulation strategy with four bipolar carriers. This strategy is characterized by two parameters [1], [2]:

- The modulation index m is defined as a ratio between the carrier frequency $f_p$ and the reference voltage frequency $f$:

$$m = \frac{f_p}{f}$$

The modulation rate $r$ is the ratio between the magnitude $V_m$ of the reference voltage and three times of the carrier’s magnitude $U_{pm}$:

$$r = \frac{V_m}{3U_{pm}}$$

For even values of $m$, the output voltages present symmetry relatively to the quarter of the period. Then, only odd harmonics exist. These harmonics gather by families centred around frequencies multiple of $4mf$. The first family centred around frequency $4mf$ is the most important in view of its magnitude.

![Figure 2](image_url)  
Figure 2 shows the signals of this strategy

![Figure 3](image_url)  
Figure 3.(a,b) The simple voltage of the inverter and its spectrum (n=10)

For even values of $m$, the output voltages present symmetry relatively to the quarter of the period. Then, only odd harmonics exist. These harmonics gather by families centred around frequencies multiple of $4mf$. The first family centred around frequency $4mf$ is the most important in view of its magnitude.

![Figure 1](image_url)  
Figure 1. A Five-level NPC voltage source inverter

The switch connection function $F_{km}$ indicates the opened or closed state of the switch $TD_{km}$. We define two a half arm connection function $F_{km}^b$ with:

- $k$ : arm number

and:

$$F_{km}^b = F_{km}F_{km}F_{km}F_{km}$$

The output voltages of the inverter relatively to the middle point $M$ are defined as follows:

$$V_{AM} = \left[ F_{km}^b F_{km} F_{km} F_{km} \right] V_{am}$$

$$V_{BM} = \left[ F_{km}^b F_{km} F_{km} F_{km} \right] V_{bm}$$

$$V_{CM} = \left[ F_{km}^b F_{km} F_{km} F_{km} \right] V_{cm}$$

The system (3) shows that a five-level NPC VSI can be considered as four two-level voltage source inverters in series. This characteristic lets us to extrapolate the strategies used for the two-level inverter to the five-level NPC inverter.

The input currents of the inverter are given as follows:

$$i_{d1} = F_{km}^b i_1 + F_{km}^b i_2 + F_{km}^b i_3$$

$$i_{d2} = F_{km}^b i_1 + F_{km}^b i_2 + F_{km}^b i_3$$

$$i_{d3} = F_{km}^b i_1 + F_{km}^b i_2 + F_{km}^b i_3$$

$$i_{d4} = F_{km}^b i_1 + F_{km}^b i_2 + F_{km}^b i_3$$

The current $i_{d0}$ is given as follows:

$$i_{d0} = (i_1 + i_2 + i_3 + i_4) - (i_{d1} + i_{d2} + i_{d3})$$
4. Modelling of Photovoltaic Generator

Since the invention of solar cells in 1954, several models have been proposed to describe its function and behavior under different weather conditions (light and temperature) [3]. In this paper, we present the model with one exponential (diode) [4], [5]. The electrical scheme is given in figure 4.

![Figure 4. Electrical Scheme of a photovoltaic cell with one diode](image)

The expression of the current-voltage characteristic is given as follows:

$$I = I_{ph} - I_s \times \left[ \exp\left( \frac{q \times (V + R_s \times I)}{A \times k \times T} \right) - 1 \right] - \frac{V + R_s \times I}{R_{sh}}$$

Thus, the equivalent scheme of a photovoltaic generator (PG) is given in figure 5.

![Figure 5. Equivalent scheme of photovoltaic generator](image)

The expression of the current-voltage characteristic of photovoltaic generator is given as follows:

$$I_g = I_{ph,g} - I_s \times \exp\left( \frac{q}{A k N_m T} \left( V + R_s I_g \right) \right) - \frac{V + R_s I_g}{R_{sh,g}}$$

The functional scheme of photovoltaic generator uses Matlab/Simulink is given in figure 6.

In this paper, we have used photovoltaic generator MSX-83 composed by 36 cells in en series.

![Figure 6. Functional Scheme of photovoltaic generator](image)

The figures 6, 7 and 8 represents respectively current–voltage characteristics, power–voltage and current–voltage (real case) of panel MSX-83, for a temperature $T=25^\circ$ and light $E=1000 \text{W/m}^2$.

![Figure 7. Current–voltage Characteristic PG](image)

![Figure 8. Power–voltage Characteristic PG](image)

![Figure 9. Real Characteristic current–voltage of PG](image)

We can note that the simulation results used the proposed model are nearly of the real case and then we can validate our model.

5. Cascade of Two Photovoltaic Generator – Five-Level NPC VSI - PMSM

Until now, we have supposed the input DC voltages of the five-level NPC VSI constants. In this part, the authors study a generation input DC voltage technique. For this, we propose a cascade constituted by two photovoltaic generator-five-level NPC VSI which feeds a PMSM (Figure 10).

![Figure 10. Cascade of Two Photovoltaic Generator](image)
5.1. Modelling of Intermediate Filter

Figure 11 shows the structure of the intermediate filter of the studied cascade.

The model of this filter is defined by the following system:

\[
\begin{align*}
C_1 \frac{dU_{c1}}{dt} &= -I_{p1} - i_{d2} - i_{d1} \\
C_2 \frac{dU_{c2}}{dt} &= I_{p1} - i_{d2} \\
C_3 \frac{dU_{c3}}{dt} &= -I_{p2} - i_{d2} - i_{d1} - i_{d5} \\
C_4 \frac{dU_{c4}}{dt} &= I_{p2} - i_{d2} - i_{d1} - i_{d5} - i_{d6}
\end{align*}
\]

5.2. Simulation results

The five-level NPC inverter is controlled by the space vector modulation strategy with four bipolar carriers, any photovoltaic generator delivered a voltage \( V_{pv1} = 140 \text{V} \).

We note: \( U_{c13} = U_{c1} - U_{c3} \), \( U_{c24} = U_{c2} - U_{c4} \) et \( U = U_{pv1} + U_{pv2} \).

The parameters of the intermediate capacitors are: \( C_1 = C_2 = C_3 = C_4 = 20 \text{mF} \).

6. Stabilisation of Input Voltage of Five Level NPC VSI

To improve the input voltages of the five-level NPC inverter, we propose to use a clamping bridge, constituted by a transistor and a resistor [1]. The transistors are controlled to maintain equal the different input DC voltages of the inverter (Figure 14).

The model of the clamping bridge-filter set is defined by the following equation:

\[
\begin{align*}
&I_{rect(i+1)} \quad I_{rect(i-1)} \quad I_{i(i+1)} \quad I_{i(i-1)} \quad I_{i_{d(i+1)}} \quad I_{i_{d(i-1)}} \\
&U_{cl} \quad T_i \quad C_i \quad U_{cl}
\end{align*}
\]
The control algorithm of the resistive clamping circuits can be summarized as follows:

\[
\begin{align*}
C_1 \frac{dU_{c1}}{dt} &= I_{pv1} - i_{d2} - i_{d1} - i_{r1} \\
C_2 \frac{dU_{c2}}{dt} &= I_{pv1} - i_{d2} - i_{r2} \\
C_3 \frac{dU_{c3}}{dt} &= I_{pv2} - i_{d1} - i_{d0} - i_{r3} \\
C_4 \frac{dU_{c4}}{dt} &= I_{pv2} - i_{d3} - i_{d2} - i_{d1} - i_{d0} - i_{r4}
\end{align*}
\]

Where \( i_{r1} = \frac{U_{c1}}{R_p} \)

The parameters of the intermediate capacitors filter are: \( C_1 = C_2 = C_3 = C_4 = 20 \text{mF} \) and \( R_p = 25 \Omega \). The figures 15 and 16 show the simulation results when using the clamping bridge.

Figure 15. Tensions du pont de clamping et leurs différences

Figure 16. Output voltage of two Photovoltaic generator
We observe that the differences between the input voltages of the five-level NPC inverter are decreased to have a value practically null in steady state (Figure15). The output voltage of the three two-level rectifiers is lightly increased (Figure16). The current $i_{d0}$ has a mean value practically null (Figure17). The performance of the speed control algorithm of the PMSM shows that the current of the machine nearly is sinusoidal. The speed and the torque effect for the charge variation between two instants $t=1.5s$ and $t=2.5s$ (Figure18).

7. Conclusions

In this paper, we have studied the performances of the cascade of the photovoltaic cell panels with the multilevel inverter. The modelling of the five-level NPC inverter shows that it is equivalent to four two-level inverters in series. This characteristic lets us to extrapolate the strategies used for the two-level inverter to the five-level NPC inverter. Also, we have presented a space vector modulation strategy with four bipolar carriers.

The study of the stability problem of the input DC voltages of five-level NPC inverter using a cascade constituted by two photovoltaic generator-five-level NPC VSI shows that the different input voltages of this VSI are not stables and their differences are not zero. To solve this problem, we propose to use clamping bridge, because this bridge allows improve the input voltage of five-level inverter.

The performances obtained with this cascade are full of promise to be using this inverter in renewable energy.

References


Power Quality and Stability Improvement in Wind Park System Using STATCOM

V. Suresh Kumar a,*, Ahmed F. Zobaa b, R. Dinesh Kannan a, and K. Kalaiselvi c

aThiagarajar College of Engineering, India, bUniversity of Exeter, UK, cSethu Institute of Technology, India

Abstract

Operation of wind turbines has an impact on the power quality and reliability at the connected electric network. Power quality problems such as voltage flicker and harmonic distortion along with reliability issues are some major concern and in this work the flicker & harmonics issues are considered. Wind turbine connected to an induction generator and synchronous generator is modeled using PSCAD to analyze power quality and reliability problems. STATCOM unit is developed to inject reactive power to mitigate power quality problems and to get stable grid operation. Due to continuously varying wind speed components, the active and reactive power along with terminal voltage fluctuates continuously. By connecting STATCOM into the grid, the active power, reactive power and terminal voltage is maintained constant. The wind electric generators have power electronic converters which are used to sweep maximum power at the available speed and for efficient control introduce harmonics. The STATCOM modified as shunt active filter which is used for mitigating harmonics provides good results.

Keywords: Wind Energy; Simulation; Modelling; Power Quality; STATCOM

1. Introduction

In recent years wind power generation has experienced a very fast development in the whole world. As the wind power penetration into the grid is increasing quickly, the influence of wind turbines on the power quality is becoming an important issue. One of the important power quality aspects is flicker [1-2]. Flicker is induced by voltage fluctuations, which are caused by load flow changes in the grid. Grid connected wind turbines may have considerable fluctuations in output power, which depend on the wind power generation technology applied [3-4].

The flicker emission produced by grid connected wind turbines during continuous operation is mainly caused by fluctuations in the output power due to wind speed variations, the wind gradient and the tower shadow effect [5]. Regarding to variable speed wind turbines, which have the ability to reduce power fluctuations, flicker emission is quite different from that generated by fixed speed wind turbines. Variable speed operation of the rotor has the advantage that the faster power variations are not transmitted to the grid but are smoothed by the flywheel action of the rotor. Variable speed wind turbines fed induction generators and synchronous generators, the most popular installed variable speed wind turbines worldwide, are the main research interest here [6]. Even though variable speed wind turbines have good performance with respect to flicker emission, flicker mitigation becomes necessary as the wind power penetration level increases.

Flicker mitigation can be realized by appropriate reactive shunt compensation [7].

The most commonly used device for flicker mitigation is the Static Var Compensator (SVC). However, the STATCOM has received much more attention recently. Compared with the SVC, the STATCOM has many advantages, such as overall superior functional characteristics, better performance, faster response, smaller size, cost reduction, and capable of providing both active and reactive power [8-10]. The STATCOM, consisting of a voltage source converter, uses advanced power switches to provide fast response and flexible voltage control for power quality improvement, which is suitable to application with rapidly fluctuating loads. Using high frequency PWM, the converter will create smooth current with low harmonic content.

In this paper, a wind turbine fed induction generator and synchronous generator is modeled using PSCAD and flicker emission of grid connected wind turbines fed induction generators is investigated during continuous operation. The factors that affect flicker emission of wind turbines, such as wind speed, turbulence intensity, short circuit capacity and grid impedance angle, are analyzed [11]. Simulation results prove that STATCOM is an effective means to mitigate the flicker level during continuous operation of grid connected wind turbines. Also the converters, which are used to extract maximum power at the available speed, are connected between the induction generator and grid. Harmonics due to the non-linear load (converters) are compensated by designing STATCOM as a shunt active filter [12].

*Corresponding author. vskeee@tce.edu
2. Power Quality Issues

When a non-linear load or distorting load is connected to the power system fundamental sinusoidal waveform of current flowing through system will change. This will rise non-sinusoidal voltage drop across various network element connected to the system resulting in distorted waveform propagation through out the system to buses remote from the original source. Although the main issues of power quality are common to distribution networks, whether active or passive the addition of wind generation can have a significant impact on power quality. For wind turbine fed induction generator designs, which use power electronics converters, the issues of harmonic distortion of the network voltage must be carefully considered while the connection of fixed-speed turbines to the network needs to be managed carefully if excessive transients are to be avoided.

During normal operation wind turbines produce a continuously variable output power. The power variations are mainly caused by the effects of turbulence in the wind and tower shadow. These effects lead to periodic power pulsations at the frequency at which the blades pass the tower, which are superimposed on the slower variations caused by meteorological changes in wind speed. There may also be higher frequency power variations (at a few Hz) caused by the dynamics of the turbine. Variable-speed operation of the rotor has the advantage that many of the faster power variations are not transmitted to the network but are smoothed by the flywheel action of the rotor. However, fixed-speed operation using a low-slip induction generator, will lead to cyclic variations in output power and hence network voltage. A voltage dip is a sudden reduction in the network voltage to a value between 100 per cent and 0 per cent followed by a voltage recovery after a short period of time, conventionally 1ms to 1 min. Dips between 10 per cent and 15 per cent of the terminal voltage are commonly due to switching of loads, whereas larger dips may be caused by faults.

2.1 Voltage flicker

Voltage flicker describes dynamic variations in the network voltage. Traditionally it was of concern when the connection of large fluctuating loads (e.g. arc furnaces, rock crushing machinery sawmills, etc.) was under consideration. However, it is of considerable significance for wind farms, which: (i) often use relatively large individual items of plant compared to load equipment; (ii) may start and stop frequently; (iii) may be subject to continuous variations in input power. Flicker produced during continuous operation is caused by power fluctuations, which mainly emanate from variations in the wind speed, the tower shadow effect and mechanical properties of the wind turbine. Flicker due to switching operations arises from the start and shut down of the wind turbines.

2.2 Harmonics

A wind turbine with an induction generator directly connected to the grid without an intervening power electronic converter is not expected to distort the voltage waveform. Power electronics applied for soft start may generate short-duration high-order current harmonics but their duration and magnitude are usually small. Hence for a system with fixed-speed wind turbines emission limits for harmonics are not a constraint. However, variable-speed wind turbines using power electronic converters should be assessed against given or calculated limits for harmonics. New wind turbine designs use transistor-based converters, which are operated at switching frequencies above 3 kHz and their impact on the voltage waveform is usually negligible. However, connection of electric equipment does in general change the harmonic impedance of the network. For example, capacitor banks employed in fixed-speed wind turbines may shift the resonant frequency of the harmonic impedance. Therefore, possible harmonic sources already present in the network may cause unacceptable harmonic voltages. Consequently, for networks with significant harmonic sources, connection of wind turbines with suitable filter should be carefully designed to avoid an ill-conditioned modification of the harmonic impedance.

3. Power Quality Improvement

The FACTS device are based on power electronic controllers that enhances the capacity of the transmission line. These controllers are fast and increase the stability operating limits of the transmission systems when their controllers are properly tuned. FACTS devices are mostly used to regulate voltage and schedule power flow through some lines. FACTS device has the potential to operate the more flexible and economic way.

STATCOM is a voltage source inverter which means a DC capacitor voltage source regularly switched by gate turn off thyristor to generate alternating voltage and by surrounding the capacitor with four GTOs, each with a reverse diode, its voltage can be switched in the positive or negative direction. By connecting six or seven of these in series and switching them at different times with in each 50 Hz cycle an accurate sine wave is developed. If the developed voltage is higher than system voltage the STATCOM will supply reactive power like a rotating synchronous compensator and improve the voltage and conversely if lower it will remove reactive power. STATCOM has potential to maintain its reactive current at low voltage since it has an essentially constant current characteristics while a thyristor SVC is constant impedance.

Reduced land use to about 40% of a thyristor SVC requirement gives the potential for limited storage, if batteries replace capacitor

Be applied as an active filter because each step can be switched in response to a harmonics

A STATCOM can provide fast capacitive and inductive compensation and is able to control its output current independently of the AC system voltage.

There are mainly two approaches to mitigate power quality problems. The first approach is load conditioning, which ensures that equipment is made less sensitive to power disturbances, allowing the operation even under significant voltage distortion. The other solution is to
install line conditioning system that suppresses the power disturbances.

3.1 Mitigation of Flicker

The most basic configuration of the STATCOM consists of a two-level VSC with a DC energy storage device; a coupling transformer connected in shunt with the AC system, and associated control circuits. It is possible to change the reactive power flow on the connection line by using reactive shunt compensators, such as STATCOM, to mitigate the flicker level during continuous operation of grid connected wind turbines. Figure. 1 shows the block diagram of STATCOM based wind generator.

![Figure 1: Voltage Fluctuation Mitigation with STATCOM](image)

The STATCOM consists of a controllable PWM voltage source converter. The voltage source converter is preferred to the current source converter because the devices are clamped against over-voltages by the voltage across the DC-link capacitor bank. The losses are lower and the devices do not have to able to withstand a large reverse voltage.

3.2 Harmonics mitigation

![Figure 2: Harmonics mitigation with shunt active filter](image)

Among the different technology available active filters prove to be flexible to compensate current harmonic components compared to passive filters whose performance is limited to few harmonics and they can also introduce resonance in power system. Figure. 2 shows the active shunt filter system which is used to mitigate harmonics. Harmonics, one of the most important power quality problems results from the basic operating principle of converters in the wind energy generator-grid can be reduced by appropriately designing a shunt active filter.

The shunt active filter has topology similar to that of STATCOM. Shunt active filter compensates current harmonics by injecting equal and opposite harmonic current acting as current source injecting harmonic current by the load but phase shifted by 180°.

4. Modeling and Simulation of Wind Power System

4.1 Induction generator

In this study, wind induction generator is modeled using PSCAD as shown in Figure. 3 and case studies are carried out in regarding to power quality and stability using STATCOM.

![Figure 3: Modeling of wind induction generator](image)

Case A: In this case wind induction generator connected to a grid is modeled. The results indicates the active power, reactive power and the terminal voltage varies continuously due to varying wind speed and the synchronization problem associated with wind generator connected to a grid.

Case B: In this case, wind induction generator connected to a grid with STATCOM is modeled. The results indicates the active power, reactive power and the terminal voltage variations are regulated by means of STATCOM which injects reactive power to regulate the system under study as shown in Figure. 5.
Case C: In this case the induction generator driven by a wind turbine connected to a grid with converters is modeled. The main use of converters is to sweep maximum power at the available speed but such converters acting as a non-linear load will result in harmonics. The effect of harmonics is studied with and without active filter which is shown in Figure 6. The current harmonics spectrum analyzed on both source side and load side due to the non-linear converters without filter is given in Figure 7.

Case D: In this case, the induction generator driven by a wind turbine connected to a grid with converters and filters is modeled. The filter connected to the grid side will reduce the harmonics as shown in Figure 8. shows the active shunt filter modeled using PSCAD and current harmonics spectrum with filter is shown in Figure 8.
Figure 7 Current harmonics spectrum without filter

Figure 8 Current harmonic spectrum with filter
5.2 Synchronous generator

Synchronous generator based wind turbine which is more advantageous than induction generator, supplies reactive power and the maintenance is high. In this study wind synchronous generator is modeled using PSCAD and case studies have been carried out in regard to power quality and stability.

Case A: In this case wind synchronous generator connected to a grid without STATCOM is modeled. Results indicate the active power, reactive power and the terminal voltage varies continuously due to varying wind speed and the synchronization problem associated with wind generator connected to a grid as shown in Figure. 9.

Case B: In this case wind synchronous generator connected to a grid with STATCOM is modeled. Here the STATCOM is connected to compensate the voltage fluctuation and maintain the voltage within limits. The results indicate the active power, reactive power and the terminal voltage variations are regulated by means of STATCOM which injects reactive power to regulate the system under study as shown in Figure. 10.

Case C: In this case the synchronous generator driven by a wind turbine connected to a grid with converters is modeled. The converters used to seep maximum power act as non-linear load. Figure. 11 shows the current harmonics spectrum on both source side and load side due to the non-linear converters. High amount of harmonics are measured due to power electronic converters.
Case D: In this case, the synchronous generator driven by a wind turbine connected to a grid with converters and shunt active filter are modeled. The filter connected to the grid side is reducing the harmonics. It is clearly reflected in the current harmonics spectrum shown in Figure. 12.

5. Conclusions

In this work, power quality issues such as voltage fluctuation, harmonics are analyzed with respect to wind generator connected to a grid. The modeling and simulation techniques of a wind power converter and connected power system had been analyzed using PSCAD.
From this analysis, it was found that voltage fluctuation occurs frequently due to synchronization problem associated with connection of wind generator to grid. Hence STATCOM was used to inject reactive power to maintain voltage level within limits and also eliminates power fluctuations and this confirms the excellent performance of the proposed system for power quality improvement. It was proved that the STATCOM modified as a shunt active filter can be used to eliminate the harmonics generated by the power converters.
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Abstract

Different constructed prototypes of different volumes were used to test different nickel-pigmented aluminium oxide selective absorber samples for photo thermal conversion. Different types of solar net collective flux (average, accumulative, maximum, minimum) were calculated. We found that there is a good linear mathematical relationship between the solar net collective fluxes with the prototype volume in the range 500 – 8000 ± 1 cm³. Comparison between aluminium alloy, copper sheet, and the nickel-pigmented aluminium oxide selective absorber for net collective flux with nickel content and prototype volume were done. The highest net collective flux is for the sample of nickel content 60μg/cm² where: during a day, the accumulative net collective flux is 5586±1 W/m²; while the average net collective flux is 372.4±0.1 W/m² in prototype of volume 500±1 cm³. The lowest net collective flux is for the sample of nickel content 92μg/cm², where: during a day, the accumulative net collective flux is 4393±1 W/m²; the average net collective flux is 292.9±0.1 W/m² in prototype of volume 8000±1 cm³. The percent conversion efficiency and absorption of merit are constants for all samples in all prototypes. The maximum average percent conversion efficiency is for sample of nickel content 60μg/cm² which lies in the range (72.0-74.0±0.1) %. However the least average percent conversion efficiency is for the sample of nickel content 92μg/cm² which lies in the range of (61.0-69.0±0.1) %. The best mathematical relations between the net collective flux and prototype volume were calculated. The correlation coefficients squared for all calculations are 0.91 on average.

Keywords: Selective Absorber; Nickel-Pigmented Aluminium Oxide, Prototype, Net Collective Flux, Conversion Efficiency, Absorption of Merit.

1. Introduction

Solar energy is an important, cheapest, and safe source of renewable energy. Therefore, it plays an important role in many different branches of our life. Solar energy materials are used commercially for photothermal, photoelectric energy production and for achieving energy efficiency in buildings. Developments in architecture with buildings are achieved using electrochromic and thermotropic windows. In agriculture, growths of plants are affected by being tuned to the spectral sensitivity for photosynthesis. The solar energy source is electromagnetic radiations that interact with matter.

We can utilize the solar energy by means of collectors. These collectors may be flat [12] or concentrating. There are four basic types of concentrating collectors:
1. Parabolic trough [15].
2. Parabolic dish.
3. Power tower.
4. Stationary concentrating collectors.

The main part of the collector is the absorber. The absorber can be selective [1, 2] or non-selective, black or colored [3].

Selective surfaces/films/coatings form the basis of a wide range of very useful optical coatings and interference filters. Many fields such as chemistry, physics, and
technology are used to develop the optical coatings scientifically and industrially.

The selective coating may be ideal or non-ideal. The selectivity depends on the application we interested in [4, 11, 14].

The collector can be glazed, unglazed, or insulated. The glazed, insulated collector with absorber, which is selective, gives the best solar thermal performance. In our study the selective absorber is the nickel-pigmented aluminium oxide selective absorber.

We studied the optical properties (Absorptance, Reflectance, and Transmittance) of nine samples of nickel-pigmented aluminium oxide selective absorber, environmental conditions, and the configuration of our system (prototype) on the heating power and the conversion efficiency [5] of the selective absorber.

The cover used is a commercial polyethylene, because it reduces the convective loss, of low cost, flexible and can protect the selective absorber from degradation caused by exposing the absorber directly to the environment.

The performance of the flat-plate collector with an absorber for photothermal conversion can be described by the conversion efficiency ($\eta$) [13]. The conversion efficiency depends on the collective flux which in turn depends on the radiation flux and the heat loss. The radiation losses can be calculated using the Stefan-Boltzmann law and the other losses can be easily calculated, because they are dependent on the configuration and environment of the system. These losses are also linearly proportional to the temperature.

The effective role of the selective absorbers in photothermal conversion can be described by two cases. Both of them are concerned with the calculation of the collector efficiency. One is where the conduction and convection losses are assumed to be negligible compared to the radiation losses. This is also valid if the collector is operating at a high temperature. To maximize the conversion efficiency for both flat-plate and concentrating collectors, the loss of heat must be reduced while the absorptance-transmittance product must be increased to be close to unity. The performance of photothermal converters is also dependent on absorptivity ($\alpha$) and emissivity ($\epsilon$) separately.

The second case is where the conduction and convection losses are not neglected. These losses are strongly dependent on the environment (wind velocity, humidity, ambient temperature) and on the configuration of the systems [6].

Many scientists have discussed the thermodynamic equations governing the efficiency of solar collectors. Advances and development in fundamental physics and chemistry can lead to new and more efficient solar energy materials that have very widespread applications [6-8].

In this paper we study the relationship between the net collective fluxes (average, accumulative, and maximum), percent conversion efficiency, and absorption of merit with nickel content and the prototype volume.

2. Experimental

The constructed models were tested outdoors during daylight under clear sky at Bethlehem University from June to October. All measurements are done at steady state conditions. The selective absorbers were put on a horizontal plane. The experimental model for the flat-plate collector (prototype) is consisting of the selective absorber, the insulated box, the transparent cover, and the data logger.

2.1. Selective Absorber

Nickel-pigmented alumina was prepared on aluminium alloy substrate. Samples of different optical properties were used. These samples were prepared using an electrochemical process. Anodic aluminium (alumina) was first formed followed by pigmentation of alumina by nickel using alternate or reverse periodic current.

Scanning electron microscopy was used to determine the structure of the selective absorber surface and the thickness of the coatings. The thickness measured was found to be in the range from 0.350 to 0.400 µm.

The optical properties (hemispherical absorptivity $\alpha$ and hemispherical emissivity $\epsilon$) were measured using an absorptiometer (EL 510 Elan Informatique) and an emissiometer (EL 520 Elan Informatique) at 70°C, respectively. X-ray diffraction was used to test the presence of impurity phases [5].

The following block diagram illustrates preparation of aluminium alloy surface.

![Figure 1. The electrochemical cell for the anodization of aluminium alloy.](image)

The pigmentation of alumina with nickel was done using alternate and reverse periodic currents [5]. The schematic of the resulted layers from anodization and pigmentation is shown in Figure 2.
2.2. Insulated Box (Prototype).

Four different types (by volume) of prototypes were used. Figure 3 illustrates schematically the structure of the prototype. Table 1 gives the dimensions for each prototype.

Table 1. Dimensions of the prototypes used in the solar thermal performance.

<table>
<thead>
<tr>
<th>Box Type</th>
<th>Length(cm) x Width(cm) x Height(cm)</th>
<th>Volume (±1 cm³)</th>
<th>Shield Area (±1 cm²)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>10x10x5</td>
<td>500</td>
<td>100</td>
</tr>
<tr>
<td>B</td>
<td>15x15x5</td>
<td>1125</td>
<td>225</td>
</tr>
<tr>
<td>C</td>
<td>20x20x5</td>
<td>2000</td>
<td>400</td>
</tr>
<tr>
<td>D</td>
<td>40x40x5</td>
<td>8000</td>
<td>1600</td>
</tr>
</tbody>
</table>

Figure 3. Schematic drawing of the prototype.

2.3. The Transparent Cover

A commercial polyethylene shield of thickness 50 µm and average transparency of 0.80 (in the solar range) was used. It is usually used to reduce the heat loss and to protect the absorber from degradation caused by exposing the absorber directly to the environment.

2.4. The data logger

The data logger used was HANDY-LOG DB-525 version 4 with DB-Lab WINDOWS™ software. This data logger is coupled with temperature sensors DT013 of temperature range -25°C to 125°C (±0.01°C). In addition to, it is equipped with a relative humidity sensor (DT 041). The temperature of the selective absorber, the temperature inside and outside the box, and the relative humidity were measured at the same time.

All the set-up components for the solar net collective flux (net heating power) measurements are shown in Figure 4.

Figure 4. Schematic of all set-up components for the solar net collective flux measurements.

3. Method of Calculations

The performance of the selective absorber for photothermal conversion can be described by the conversion efficiency (η) which is defined as [6]:

\[
\eta = \frac{\text{Energy extracted from the system}}{\text{Energy input}} = \frac{E_e}{A_\text{A}} \tag{1}
\]

Where

- A is the area of the absorber exposed to the flux.
- \( I_s \) is the incident flux.
- \( E_e \) is the extracted energy from the system (also, called net collective flux or net heating power).

\[
E_e = (\text{Energy absorbed}) - (\text{Energy lost})
\]

\[
E_e = (t_\alpha A I_s - U L) \tag{2}
\]

Where

- \( t_\alpha \) is the effective transmittance-absorptance coefficient product for a single covered collector.
- \( I_s \) is the transmittance of the cover.
- \( U_L \) is the overall loss of energy from the absorber.

The radiation losses can be calculated using Stephan-Boltzmann law and the other losses are dependent on the configuration and environment of the system. Moreover, these losses are linearly proportional to the temperature.
The effective role of the selective absorbers in photothermal conversion can be described by two cases. Both of them are concerned with the calculation of the collector efficiency.

The first case is where the conduction and convection losses are assumed to be negligible compared to the radiation losses. It is also valid if the collector is operating at high temperatures. In this case, the extracted energy (heating flux, $E_e$) can be calculated as in the following relation:

$$E_e = (ta) A I_a - \sigma A \varepsilon (T_s^4 - T_a^4)$$  

(3)

Where $A$ is the area of the absorber.

$\sigma$ is Stefan-Boltzmann constant (5.678 $10^{-8}$ W.m$^{-2}$ K$^{-4}$).

$\varepsilon$ is the thermal emittance at temperature $T_a$ of the absorber.

$T_a$ is the temperature of the ambient.

$T_s$ is the temperature of the selective absorber.

The conversion efficiency ($\eta$) becomes:

$$\eta = (ta) - \frac{\sigma \varepsilon (T_s^4 - T_a^4)}{Is}$$  

(4)

If the absorber is illuminated with a concentrated solar flux of concentration ratio $X$, then relation 4 becomes:

$$\eta = (ta) - \frac{\sigma \varepsilon (XIs)^4 - (4 \frac{4}{T_a})}{X Is}$$

(5)

To maximize $\eta$ for both flat plate and concentrating collectors, $U_L$ must be reduced while the absorptance-transmittance product must be increased to be close to unity.

The performance of photo-thermal converters is also depending on absorptivity ($\alpha$) and emissivity ($\varepsilon$) separately. Therefore, the term absorptance of merit ($\alpha_m$) [6] was used to indicate the conversion efficiency ($\eta$) when there is no cover ($t=1$). It gives the upper limit for the conversion efficiency of a solar converter.

The output heat can be measured in terms of the mechanical work by using the Carnot efficiency which can be calculated for a particular reversible thermodynamic cycle as:

$$\eta_{(Carnot)} = \frac{W}{Q_s} = \frac{Q_a - Q_s}{Q_s} = \frac{T_s - T_a}{T_s}$$  

(6)

$T_s$, $T_a$ are the temperatures of the selective absorber and ambient, respectively.

The second case is where the conduction and convection losses are not neglected. In this case, the extracted heating energy ($E_e$) (net collective flux or net heating power) can be calculated as

$$E_e = (ta) I_a - B(T_s + T_a) - \sigma \varepsilon \text{eff} (T_s^4 - T_a^4)$$  

(7)

Where $B$ is the conduction-convection loss coefficient.

$C_{eff}$ is the effective emittance of the absorber and the atmosphere [9] which is given by:

$$\varepsilon_{\text{eff}} = \left[ \frac{1}{\varepsilon_s} + \frac{1}{\varepsilon_a} - 1 \right]^{-1}$$  

(8)

Where $C_s$ is the average emissivity of the selective absorber and $C_a$ is the average atmospheric emissivity.

The experimental model for testing the selective absorber consisting of: the insulated box, the transparent cover and the data logger are discussed in the previous section.

In addition to, the heat capacity of the system and the conduction-convection coefficient ($B$), for each prototype, were determined and used from previous study [5]. We wrote computer software to do all the calculations [5]

4. Results and Discussion

The relation between the accumulative and average net heating power (net collective flux) with prototype volume for aluminium alloy is shown in figure 5.

Linear regression for the accumulative and average net heating power for aluminium alloy gives the following relations:

- $P_{ac} = -0.0291 \times V + 874.8$ with $R^2 = 0.97$
- $P_{av} = -0.0019 \times V + 58.4$ with $R^2 = 0.97$

Where $P_{ac}$ is the accumulative net heating power per square meter of aluminium alloy during a day.

$P_{av}$ is the average net heating power per square meter of aluminium alloy per hour during a day.

$V$ is the volume of the prototype in cubic centimeter. $R^2$ is the correlation coefficient square.

These relations represent the accumulative and average net heating power for aluminium alloy, respectively.

The accumulative net collective flux is 874.8 W/m$^2$ and the average net collective is 58.4 W/m$^2$ when heat loss is neglected ($V = 0.0$ cm$^3$).

In addition to, we can do the same calculations for copper sheet. The comparison between aluminium alloy and copper sheet substrates is shown in figure 6.

As we see from figure 6, copper sheet has higher net collective flux (net heating power) by approximately one and half more than that of aluminium alloy. Therefore, copper sheet is a better substrate; this because copper has greater thermal conductance than aluminium alloy.

The effect of prototype volume on using nickel pigmented anodized aluminium selective absorber instead of aluminium alloy substrate is shown in the following tables and figures.

The variation of $T_s$, $T_a$, $\Delta T$, $P$, $\eta$ and $\alpha_m$ with day time for nickel pigmented anodized aluminium selective absorber sample of nickel content 82 $\mu g/cm^2$, inside prototype A, is shown in table 2.
Figure 5. Variation of accumulative and average net heating power for aluminium alloy with prototype volume.

Figure 6. Variation of the net collective flux with the day time for aluminium alloy and copper sheet.

Table 2. Variation of $T_s$, $T_a$, $\Delta T$, $P$, $\eta$, and $\alpha_m$ with day time for selective absorber sample of nickel content 82 $\mu$g/cm$^2$ using prototype A.

<table>
<thead>
<tr>
<th>Time(h)</th>
<th>$T_s$(°C) (±0.01)</th>
<th>$T_a$(°C) (±0.01)</th>
<th>$\Delta T$(°C) (±0.01)</th>
<th>$P$(W/m$^2$) (±0.01)</th>
<th>$\eta$ (±0.01)</th>
<th>$\alpha_m$ (±0.01)</th>
<th>RH (%) (±0.01)</th>
</tr>
</thead>
<tbody>
<tr>
<td>5.00</td>
<td>24.82</td>
<td>23.54</td>
<td>1.28</td>
<td>16.02</td>
<td>0.76</td>
<td>0.96</td>
<td>33.47</td>
</tr>
<tr>
<td>6.00</td>
<td>24.66</td>
<td>23.06</td>
<td>1.60</td>
<td>119.68</td>
<td>0.77</td>
<td>0.96</td>
<td>37.25</td>
</tr>
<tr>
<td>7.00</td>
<td>29.79</td>
<td>27.55</td>
<td>2.24</td>
<td>264.01</td>
<td>0.77</td>
<td>0.96</td>
<td>34.73</td>
</tr>
<tr>
<td>8.00</td>
<td>37.00</td>
<td>30.31</td>
<td>6.69</td>
<td>399.58</td>
<td>0.77</td>
<td>0.96</td>
<td>24.20</td>
</tr>
<tr>
<td>9.00</td>
<td>46.00</td>
<td>32.51</td>
<td>13.49</td>
<td>506.54</td>
<td>0.77</td>
<td>0.96</td>
<td>24.04</td>
</tr>
<tr>
<td>10.00</td>
<td>64.86</td>
<td>31.87</td>
<td>32.99</td>
<td>600.94</td>
<td>0.76</td>
<td>0.96</td>
<td>33.32</td>
</tr>
<tr>
<td>11.00</td>
<td>68.07</td>
<td>29.79</td>
<td>38.28</td>
<td>656.57</td>
<td>0.76</td>
<td>0.96</td>
<td>39.76</td>
</tr>
<tr>
<td>12.00</td>
<td>35.72</td>
<td>29.31</td>
<td>6.41</td>
<td>667.63</td>
<td>0.77</td>
<td>0.96</td>
<td>41.17</td>
</tr>
<tr>
<td>13.00</td>
<td>32.83</td>
<td>28.83</td>
<td>4.00</td>
<td>639.42</td>
<td>0.77</td>
<td>0.96</td>
<td>44.48</td>
</tr>
<tr>
<td>14.00</td>
<td>30.75</td>
<td>28.03</td>
<td>2.72</td>
<td>571.94</td>
<td>0.77</td>
<td>0.96</td>
<td>46.68</td>
</tr>
<tr>
<td>15.00</td>
<td>30.11</td>
<td>27.55</td>
<td>2.56</td>
<td>459.82</td>
<td>0.77</td>
<td>0.96</td>
<td>46.68</td>
</tr>
<tr>
<td>16.00</td>
<td>29.31</td>
<td>26.91</td>
<td>2.40</td>
<td>340.03</td>
<td>0.77</td>
<td>0.96</td>
<td>47.46</td>
</tr>
<tr>
<td>17.00</td>
<td>28.19</td>
<td>26.11</td>
<td>2.08</td>
<td>204.12</td>
<td>0.77</td>
<td>0.96</td>
<td>47.46</td>
</tr>
<tr>
<td>18.00</td>
<td>27.07</td>
<td>24.82</td>
<td>2.25</td>
<td>68.17</td>
<td>0.77</td>
<td>0.96</td>
<td>50.60</td>
</tr>
<tr>
<td>19.00</td>
<td>25.79</td>
<td>23.70</td>
<td>2.09</td>
<td>0.00</td>
<td>0.00</td>
<td>0.79</td>
<td>54.85</td>
</tr>
</tbody>
</table>

From table 2:
Accumulative net collective flux (accumulative net heating power) is 5403±1 W/m$^2$.

Average net collective flux (average net heating power) is 360.2±0.1 W/m$^2$. 
Average conversion efficiency is 69.0±0.1%. Average absorption of merit is 95.0±0.1%.
Average relative humidity is 40.4±0.1%.
The effect of adding the selective coating (nickel pigmented alumina), in comparison with aluminium alloy substrate, on the net collective flux (using prototype A) is shown in figure 7.
As we see from figure 7, adding the nickel pigmented anodized aluminium layer over the substrate will increase the net collective flux approximately eight times greater than that of using aluminium alloy alone.
In all measurements, we found that the maximum net collective flux obtained during a day is in the time interval 11:00AM to 13:00PM.
The behavior of sample of nickel content 82 μg/cm² compared with aluminium alloy substrate using prototype B is shown in figure 8.

Figure 7. Effect of adding nickel pigmented anodized aluminium layer over aluminium alloy substrate on the net collective flux using prototype A.

Figure 8. Variation of net collective flux with day time for selective absorber sample of nickel content 82 μg/cm² and aluminium alloy substrate using prototype B.
Comparing figure 8 with figure 7, prototype B gives less net collective flux than prototype A. This is because the conduction-convection and radiation losses are increased by increasing the prototype volume.

The same behavior will be obtained if we use prototypes C and D, but with less net collective flux during the day. The behavior of sample of nickel content 82 μg/cm² compared with the aluminium alloy during a day light inside prototype C is shown in figure 9.

Less net collective flux is obtained for both samples of nickel content 82 μg/cm² and the aluminium alloy substrate using prototype C.

However, using prototype D gives the same behavior but with less net heating power during a day because of the increase in the conduction-convection and radiation losses as we will see in table 3. Average relative humidity is 37.9±0.1%.

![Figure 9. Variation of net collective flux with day time for selective absorber sample of nickel content 82 μg/cm² and aluminium alloy substrate using prototype C.](image)

Table 3. Variation of $T_s$, $T_a$, $\Delta T$, $P$, $\eta$ and $\alpha_m$ with day time for selective absorber sample of nickel content 82 μg/cm² using prototype D.

<table>
<thead>
<tr>
<th>Time(h)</th>
<th>$T_s$(°C) (±0.01)</th>
<th>$T_a$(°C) (±0.01)</th>
<th>$\Delta T$(°C) (±0.01)</th>
<th>$P$(W/m²) (±0.01)</th>
<th>$\eta$ (±0.01)</th>
<th>$\alpha_m$ (±0.01)</th>
<th>RH (%) (±0.01)</th>
</tr>
</thead>
<tbody>
<tr>
<td>5.00</td>
<td>27.07</td>
<td>27.07</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.96</td>
<td>38.50</td>
</tr>
<tr>
<td>6.00</td>
<td>27.23</td>
<td>27.23</td>
<td>0.00</td>
<td>60.67</td>
<td>0.77</td>
<td>0.96</td>
<td>38.82</td>
</tr>
<tr>
<td>7.00</td>
<td>28.35</td>
<td>27.55</td>
<td>0.80</td>
<td>184.91</td>
<td>0.76</td>
<td>0.96</td>
<td>37.72</td>
</tr>
<tr>
<td>8.00</td>
<td>35.23</td>
<td>35.07</td>
<td>0.16</td>
<td>331.59</td>
<td>0.77</td>
<td>0.96</td>
<td>30.33</td>
</tr>
<tr>
<td>9.00</td>
<td>56.62</td>
<td>42.12</td>
<td>14.50</td>
<td>436.01</td>
<td>0.74</td>
<td>0.93</td>
<td>24.83</td>
</tr>
<tr>
<td>10.00</td>
<td>73.99</td>
<td>38.44</td>
<td>35.55</td>
<td>504.87</td>
<td>0.71</td>
<td>0.90</td>
<td>26.25</td>
</tr>
<tr>
<td>11.00</td>
<td>69.51</td>
<td>37.64</td>
<td>31.87</td>
<td>561.43</td>
<td>0.72</td>
<td>0.91</td>
<td>28.76</td>
</tr>
<tr>
<td>12.00</td>
<td>41.64</td>
<td>34.43</td>
<td>7.21</td>
<td>606.66</td>
<td>0.76</td>
<td>0.95</td>
<td>34.73</td>
</tr>
<tr>
<td>13.00</td>
<td>39.08</td>
<td>33.95</td>
<td>5.13</td>
<td>580.70</td>
<td>0.76</td>
<td>0.95</td>
<td>35.36</td>
</tr>
<tr>
<td>14.00</td>
<td>37.48</td>
<td>33.79</td>
<td>3.69</td>
<td>505.60</td>
<td>0.76</td>
<td>0.95</td>
<td>35.99</td>
</tr>
<tr>
<td>15.00</td>
<td>36.04</td>
<td>33.63</td>
<td>2.41</td>
<td>394.21</td>
<td>0.76</td>
<td>0.95</td>
<td>37.56</td>
</tr>
<tr>
<td>16.00</td>
<td>35.07</td>
<td>32.51</td>
<td>2.56</td>
<td>271.92</td>
<td>0.76</td>
<td>0.95</td>
<td>46.99</td>
</tr>
<tr>
<td>17.00</td>
<td>33.15</td>
<td>31.39</td>
<td>1.76</td>
<td>135.40</td>
<td>0.76</td>
<td>0.95</td>
<td>50.45</td>
</tr>
<tr>
<td>18.00</td>
<td>31.71</td>
<td>30.43</td>
<td>1.28</td>
<td>23.07</td>
<td>0.72</td>
<td>0.91</td>
<td>50.60</td>
</tr>
<tr>
<td>19.00</td>
<td>30.27</td>
<td>29.47</td>
<td>0.80</td>
<td>0.00</td>
<td>0.94</td>
<td>0.02</td>
<td>52.02</td>
</tr>
</tbody>
</table>

Figures 8, 9 and 10 show that as the prototype volume increased (from A to D), the net collective flux is decreased during the day since the conduction-convection (B) and the radiation losses are increased. However, the nickel pigmented layer on aluminium alloy increases the net collective flux by approximately eight times in comparison with the aluminium alloy alone.

The behavior is the same in figures 8 to 10 for all nickel pigmented anodized aluminium selective absorber samples, but with different numerical results.

The variation of percent conversion efficiency with day time for sample of nickel content 82 μg/cm², using prototype A, is shown in figure 11.
From figure 11, the percent conversion efficiency is constant during the day and this behavior is the same for all selective absorber samples using all prototypes, because the conversion efficiency depends, mainly, on the optical properties of the sample.

The behavior of the percent absorption of merit during a day light for selective absorber sample of nickel content 82 μg/cm² using prototype A is shown figure 12.

As we see from figure 12, the percent absorption of merit is constant during a day and this is the same behavior for all other samples in all different prototypes, but with different numerical results. Absorption of merit depends, mainly, on the optical properties of the selective absorber sample and does not on the shield. It represents the maximum conversion efficiency that can be obtained if there is no shield on the prototype.

The accumulative net collective flux results for selective absorbers including copper sheet and aluminium alloy substrates are summarizes in table 4. These results represent all types of prototypes used.

Table 4 shows that the highest accumulative net collective flux (per day) is obtained using the selective absorber sample of nickel content 60μg/cm² which gives 5586±1W/m² in prototype A; while the lowest value obtained with the selective absorber sample of nickel content 92μg/cm² which gives 4393±1W/m² in prototype D.
As we see from figure 13, the nickel content limit is 60 μg/cm². This value is in accordance with the previous study [10].

The average net collective flux (during a day and per hour) is obtained for the selective absorber sample of nickel content 60 μg/cm² which gives 372 ± 0.1 W/m² in prototype A; while the lowest value is obtained for the selective absorber of nickel content 92 μg/cm² which gives 292 ± 0.1 W/m² in prototype D.

For the substrates, the highest value is obtained for Cu sample which gives 75.0 ± 0.1 W/m²; while the lowest
value is obtained for aluminium sample which gives 43.1±0.1 W/m² in prototype D.

The variation of the average net collective flux (during a day and per hour) with the nickel content is shown in figure 14.

![Figure 13: Variation of accumulative net collective flux with the nickel content using prototype A.](image1)

![Figure 14: Variation of average net collective flux with the nickel content using prototype A.](image2)

Table 5. The average net collective flux (during a day and per hour) for the substrates and the selective absorber samples in different prototypes (A, B, C and D).

<table>
<thead>
<tr>
<th>Sample of Nickel Content (µg/cm²)</th>
<th>P_{av}(A)±0.1</th>
<th>P_{av}(B)±0.1</th>
<th>P_{av}(C)±0.1</th>
<th>P_{av}(D)±0.1</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 (Al alloy)</td>
<td>58.3</td>
<td>56.8</td>
<td>52.6</td>
<td>43.1</td>
</tr>
<tr>
<td>0 (Cu sheet)</td>
<td>75.0</td>
<td>74.0</td>
<td>69.2</td>
<td>54.9</td>
</tr>
<tr>
<td>55</td>
<td>371.2</td>
<td>371.1</td>
<td>367.4</td>
<td>331.7</td>
</tr>
<tr>
<td>60</td>
<td>372.4</td>
<td>371.6</td>
<td>368.6</td>
<td>334.5</td>
</tr>
<tr>
<td>70</td>
<td>369.0</td>
<td>367.9</td>
<td>364.6</td>
<td>325.3</td>
</tr>
<tr>
<td>73</td>
<td>368.7</td>
<td>363.6</td>
<td>355.8</td>
<td>322.7</td>
</tr>
<tr>
<td>76</td>
<td>367.8</td>
<td>363.4</td>
<td>336.0</td>
<td>308.7</td>
</tr>
<tr>
<td>80</td>
<td>367.6</td>
<td>359.7</td>
<td>330.2</td>
<td>306.5</td>
</tr>
<tr>
<td>82</td>
<td>360.2</td>
<td>356.2</td>
<td>321.7</td>
<td>304.1</td>
</tr>
<tr>
<td>86</td>
<td>353.3</td>
<td>341.1</td>
<td>317.5</td>
<td>293.5</td>
</tr>
<tr>
<td>92</td>
<td>352.8</td>
<td>335.8</td>
<td>314.2</td>
<td>292.9</td>
</tr>
</tbody>
</table>

*Represent the accumulative net collective flux (accumulative net heating power) using different prototypes (A, B, C and D).
The variation of the accumulative net heating power and the average net heating power (for the sample of nickel content 73 μg/cm² with prototype volume) is shown in figure 15. Linear regression for the accumulative and average net heating power for the sample of nickel content 73 μg/cm² leads to the following relations:

\[ P_{ac} = -0.0896 V + 5551.2 \quad \text{with } R^2 = 0.99 \]
\[ P_{av} = -0.0060 V + 370.1 \quad \text{with } R^2 = 0.99 \]

Where

- \( P_{ac} \) is the accumulative net heating power per square meter of the selective absorber during a day.
- \( P_{av} \) is the average net heating power per square meter of the selective absorber and per hour during a day.
- \( V \) is the volume of the prototype in cubic centimeter.
- \( R^2 \) is the square of the correlation coefficient.

The above relations represent the accumulative and average net heating power for one sample of nickel content 73 μg/cm². The accumulative net collective flux is 5551.2 W/m² and the average net collective flux is 370.1 W/m², when heat loss is neglected (\( V = 0.0 \text{ cm}^3 \)).

The extracted relations of the accumulative and average net heating power for nickel pigmented anodized aluminium selective absorber samples are illustrated in table 6 and 7, respectively.

Where

- \( P_{ac} \) is the net accumulative heating power per square meter of the selective absorber during a day.
- \( V \) is the volume of the prototype in cubic centimeter.
- \( R^2 \) is the square of the correlation coefficient.

From table 6, the sample of nickel content 60 μg/cm² is of the highest value. It gives 5656.0 W/m², when there is no heat loss (\( V = 0.0 \text{ cm}^3 \)). However, the lowest value is for sample of nickel content 92 μg/cm². This sample gives 5151.6 W/m², when there is no heat loss (\( V = 0.0 \text{ cm}^3 \)).

This value of the nickel content inside the alumina pores is sufficient to grade the refractive index of the layers from the base on aluminium alloy to the top porous alumina layer. Therefore, it gives the optimum selectivity and in turn the maximum solar net collective flux.

The relations can be best described by a linear relationship, because the correlation coefficient square is very close to 0.91 on average.

The relations for all selective absorber samples and substrates are illustrated in table 7. Table 7 is in accordance with table 6.

The correlation coefficient squared in the above two tables shows that the relation between the net heating power and the prototype volume is linear since it is very close to one.

The average percent conversion efficiency is calculated (during a day and per hour) for the substrates and the selective absorber samples as shown in table 8.

![Figure 15. Variation of accumulative and average net heating power for the sample of nickel content 73 μg/cm² with prototype volume.](image-url)
Table 6. Extracted relations of the accumulative net heating power for substrates and selective absorber samples during a day.

<table>
<thead>
<tr>
<th>Sample of Nickel Content (±1 μg/cm²)</th>
<th>Extracted Relation</th>
<th>R²</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 (Al alloy)</td>
<td>$P_{ac} = -0.0291 V + 874.8$</td>
<td>0.97</td>
</tr>
<tr>
<td>0 (Cu sheet)</td>
<td>$P_{ac} = -0.0399 V + 1140.0$</td>
<td>0.99</td>
</tr>
<tr>
<td>55</td>
<td>$P_{ac} = -0.0829 V + 5646.0$</td>
<td>0.99</td>
</tr>
<tr>
<td>60</td>
<td>$P_{ac} = -0.0790 V + 5656.0$</td>
<td>0.99</td>
</tr>
<tr>
<td>70</td>
<td>$P_{ac} = -0.0909 V + 5614.5$</td>
<td>0.99</td>
</tr>
<tr>
<td>73</td>
<td>$P_{ac} = -0.0896 V + 5551.2$</td>
<td>0.99</td>
</tr>
<tr>
<td>76</td>
<td>$P_{ac} = -0.1109 V + 5482.0$</td>
<td>0.87</td>
</tr>
<tr>
<td>80</td>
<td>$P_{ac} = -0.1106 V + 5436.5$</td>
<td>0.82</td>
</tr>
<tr>
<td>82</td>
<td>$P_{ac} = -0.1050 V + 5351.4$</td>
<td>0.75</td>
</tr>
<tr>
<td>86</td>
<td>$P_{ac} = -0.1173 V + 5292.6$</td>
<td>0.80</td>
</tr>
<tr>
<td>92</td>
<td>$P_{ac} = -0.1008 V + 5151.6$</td>
<td>0.80</td>
</tr>
</tbody>
</table>

Table 7. Extracted relations of the average net heating power for substrates and selective absorber samples during a day and per hour.

<table>
<thead>
<tr>
<th>Sample of Nickel Content (±1 μg/cm²)</th>
<th>Extracted Relation</th>
<th>R²</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 (Al alloy)</td>
<td>$P_{av} = -0.0019 V + 58.4$</td>
<td>0.97</td>
</tr>
<tr>
<td>0 (Cu sheet)</td>
<td>$P_{av} = -0.0027 V + 76.0$</td>
<td>0.99</td>
</tr>
<tr>
<td>55</td>
<td>$P_{av} = -0.0055 V + 376.4$</td>
<td>0.99</td>
</tr>
<tr>
<td>60</td>
<td>$P_{av} = -0.0053 V + 377.1$</td>
<td>0.99</td>
</tr>
<tr>
<td>70</td>
<td>$P_{av} = -0.0061 V + 374.3$</td>
<td>0.99</td>
</tr>
<tr>
<td>73</td>
<td>$P_{av} = -0.0060 V + 370.1$</td>
<td>0.99</td>
</tr>
<tr>
<td>76</td>
<td>$P_{av} = -0.0074 V + 365.5$</td>
<td>0.87</td>
</tr>
<tr>
<td>80</td>
<td>$P_{av} = -0.0074 V + 362.4$</td>
<td>0.82</td>
</tr>
<tr>
<td>82</td>
<td>$P_{av} = -0.0068 V + 355.4$</td>
<td>0.76</td>
</tr>
<tr>
<td>86</td>
<td>$P_{av} = -0.0070 V + 346.7$</td>
<td>0.84</td>
</tr>
<tr>
<td>92</td>
<td>$P_{av} = -0.0067 V + 343.4$</td>
<td>0.80</td>
</tr>
</tbody>
</table>

Table 8. Average percent conversion efficiency (during a day and per hour) for substrates and selective absorber samples in different prototypes (A, B, C and D).

<table>
<thead>
<tr>
<th>Sample of Nickel Content (±1 μg/cm²)</th>
<th>$%\eta_{av} (A) \pm 0.1^1$</th>
<th>$%\eta_{av} (B) \pm 0.1^2$</th>
<th>$%\eta_{av} (C) \pm 0.1^3$</th>
<th>$%\eta_{av} (D) \pm 0.1^4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 (Al alloy)</td>
<td>12.5</td>
<td>11.0</td>
<td>13.0</td>
<td>12.0</td>
</tr>
<tr>
<td>0 (Cu sheet)</td>
<td>15.0</td>
<td>15.5</td>
<td>17.0</td>
<td>12.8</td>
</tr>
<tr>
<td>55</td>
<td>72.0</td>
<td>74.0</td>
<td>72.0</td>
<td>65.0</td>
</tr>
<tr>
<td>60</td>
<td>72.0</td>
<td>74.0</td>
<td>73.0</td>
<td>73.2</td>
</tr>
<tr>
<td>70</td>
<td>72.0</td>
<td>73.0</td>
<td>72.0</td>
<td>64.0</td>
</tr>
<tr>
<td>73</td>
<td>72.0</td>
<td>73.0</td>
<td>72.0</td>
<td>64.0</td>
</tr>
<tr>
<td>76</td>
<td>71.0</td>
<td>72.0</td>
<td>72.0</td>
<td>61.0</td>
</tr>
<tr>
<td>80</td>
<td>71.0</td>
<td>71.0</td>
<td>72.0</td>
<td>61.0</td>
</tr>
<tr>
<td>82</td>
<td>69.0</td>
<td>68.0</td>
<td>71.0</td>
<td>61.0</td>
</tr>
<tr>
<td>86</td>
<td>69.0</td>
<td>68.0</td>
<td>71.0</td>
<td>61.0</td>
</tr>
<tr>
<td>92</td>
<td>69.0</td>
<td>68.0</td>
<td>68.0</td>
<td>61.0</td>
</tr>
</tbody>
</table>

Table 8 shows that the highest average percent conversion efficiency (during a day and per hour) obtained is (74.0±0.1)%, and the lowest value is (61.0±0.1)% for different selective absorber samples in different prototypes.

Concerning substrates, the maximum value obtained is (138.4±0.1) W.m$^2$ for Cu sheet using prototype A; while the lowest value obtained is (89.4±0.1) W.m$^2$ for Al alloy in prototype D.

The relation between the maximum net collective fluxes (during a day) with prototype volume (for one sample of nickel content 73 $\mu$g/cm$^2$) is shown in figure 16.

The relation between the maximum net collective fluxes with prototype volume is given by:

$$P_{\text{max}} = -0.0072 V + 676.0 \quad \text{with } R^2 = 0.99$$

The relations for all selective absorber samples are illustrated in table 9.

These relations are fall in the interval time 11:00 to 13:00 during a day.

The effect of the nickel content on the maximum net collective flux obtained during a day is shown in figure 18.

The variation of the maximum net collective flux with nickel content in figure 15 has the same behavior as in previous figures.

From table 8, the maximum net collective flux obtained is (699.2±0.1)W.m$^2$ for sample of nickel content 60 $\mu$g/cm$^2$ using prototype A; while the lowest value is (590.3±0.1)W.m$^2$ for sample of nickel content 92 $\mu$g/cm$^2$ using prototype D.

Concerning substrates, the highest value is obtained with Copper substrate which is (17.0±0.1)%, while the lowest value is obtained with Aluminium alloy substrate which is (11.0±0.1)%.

From table 8, the maximum net collective flux obtained is (699.2±0.1)W.m$^2$ for sample of nickel content 60 $\mu$g/cm$^2$ using prototype A; while the lowest value is (590.3±0.1)W.m$^2$ for sample of nickel content 92 $\mu$g/cm$^2$ using prototype D.

The relations for all selective absorber samples are illustrated in table 9.

These relations are fall in the interval time 11:00 to 13:00 during a day.

The effect of the nickel content on the maximum net collective flux obtained during a day is shown in figure 18.

The variation of the maximum net collective flux with nickel content in figure 15 has the same behavior as in previous figures.

![Figure 16. Variation of the maximum net collective flux with prototype volume for sample of nickel content 73 $\mu$g/cm$^2$.](image)

Table 9. Extracted relations of the maximum net heating power for the selective absorber samples during a day.

<table>
<thead>
<tr>
<th>Sample of Nickel Content (±1 $\mu$g/cm$^2$)</th>
<th>Extracted Relation</th>
<th>$R^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>55</td>
<td>$P_{\text{max}} = -0.0064 V + 683.2$</td>
<td>1.00</td>
</tr>
<tr>
<td>60</td>
<td>$P_{\text{max}} = -0.0071 V + 694.6$</td>
<td>0.93</td>
</tr>
<tr>
<td>70</td>
<td>$P_{\text{max}} = -0.0063 V + 679.2$</td>
<td>0.97</td>
</tr>
<tr>
<td>73</td>
<td>$P_{\text{max}} = -0.0072 V + 676.0$</td>
<td>0.99</td>
</tr>
<tr>
<td>76</td>
<td>$P_{\text{max}} = -0.0074 V + 669.6$</td>
<td>0.96</td>
</tr>
<tr>
<td>80</td>
<td>$P_{\text{max}} = -0.0073 V + 662.4$</td>
<td>0.83</td>
</tr>
<tr>
<td>82</td>
<td>$P_{\text{max}} = -0.0069 V + 657.5$</td>
<td>0.75</td>
</tr>
<tr>
<td>86</td>
<td>$P_{\text{max}} = -0.0060 V + 638.4$</td>
<td>0.91</td>
</tr>
<tr>
<td>92</td>
<td>$P_{\text{max}} = -0.0055 V + 632.1$</td>
<td>0.81</td>
</tr>
</tbody>
</table>
5. Conclusions

Nickel pigmented anodized aluminium alloy selective absorbers prepared by dc anodization (using dilute phosphoric acid) followed by electrolysis in nickel sulphate solution (coloration) using ac and pc currents were used.

The substrates and the selective absorber samples are tested at Bethlehem University at a horizontal level where certain experimental set-up is used. The substrates selective absorber samples were tested inside prototypes of volume in the range of 500–8000±1cm³.

The net heating power (net collective flux) (average, accumulative and maximum), conversion efficiency (average and maximum) and absorption of merit (average and maximum) were studied.

Comparing aluminium alloy with copper sheet shows that copper sheet gives higher net collective flux, conversion efficiency and absorption of merit than aluminium alloy.

Prototype of volume 500±1 cm³ is of the most suitable prototype because it has the least conduction-convection losses. The highest conversion of the solar flux is found for the selective absorber of nickel content 60 μg/cm². However, the lowest conversion of the solar energy into thermal energy is found for sample of nickel content 92 μg/cm² due to its high emissivity.

The effects of nickel content, in the alumina pores, on the converted solar flux is that as the nickel content increased the absorptivity is increased. However, there is a nickel content limit that gives the optimum net collective flux and selectivity. This limit is 60μg/cm². This limit of nickel content is sufficient to decrease the refractive index gradually from the barrier alumina (at the bottom) to the upper porous alumina. Therefore the solar radiation can be trapped inside the alumina pores that have certain nickel content (nickel particles). This trapping gives good opportunity for the radiation to be absorbed by multi reflection of the radiation inside the pores and by the resonant scattering of radiation among nickel particles embedded in the alumina pores (figure2). There is a linear relationship between the net heating power (collective flux) (average, accumulative and maximum) and average absorption of merit with prototype volume.

The commercial polyethylene is used because it is a good shield for glazed insulated prototype reduces the connective loss and protects the selective absorber against degradation.
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Abstract

This paper presents the dynamical analysis of DC shunt, series and permanent-magnet PM motors fed by photovoltaic PV energy systems at different illuminations. At the full solar intensity, the maximum power point of current/voltage I/V characteristic of the PV modules is designed to be at the rated conditions of the machines. The nonlinear behavior of I/V characteristics of the PV modules and that of the magnetization curve of the ferromagnetic materials of the machines are approximated by polynomial curve fitting. The dynamical analysis of the machines fed by fixed terminal voltage has also been carried out and a comparison between the cases of supplying the motors by fully illuminated solar cells, partially illuminated solar cells and fixed terminal voltage is addressed. The steady-state output characteristics, the torque-speed characteristics, of the three DC motors with the two inputs are presented and compared.

Keywords: Dynamical Analysis of DC machines; Photovoltaic Cells; Steady-State Output Characteristics.

1. Introduction

DC motors are electrical machines that consume DC electrical power and produce mechanical torque. Historically, DC machines are classified according to the connection of the field circuit with respect to the armature circuit. In shunt machines, the field circuit is connected in parallel with the armature circuit while DC series machines have the field circuit in series with the armature where both field and armature currents are identical. Permanent-magnet machines, on the other hand, have only one circuit (armature winding) and the flux generated by the magnets is constant. Compared with conventional electrical machines, permanent-magnet machines exhibit higher efficiency, higher power to weight ratio and simpler construction.

The use of PV systems as a power source for electrical machines is considered a promising area in photovoltaic applications due to the ongoing growth of PV-market [1]. The dynamical and steady-state characteristics of PV-powered DC motors at different solar intensities, different loading conditions and different system controllers & configurations have been proposed [2]-[8]. Similar studies for permanent-magnet and AC machines are presented [9]-[13]. PV arrays comprise several parallel/series connected solar cells to provide sufficiently high output power for operating common loads and devices [14]. In this paper, the main contributions are the dynamical analysis and the steady-state output characteristics of DC shunt, series and permanent-magnet motors fed by photovoltaic cells at different solar intensities as compared with the case of supplying the motors by fixed terminal voltage. Additionally, the maximum power point of the photovoltaic cells is designed to be at the rated conditions of the machines when the PV array is fully illuminated. The nonlinearity of the magnetization curve of the ferromagnetic materials of the machines in case of shunt and series motors and that of the I/V characteristics of the photovoltaic cells have been included by polynomial curve fitting. The steady-state output characteristics when the motors are fed by solar cells at different illuminations and fixed terminal voltage have been depicted and compared for the three motors. The paper is structured as follows: The nonlinear dynamical model of the DC shunt, series and permanent-magnet motors are presented in Section II. Section III outlines the design and main characteristics of the photovoltaic cells. The numerical simulation results are addressed in Section IV. Section V depicts the steady-state output characteristics of the three machines fed by fixed voltage and by photovoltaic cells at two solar intensities. Finally, conclusions are drawn in Section VI.
2. Dynamical Model of DC Shunt, Series and Permanent-Magnet Motors

This section presents the dynamical model of the DC shunt, series and permanent-magnet motors including the nonlinearity of the magnetization curve of the ferromagnetic materials.

a) DC Shunt Motor

In shunt machine, the field circuit is connected in parallel with the armature circuit. It has the following equivalent circuit:

![Figure 1. Equivalent Circuit of DC Shunt Motor](image)

The equation of the field circuit is:

\[
L_F \frac{di_F}{dt} = V - (R_F + R_{ad})i_F
\]

where \(L_F\): field winding inductance, \(i_F\): field current, \(V\): terminal voltage and \(R_F + R_{ad}\): field winding resistance. The equation of the armature circuit is:

\[
L_a \frac{di_a}{dt} = V - R_a i_a - K\phi \omega
\]

where \(L_a\): armature winding inductance, \(i_a\): armature current, \(R_a\): armature resistance, \(K\): constant related to the design of the machine, \(\phi\): flux per pole and \(\omega\): rotational speed of the rotor. The motion equation of the motor is:

\[
J \frac{d\omega}{dt} = K\phi i_a - T_L
\]

where \(J\): rotor and load moment of inertia and \(T_L\): load torque.

The magnetization curve is the relation between the flux \(\phi\) and the field current \(i_F\). However, it is usually obtained experimentally in terms of the induced voltage \(E_d = K\phi \omega\) as function of \(i_F\) at a certain rotational speed \(\omega\) at no load. In this paper, \(K\phi\) is expressed as function of the field current \(i_F\) based on the data given in [15] after dividing the induced voltage \(E_d = K\phi \omega\) by the given rotational speed. \(K\phi\) as function of \(i_F\) has then been polynomially fitted using MATLAB. It is found that the following second order polynomial is accurate enough to represent them as:

\[
K\phi = \alpha_1 i_F^2 + \alpha_2 i_F + \alpha_3
\]

where \(\alpha_1 = -0.3084, \alpha_2 = 1.0272\) and \(\alpha_3 = 0.0049\).

Substituting for \(K\phi\) in Eq. (2) yields:

\[
L_a \frac{di_a}{dt} = V - R_a i_a - (\alpha_1 i_F^2 + \alpha_2 i_F + \alpha_3)\omega
\]

and for \(K\phi\) in Eq. (3) gives:

\[
J \frac{d\omega}{dt} = (\alpha_1 i_F^2 + \alpha_2 i_F + \alpha_3)i_a - T_L
\]

Eqs. (1), (5) and (6) represent the nonlinear dynamical behavior of a DC shunt motor including the nonlinearity of the magnetization curve of the ferromagnetic material of the machine.

b) DC Series Motor

DC series motor, with its own characteristics of high starting torque which makes it suitable for high inertia as well as traction systems, has a nonlinear dynamical model. As its name indicates, the field circuit is connected in series with the armature and therefore the armature and field currents are the same. The equivalent circuit of a DC series motor is:

![Figure 2. Equivalent Circuit of DC Series Motor](image)

The equation of the armature:

\[
(L_F + L_a) \frac{di_a}{dt} = V - (R_a + R_F)i_a - K\phi \omega
\]

where \(L_F\): field winding inductance, \(L_a\): armature winding inductance, \(i_a\): armature current, \(V\): applied terminal voltage, \(R_a\): armature winding resistance, \(R_F\): field winding resistance, \(K\): constant depends of the design of the machine, \(\phi\): flux per pole and \(\omega\): rotational speed of the rotor. The motion equation is:

\[
J \frac{d\omega}{dt} = K\phi i_a - T_L
\]

where \(J\): rotor and load moment of inertia and \(T_L\): load torque.

Based on the data presented in [15] and using MATLAB, it is found that \(K\phi\) can be expressed as function of \(i_a\) as:

\[
K\phi = \beta_1 i_a^2 + \beta_2 i_a + \beta_3
\]

where \(\beta_1 = -0.0017, \beta_2 = 0.0938\) and \(\beta_3 = 0.0062\).

Substituting for \(K\phi\) in Eq. (7) yields:
\[
(L_a + L_m) \frac{di}{dt} = V - (R_a + R_p) i_a - (\beta_1 i_a^2 + \beta_2 i_a + \beta_3) - T_L
\] (10)

where \( L_a + L_m \) are the armature inductance and the field inductance, \( i_a \) is the armature current, \( R_a \) is the armature resistance, \( V \) is the terminal voltage, \( \beta_1, \beta_2, \beta_3 \) are constants related to the design of the machine and \( T_L \) is the load torque. Eqs. (12) and (13) represent the dynamical model of the permanent-magnet DC motor.

The complete numerical parameters of the DC shunt, series and permanent-magnet motors are given in appendix A.

3. Photovoltaic Cells Design and Main Characteristics

Figure 4, (a) shows an example of a commercial amorphous silicon (a-Si:H) PV module where twelve single p-i-n cells are incorporated. Figure 4,(b) presents the equivalent circuit generally applied for photovoltaic modules; it consists of 12 current sources in parallel to 12 diodes. Including the resistive elements and in the circuit of Figure 4, (b) represents very well the behavior of real solar cells [17] and [18]. As a simplification, the PV module is represented as a symbol shown in Figure 4, (c). The specifications of this module are listed in Table I. To increase the voltage and current capabilities of the PV cells, modules are connected in parallel and series as shown in Figure 5.
Figure 4. (a) Thin film amorphous silicon a-Si:H PV module consisting of 12 series-connected solar cells (b) its equivalent circuit and (c) its symbol. The effective area of the module is $60cm^2$ where the area of each cell is $5cm^2$.

Table I. Specifications of the PV module shown in Figure 4

<table>
<thead>
<tr>
<th>Nominal power ($mW$)</th>
<th>Voltage at max. power ($V$)</th>
<th>Current at max. power ($mA$)</th>
<th>Short circuit current ($mA$)</th>
<th>Open circuit voltage ($V$)</th>
<th>Dimensions ($cm^2$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>431</td>
<td>6.78</td>
<td>63.55</td>
<td>74.2</td>
<td>9.15</td>
<td>$5 \times 12$</td>
</tr>
</tbody>
</table>

Figure 5. A PV array consisting of series- and parallel-connected modules loaded by dc motor
The I/V characteristics of the PV module are expressed as:

$$ I_M = I_0 \exp \left( \frac{V_M - I_M R_s}{n N_s V_T} - 1 \right) + \frac{V_M - I_M R_s}{R_p} - I_{phM} $$

(14)

where $I_M$ is the output current of the module, $I_0$ is the reverse-saturation current, $V_M$ is the output voltage of the module, $R_s$ is the series resistance per module, $n$ is the ideality factor per module, $V_T$ is the thermal voltage equals 25.9 mV at $T=300K$, $R_p$ is the parallel resistance per module and $I_{phM}$ is the generated current per module. Therefore, the relationship between the current and the voltage of a PV array is written as:

$$ I = N_p I_0 \exp \left( \frac{V - I (N_s R_s + N_p R_p)}{N_s N_p V_T} - 1 \right) + \frac{V - I (N_s R_s + N_p R_p)}{R_p} - I_{phM} $$

(15)

In this paper, the rated conditions of the load are 130V and 16A. To generate this rated values and are selected as shown in Table II.

<table>
<thead>
<tr>
<th>Design voltage ($V$)</th>
<th>Design current ($A$)</th>
<th>$N_s$</th>
<th>$N_p$</th>
<th>Area of PV array ($m^2$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>130</td>
<td>16</td>
<td>19</td>
<td>252</td>
<td>5.8</td>
</tr>
</tbody>
</table>

Fig. 6 shows the polynomially fitted V/I characteristics of the designed cells at different illuminations. The terminal voltage $V$ of Eqs. (1), (5), (10) and (12) is replaced by the expression of Eq. (16) when the motors are fed by photovoltaic cells. In shunt motor, $I$ represents $i_F + i_a$ and in series & permanent-magnet motors $I$ represents $i_a$.

IV. Numerical Simulations

The numerical simulation results of the DC shunt, series and permanent-magnet motors are presented in this section.

a) DC Shunt Motor

Figure 8, (a) shows the field current of the DC shunt motor after a step change in the load torque from 5Nm to the rated torque of 10.4Nm subjected at $t=5s$ for the two cases of fixed terminal voltage and a terminal voltage supplied by the photovoltaic cells at full solar illumination and 0.75 of the full illumination with a field resistance of 100$\Omega$. As the load increases, the current withdrawn by the motor increases. The terminal voltage of the photovoltaic cells decreases as a result. At light loads, the terminal voltage of the photovoltaic cells is higher than the nominal voltage of the machine. This justifies the higher field current at the light load of 5Nm in case of photovoltaic cells. The armature current is shown in Figure 8, (b) and the corresponding rotational speed is shown in Figure 8, (c). In all responses, the steady-state values at the rated load torque are in good agreement at full illumination as the photovoltaic cells are designed to provide the rated voltage at the rated current of the motor at the full solar illumination. At 0.75 of the full illumination the response is lower than that when the motor is fed by fixed terminal voltage and so is the rotational speed as shown in Figure 9, (b).

$$ V = \gamma_1 I^9 + \gamma_2 I^8 + \gamma_3 I^7 + \gamma_4 I^6 + \gamma_5 I^5 + \gamma_6 I^4 + \gamma_7 I^3 + \gamma_8 I^2 + \gamma_9 I + \gamma_{10} $$

where $V$ is the terminal voltage of the photovoltaic cells, $I$ is the output current, $\gamma_1 = -1.352 \times 10^{-6}$, $\gamma_2 = 1.0779 \times 10^{-4}$, $\gamma_3 = -3.5926 \times 10^{-3}$, $\gamma_4 = 6.4851 \times 10^{-2}$, $\gamma_5 = -0.6865$, $\gamma_6 = 4.3097$, $\gamma_7 = -15.4538$, $\gamma_8 = 28.6745$, $\gamma_9 = -24.1155$ and $\gamma_{10} = 179.9758$. 
Fig 7: Polynomially fitted I/V characteristics of the designed photovoltaic array at different illuminations.
Figure 8. (a) Field current, (b) armature current and (c) rotational speed of DC shunt motor after a step change on the load torque from 5Nm to 10.4Nm with a total field resistance of 100Ω.

b) DC Series Motor
The simulations executed on the DC shunt motor are repeated for the series motor. Figure 9, (a) shows the armature current of the series motor after a step increase in the load torque from 5Nm to 17Nm for the cases of fixed terminal voltage and a terminal voltage supplied by photovoltaic cells at full solar illumination and 0.75 of the full illumination. The steady-state armature current in case of photovoltaic cells and full illumination is slightly higher. These small deviations are justified by the small difference in the voltage supplied by the photovoltaic cells compared with the fixed rated voltage of 125V as shown in Figure 9, (c). This difference comes as result of the fact that the output voltage of the photovoltaic cells is function of the output current. At 0.75 of the full illumination the response is lower.
c) Permanent-Magnet DC Motor

Figure 10, (a) shows the armature current of the permanent-magnet DC motor after a step increase in the load torque from 5Nm to 11.9Nm for the cases of fixed terminal voltage and a terminal voltage supplied by photovoltaic cells at full solar illumination and 0.75 of the full illumination. The steady-state armature current in case of photovoltaic cells and fixed terminal voltage is identical because it is independent of the input voltage as can be concluded from Eq. (13). The deviation in the rotational speed shown in Figure 10, (b) comes as a result of the difference in the applied voltage.
Figure 10: (a) Armature current and (b) rotational speed of the permanent-magnet DC motor after a step increase in the load torque from 5Nm to 11.9Nm.

4. Steady-State Output Characteristics

The steady-state output characteristics (torque-speed characteristics) of the three motors when fed by fixed terminal voltage and photovoltaic cells at different illuminations are studied. The operating points of the systems are obtained by dropping out all the time derivative terms of the dynamical differential equations and solving the resulting nonlinear algebraic equations. This has been carried out using the MATLAB Symbolic Math Toolbox instruction ‘solve’. Figure 11 shows the torque-speed characteristics of the DC shunt motor and, Figure 12 shows that of the DC series motor and Figure 13 shows that of the permanent-magnet DC motor. Clearly, at the rated load torque the rotational speed of the motors in both cases are in good agreement as the terminal voltage of the photovoltaic cells at full illumination is very close to the rated voltage supplied in case of fixed terminal voltage. At lighter loads, the speed in case of photovoltaic cells is higher for the motors at full illumination. This takes place because the terminal voltage of the photovoltaic cells is higher at light loads as the current withdrawn from the cells is lower. In all cases, the characteristics in case of 0.75 of the full illumination is lower as the voltage supplied by PV cells is smaller.

Figure 11. Torque-speed characteristics of DC shunt motor with photovoltaic cells at different illuminations and fixed terminal voltage
5. Conclusions

The dynamical analysis of PV-powered DC shunt, series and permanent-magnet motors are studied. At the full solar intensity, the photovoltaic cells are designed to provide their maximum power at the rated conditions of the machine. The simulation results at two solar intensities are compared with the case of supplying the motors by fixed terminal voltage. The nonlinearity of the output characteristics of the photovoltaic cells and that of the magnetization curve of the DC machines are included in all simulations by polynomial curve fitting. The results show that when the machine is run at the rated conditions, the steady-state values are in good agreement in both cases of fully illuminated photovoltaic cells and fixed terminal voltage. At light loads with photovoltaic cells and full illumination, the responses of the machines are higher as the voltage supplied is higher. The output steady-state characteristics, torque-speed characteristics, of the three motors are outlined and compared in the cases of feeding them by fully illuminated solar cells, partially illuminated solar cells and fixed terminal voltage. All simulations are carried out using MATLAB.
References


Appendix A

1) The numerical parameters of the DC shunt motor are:
   \[ L_F = 10 \text{H}, \quad R_F + R_{adj} = 80 \rightarrow 120 \Omega, \quad V = 125 \text{V}, \quad L_a = 18 \text{mH}, \quad R_a = 0.24 \Omega, \quad J = 0.5 \text{kgm}^2. \]

2) The numerical parameters of the DC series motor are:
   \[ L_F = 44 \text{mH}, \quad R_F = 0.2 \Omega, \quad V = 125 \text{V}, \quad L_a = 18 \text{mH}, \quad R_a = 0.24 \Omega, \quad J = 0.5 \text{kgm}^2. \]

3) The numerical parameters of the permanent-magnet DC motor are:
   \[ L_a = 18 \text{mH}, \quad R_a = 0.24 \Omega, \quad K_a = 0.7237 \text{Vs}, \quad V = 125 \text{V}, \quad J = 0.5 \text{kgm}^2. \]
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Abstract

The paper presents the electrical power generation using solar- and wind-energy for the country of Jordan. Presently with the oil prices are on the rise, the cost of electrical power production is very high. The opportunity of a large wind and solar hybrid power production is being explored. Sights are chosen to produce electricity using, the wind in the Mountains in Northern Jordan and the sun in the Eastern Desert. It is found that the cost of windmill farm to produce 100-150 MW costs $290 million, while the solar power station to produce 100MW costs $560. The electrical power production costs per kWh are 2 cents for the wind and 7.7 cents for the solar. The feasibility for using wind energy is now, solar energy when price of oil reaches $100 per barrel. The paper also discusses different control methods to link with the national grid.
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1. Introduction

The concept of solar and wind energies dates back to nearly 7,000 years ago [1]. However, in the late 1800s the Danes developed the first wind turbines to produce commercial electricity [1] – [4]. In the early 1900s small-scale wind turbines became more widely used around Europe especially in the rural areas for producing electricity using old car generators and carved rotors. The wind power brought electricity to the rural areas and the electrical power was used to charge batteries to run radios and to draw water from deep wells [2]. Except in Denmark where wind power production and research continued, wind power did not play any major role in the generation of electricity until the late 1900s.

The rapid growth of solar and wind powers is due in part to favorable global political climate towards these energies, efforts to reduce carbon dioxide (CO2) and greenhouse gases (GHG) and other power plant pollutants, global awareness of climate changes, and the urgency to develop renewable energy sources. Other factors such as lucrative tax incentives and legislation mandating national renewable energy standards have accelerated the march towards solar and wind energies. For example in the US, some states have enacted “renewable portfolio standard (RPS)” law that requires utilities to sell a certain percentage of the energy from sustainable energy sources within reasonable stipulated times. Even though Europe and North America have the largest installed capacity of wind turbine capacity, China, India, and developing world have the biggest potential for wind power [5]. This paper examines the capacity and potential for electricity-generating solar- and wind-turbines installed in the Eastern and Northern part of the country. Wind Solar alternatives are essential for growth, finance, and the political environment. The cost of wind power has reduced from the cost of power production from 9.5 cents per kilowatt-hour to 2 cents for wind energy production and to 7.7 cents for solar power production. This is very significant because developing countries, which depend on external sources to finance major energy projects, may be able to finance small scale solar and wind energies projects from their own resources and faster. In this paper the electrical and power calculations for solar and wind utilization to support the national grid in Jordan will be analyzed. This paper also looks at some of the modern power electronics converters and electrical machines which have improved significantly solar and wind energy technologies to make them acceptable and embraced as cost effective and renewable energy.

2. The Existing Jordan’ National Grid

Jordan is interconnected in one national grid. The grid covers most of the populated areas of the country from Aqaba, on the far south to Irbid in the far north. Overhead transmission line link Syria in the north, Palestine in the west, while undersea cable links Egypt in the south. Future countries to be connected to Jordan national grid include Lebanon, Iraq and Turkey.

The major generation centers are the Aqaba Thermal Power Station in the far south, Al-Hussein Thermal Power Station in Zarka near Amman, and Al-Risha near the Iraqi border. The Aqaba Power Station uses gas supplied through pipelines from Egypt. The pipeline extends to Amman. Future expansion of this gas line is expected to go to Syria, and eventually Turkey. Al-Hussein power station uses fuel oil imported from Iraq. Al-Risha power station uses locally produced gas. There are several small
units scattered in different districts belonging to older utilities. These units are used during peak demands. The oldest and the highest power production plant in Jordan is the Al-Hussein Thermal Power Station. It is the most expensive because it uses imported oil and also uses air-cooling systems, that consume quite amount of energy, to cool the turbines. A small pilot plant uses biogas produced by sewerage treatment plant. Another pilot plant uses wind energy near the sight proposed in North Jordan.

3. Conventional Electrical Production Cost

The Kingdom of Jordan is considered an emerging country in the Middle East; it has almost no natural resources. The country imports most of its oil needs from neighboring countries at market prices. Oil and gas imports are huge burden on the country’s national economy. Electricity is generated by burning imported gas and oil, limited generation from hydro, wind mills, and biogas. When oil prices rose to extremely high levels last summer, Jordanians experienced continuous increases in electricity prices. It is now urgent and essential to deploy other alternatives for electrical generation, which is the use of solar and wind energy for electrical generation.

As shown in Table 1 Jordan in 2007 produced a total of 13,001 GWh of electrical energy and consumed 10,553 GWh. The average per capita electricity consumption in Jordan in 2007 was 2277 kWh as compared to 2075 KWh in 2006[18], resulting in annual growth rate of 9.7%. Table 1 shows generating capacity and electrical energy production by type of generation for 2007.

Table 1. Energy Production In 2007 By Generation Type [18]

<table>
<thead>
<tr>
<th>Fuel Type</th>
<th>Generating Plants Capacity (MW)</th>
<th>Electrical Production (GWh)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Steam Units</td>
<td>1015</td>
<td>6,994</td>
</tr>
<tr>
<td>Gas Turbines/Diesel</td>
<td>193</td>
<td>45</td>
</tr>
<tr>
<td>Gas Turbines/Natural Gas</td>
<td>310</td>
<td>915</td>
</tr>
<tr>
<td>Diesel Engines</td>
<td>43</td>
<td>1</td>
</tr>
<tr>
<td>Hydropower</td>
<td>12</td>
<td>61</td>
</tr>
<tr>
<td>Windmills</td>
<td>14</td>
<td>3</td>
</tr>
<tr>
<td>Biogas</td>
<td>4</td>
<td>10</td>
</tr>
<tr>
<td>Combined Cycle</td>
<td>600</td>
<td>5,061</td>
</tr>
<tr>
<td>Total Generation</td>
<td>2,176.4</td>
<td>13,001</td>
</tr>
</tbody>
</table>

Almost all electricity production in Jordan currently is carried out by the state-owned utility National Electric Power Company (NEPCO). Al-Hussein Power Plant (with capacity of 400 MW) and the Aqaba Power Plant (with capacity of 650 MW) are the country’s two main power generation facilities. Jordan has modest reserves of natural gas, of 230 billion cubic feet, and has developed one gas field at Al-Risha in the eastern desert near the Iraqi border.

The current output of this field is around 30 million cubic feet per day. Al-Risha field is used to fuel one nearby power plant, which generates about 10% of Jordan's electricity. For several years, Jordan has been exploring the option of importing natural gas from Egypt. In 1999, a decision was made to delay imports until a more thorough evaluation of reserves at Al-Risha field was completed. When this review showed that quantities available were not sufficient to meet the country's needs, Jordan decided to reopen talks on imports from Egypt. A pipeline was constructed and completed in 2006. Aqaba thermal power station, a major generating center, currently uses Egyptian gas. Jordan imports about 150,000 barrels of oil per day mostly from Iraq and Saudi Arabia. The Zarka refinery near Amman, the only refinery in the country, refines the imported oil. Table 2 shows electrical generation fuel consumption in 2007. Gas and oil imports pose a huge burden on the national economy.

According to 2007 data supplied by NEPCO[18], electrical production cost is U$0.073 per KWh; out of which fuel cost is U$0.0386 per KWh. This figure is considered expensive as compared to production cost in other countries. As the oil prices surged to more than double in the summer of 2008, accordingly the production cost increased to U$0.11 per KWh. If it is assumed that the true value of oil price is $100 per barrel, the production cost would be about U$0.095 per KWh. This figure will be used in cost comparison.

4. Assessment Of Wind And Solar Energies

In Jordan electricity demand grew around 9.7% in 2007. The Jordanian government has been seeking ways to attract foreign capital to fund additional capacity. Wind and solar energies as main source of electricity generation are currently set as government priorities. The government implemented the following actions [19]:

- Developing new wind and solar maps for Jordan.
- Developing a legal framework for renewable energy.
- Developing incentives for renewable energy projects.
- Securing an appropriate fund to implement the 1st commercial wind energy project in Jordan.
- Secure an appropriate fund to implement the feasibility study of the hybrid solar power plant.
Because of the government enthusiasm to promote renewable energy, a thorough investigation has been conducted to study the possibility for a hybrid system of windmills and solar arrays for electricity generation. Data collected over many years by the Jordan Meteorological Department [20] has helped in locating the sights for both windmills and solar arrays.

The wind farm location was set in the area of Ras-Munif where the annual wind speed average is 10.6 knots which is equivalent to 5.5 meters/second according to data collected by the Meteorological Department in Jordan. With the exception of the months of September and October, where the wind speed is low, the other 10 months the speed is 6-6.5 m/s. Remembering that this speed represents the village ground level speed. If the windmills are sighted at higher elevation and in the valley curvature between mountains running west to east where wind tunnel effect exists, the average wind speed might rise to comfortable levels where windmills run near full capacity.

The windmill tower height of 100 meters also increases wind speed to levels close to the 7-9 m/s [22] which might bring the wind turbine power output to 1 Mw or more for ten months of the year. Experience indicates that wind speed tend to be higher during the night time. Therefore, during the day time the deficiency in windmills’ power output can be augmented by solar cells electrical production.

5. The Wind-Solar Hybrid System

A. Proposed Windmill-Solar Hybrid

The proposed non-conventional electrical generation will supply 100-150 Mw. As it was pointed out earlier, the sight is chosen in a high valley curvature in the mountainous range where wind tunnel effect exists where continuous high speed wind prevails all year round. An array of 100 windmills was chosen for this work. Each unit has a capacity 1.5 Mw. Several windmill suppliers were investigated and the choice was set on SAIP Electric Group [21]. Figure 1 shows the windmill chosen for this project. Since the average annual wind speed characteristics at location is 6 m/sec and might average about 7-9 m/sec as was pointed out in section 4 above. The cut in wind speed for the units is 3 m/sec, which is way above the annual average wind speed at the chosen sight guaranteeing continuous power output. The cutout speed is 25 m/sec where this average is over 10 minutes span average. In that location wind never reach that high. Consequently the chosen units are suited for the proposed sight. Figure 2 indicates that with the wind speed average at sight, the windmill average power output would be about 1 Mw for year round. This power may increase up to 1.5 Mw, which is the maximum power output of the generator. Therefore the proposed windmills farm may produce a continuous power output between 100-150 Mw. The blade length is 37.5 m, making the windmill side clearance 75 m, and at a height of 100 m. Leaving additional side clearance of 100 m so that windmills do not form wind obstacles between each other. Therefore the wind farm array should be about 2 Km long. Land appropriation for this sight would be about 200,000 m2. This is easily accommodated in the proposed sight.

In case the windmills’ output is reduced a solar cells array may be an alternative for additional support and reliability. Experience had told us that whenever the wind speed drops means a fair weather where sun shine is a maximum. For a reliable renewable energy power supply, the windmills farm is supported by solar cells array. Table 3 shows the solar array type specifications to be used. The decision was to install solar array to produce 100Mw to support the windmill farm. A total of 500,000 arrays are needed to supply this required power.

Since Ras Munif, the location of the windmills is mountainous area, is unsuitable location for the solar arrays, because they are used for agricultural plantations. A better location is in the Easter Jordanian Desert. In desert land is readily available and the yearly average daily sunshine is 9.3 hours[20]. By installing east-west sun tracing system, a full 8 hours daily average maximum power output can be obtained. Accounting for the modules
surface area and spaces between modules, the solar installation requires land appropriation of 1 km². Location of the solar power station is chosen to be near Al-Risha Power Station currently in operation in the Eastern Jordanian Desert. This sight is chosen for easier link to the national grid. Al-Risha is located on 32° latitude. This requires the modules to be installed inclined toward the South at 32° with the horizontal, facing southward. Modules inclination adjustments of ±15° are needed to track the sun’s seasonal variations. East-West tracking motors may be used to increase full capacity power production to 8 hours per day.

The proposed hybrid wind-solar installation is needed to supply Jordan with low cost renewable electric power. The two installations are capable to supply 10% of the country’s electricity peak demand needs for the year 2009.

B. Cost Estimation

The cost of one windmill is US$1.85[21]; additional 20% of the price may cover shipping and installation. In addition and US$200,000.00 per unit for controllers and other supporting equipment needed for grid link. Result is a total cost per unit ready to supply the grid may be set around US$2.4 million. Another 10% for maintenance, 6% for capital investment, and another 5% Administration may be added to the 2.4 million; the result is a net cost of US$2.9 million per unit. A total of US$290 million are needed for the wind farm installation to produce 100 – 150MW of electrical power. The average life-time of the windmill is 20 years. Simple calculations, after the assumption that the full wind power out is for 20 hours per day, result in electrical production cost US$0.02/kWh. This figure is much lower than the current conventional electrical production cost of US$0.095/kWh. As for the solar power station, the cost of 500,000 modules needed to produce 100 MW is US$370 million. This cost includes the controllers for grid link. In addition to the 370 million solar modules cost, 20% for installation, 10% for the sun tracking system, 10% maintenance, 6% capital investment and 5% administration may bring the total cost of the solar power station to $560 million. The high percentage for installation is to cover the cost of frames upon which the modules will be installed. Remembering that the power production is for 8 hours per day and the life time of the solar cells is 25 years; then the production cost will be US$0.077/kWh. This production cost is almost the same as the present conventional production cost, but lower than the projected production cost of US cents 9.5, for when the price of oil reaches $100 per barrel.

Comparing the wind and solar power production costs, it seems that wind power production cost is much lower than the solar power production. Therefore wind energy production is feasible now even with the oil prices at $40 per barrel. In the future when oil prices rise, even with the high cost of solar energy, solar power is important for power flow reliability.

Table 3. Solar Module Specifications.

<table>
<thead>
<tr>
<th>Specifications</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Maximum power (Wp)</td>
<td>200W</td>
</tr>
<tr>
<td>Maximum power voltage (V)</td>
<td>42</td>
</tr>
<tr>
<td>Maximum power current (A)</td>
<td>5.24</td>
</tr>
<tr>
<td>Open circuit voltage (V)</td>
<td>50</td>
</tr>
<tr>
<td>Short circuit current (A)</td>
<td>5.7</td>
</tr>
<tr>
<td>Number of cells (Pcs)</td>
<td>91(7x13)</td>
</tr>
<tr>
<td>Size of module (mm)</td>
<td>1702x945x45</td>
</tr>
<tr>
<td>Weight per piece (kg)</td>
<td>19</td>
</tr>
</tbody>
</table>

Figure 3 Proposed Power System.
6. Conclusion

Jordan have high electric production cost that is directly linked with the oil prices. An alternative is renewable wind and solar electric power production. The possibility was thoroughly investigated. The result is to install windmill farm in the mountainous area in the north, where wind speed proved to be viable, while the eastern desert is suitable to install solar power station. The cost for the windmill farm to produce 100-150MW for 20 hours per day is US$290 million. The cost of the solar power station to produce 100MW for 8 hours per day is US$560 million. The production cost per kWh (in US cents) is 2 cents for the windmill and 7.7 cents for the solar. The conventional production cost 9.5 cents projected when the price of oil is $100 per barrel. For reliable energy system, hybrid power production is essential.

Acknowledgment

This work was partially supported by University of Jordan through sabbatical leaf offered to Dr. Ghassan Halasa spent on the campus of Western Michigan University for the academic year 2008/2009

References

Rapidly Shrinking Dead Sea Urgently Needs Infusion of 0.9 km³/a from Planned Red-Sea Channel: Implication for Renewable Energy and Sustainable Development

Shahrazad Abu Ghazleh*, Stephan Kempe, Jens Hartmann, Nils Jansen

Abstract

The Dead Sea has been experiencing a severe drop in level since 1978 with an average of 0.7 m/a due to the accelerating water consumption in its catchment and stood in 2008 at -420 m. In this study, a terrain model of the surface area and water volume of the Dead Sea was developed from the SRTM data using ArcGIS. The model shows that the lake shrinks on average by 4 km²/a in area and by 0.47 km³/a in volume, amounting to a cumulative loss of 14 km³ in the last 30 years. The receding level leaves almost annually shoreline terraces recorded here for the first time by DGPS field surveys. The terrace altitudes were correlated among the different profiles and dated to specific years of the lake level regression, illustrating the tight correlation between the morphology of the terrace sequence and the receding lake level. Our volume-level model and previous work on groundwater inflow suggest that the projected Dead Sea–Red Sea channel must have a carrying capacity of >0.9 km³/a in order to slowly re-fill the lake to its former level. The channel will also exploit the net altitude of 400 m to produce hydro-energy and create a sustainable system of electricity generation and freshwater production by desalinization. Moreover, such a channel will maintain tourism and potash industry of the Dead Sea and reduce the natural hazard caused by the lake recession.

1 Reprinted with permission Springer Science + Business Media from Naturwissenschaften 96: 637-643

1. Introduction

The Dead Sea surface is the lowest terrestrial point on Earth at 420.86 m below sea level as of 20 January 2008 (Arab Potash Company records) and it is shrinking rapidly. It is well-known for its unique geographical, ecological and historical characteristics. The Dead Sea occupies the central part of the Jordan Rift Valley and serves as a terminal lake for a catchment area of 40,650 km², with the Jordan River as the main tributary (Figure. 1a). It used to deliver 1.21 km³/a (Salameh and El-Naser 1999) [1] to the Dead Sea, to which water of several wadis draining to the lake from the western and eastern peripheral mountains is added (Figure. 1a). The salt concentration of 34% is 10 times as salty as the ocean. Despite the lack of life in the Dead Sea, it is rich in a wide variety of minerals, making it an important source for salt industries and an attraction point for visitors wishing to benefit from the therapeutic qualities of its minerals. The distinctive cultural and historical heritage of the Dead Sea basin make it very important place not only for the riparian countries but also for the entire world. Many historical sites are located in the lake area such as Jesus's baptism site, Mount Nebo and Lot village. The excessive consumption of the water in the Dead Sea basin caused a rapid drop of the Dead Sea with severe environmental consequences. Therefore, an international effort should be done to save this unique ecosystem and reserve its historical and natural treasures. This study aims at : (a) developing a terrain model of the Dead Sea water volume and surface area in order to determine the water input requirements of the shrinking Dead Sea and consequently the projected Red-Dead Sea Channel; (b)
investigating the most recent changes in the Dead Sea level and the shore morphology by surveying the modern shoreline terraces and dating them according to the Dead Sea hydrograph; and (c) Evaluating the environmental impacts of the Dead Sea lowering and those of the projected channel as well as implication of the channel with respect to renewable energy and sustainable development.

Figure 1 a. Location of the Dead Sea and the measured terrace profiles. The image was taken from w.NASA World Wind. b. Recent Dead Sea terraces north of Wadi Al-Shaqiq fan delta.

2. Material and Methods

To calculate the volume and area loss functions of the Dead Sea, a model of the rift valley volume and surface area in meter intervals was developed from SRTM data (3 arc second; CIAT 2004)\cite{2}. ArcGIS (3D)-Analyst-“Surface Volume” tool-functionality was used to calculate the surface area and water volume of the Dead Sea below a certain altitude. The tool was applied for each meter change of the level from −389 to −415 m. Since the bathymetric contours of the Dead Sea below −415 m are not available in the SRTM data, the water volume of the current Dead Sea below −415 m (Dead Sea Data Summary, International Lake Environment Committee Foundation)\cite{3} was added to our calculated volume in order to determine the total volume of the Dead Sea. The calculated water volume and surface area were plotted against the altitude. A polynomial function was derived that best fits the calculated graph using a least-square method.

Three profiles of the Dead Sea terraces were surveyed with the DGPS rover (Leica SR-20) at (1) Wadi Al-Shaqiq fan delta, (2) Wadi Al-Mujib fan delta, and (3) Wadi Ma’een fan delta (Figures. 1a & 3). The terrace altitudes were correlated among the different profiles and dated to specific years of the lake level regression according to the Dead Sea hydrograph as made available by the Hydrological Survey of Israel (personal communication, Eliyahu Wakshal) and previous publications.

3. Results and Discussion

3.1. Surface Area and Water Volume of The Dead Sea

The level of closed lakes—such as the Dead Sea—is a result of the hydrological balance between runoff into the lake plus direct precipitation on the lake surface minus evaporation; therefore, it serves as an indicator of climatic conditions. However, the recent Dead Sea level change (and its associated changes in surface area and volume) is mainly due to (a) transferring 500 Mio m³/a of water from the upper Jordan River by the Israel National Water Carrier project to the Mediterranean coastal plain; (b) diverting an additional water amount of 75 Mio m³/a from the Yarmouk River to the same carrier; (c) diverting 110 Mio m³/a of the Yarmouk River water to the King Abdullah Channel in Jordan and an additional 135 Mio m³/a from the same resource by Syria; (d) consuming (cumulative from 1976 to 1997) 2.4 km³ of the surface and ground water inflow to the Dead Sea from the eastern coast and Wadi Araba by Jordan and 3.3 km³ from the same resource in the western side by Israel; and (e) abstracting 5 km³ from the Dead Sea water for the potash industry by both Israel and Jordan [4]. The level change is therefore mainly due to human water consumption and not a result of climate change. The terrain model shows that water volume and surface area correlate highly with the lake level (volume $R^2=0.9993$, area $R^2=0.9899$; Figures. 2a, b) reflecting the bathymetry of the flanks of the former Dead Sea and the morphology of the rift valley, according to Eqs. 1 and 2 developed based on our model.
\[ WV = 0.0077x^2 + 6.8905x + 1,688.8 \]  

(1)

\[ SA = -0.0008x^5 - 1.6141x^4 - 1,301.9x^3 \]

\[-524,930x^2 - 1 \times 10^6x - 9 \times 10^9\]  

(2)

where \( WV \): water volume, \( SA \): surface area, \( x \): Dead Sea level.

According to our GIS data analysis, the Dead Sea has lost 9.7 km\(^3\) (0.2 km\(^3\)/a) from its volume and 365 km\(^2\) (7.9 km\(^2\)/a) from its area during the period between 1932 and 1978. Since 1978, the volume decreased dramatically from ~157.7 to ~147 km\(^3\) with an average of 0.47 km\(^3\)/a (Figures. 2a, b). Meanwhile, the surface area shrank from 729.4 to 636.7 km\(^2\) with 4 km\(^2\)/a on average. The recession of the lake level caused additional groundwater inflows of about 0.5 km\(^3\)/a (Salameh and El-Naser 2000)\(^5\). This, plus our calculated volume loss, suggests that surface water inflow has to increase by more than 150% or by ~0.9 km\(^3\)/a, in order to stop the continuous drop of the Dead Sea. However, this is unlikely to happen due to the current intensive consumption of water resources in the Dead Sea basin that is still increasing, e.g., by population growth and recent migrations to Jordan from Iraq and Lebanon.

![Figure 2 a. Volume–altitude model of the Dead Sea. b. Surface area–altitude model of the Dead Sea](image)

3.2. Shoreline Terraces And Level Changes

The wadis draining to the Dead Sea experienced rapid erosion due to the lowering of the base level during the Holocene. Consequently, Gilbert-type fan deltas were formed in front of the mouths of the main wadis such as Al-Mujib, Al-Shaqiq, and Ma‘een (Figure. 3a). Along some shore sections of these deltas with easily erodable lacustrine and alluvial deposits, a unique set of shore-line terraces formed that can serve as a tool to investigate this level change in details (Figures. 1b, 3a). These terraces were formed during the last 77 years as a result of a lake level drop of 30 m with an average of 0.4 m/a. Recorded levels \([6]\) and \([7]\) Hydrological Survey of Israel) suggest that the highest terrace at \(-389\) m formed in 1932 (and previous years). The recorded level curve allows correlating most of the terraces to specific years (Figure. 3b). The lowest here documented terrace at \(-419\) m formed in winter 2006–2007. Some years show a more pronounced recession than others but many of the terraces represent one winter season only. The average of lake level recession increased in rate throughout time: From 1932 to 1977, the Dead Sea level dropped relatively slowly from \(-389\) to \(-399\) m with an average of 0.2 m/a. In this relatively long period, only seven larger terraces can be recognized in the different profiles. This could be due to the prolonged times of stable water level that allowed the waves to abrade wide terraces.

The intensive water consumption in the Dead Sea basin in the last 30 years caused an accelerated drop from \(-399\) m in 1978 to \(-419\) m in 2007 with an average of 0.7 m/a. In this short period, 25 terraces formed, but with smaller dimensions. This is interpreted as a result of the fast recession and of the short period of constant water level that has not allowed the waves to form wide terraces.
3.3. The Effects of The Dead Sea Lowering and The Implications of The Projected Channel

The rapid lowering of the Dead Sea level in the last 30 years has caused and will continue to cause severe detrimental effects both to its function as a resource and to the natural state of its shores. These effects include:

- Higher pumping costs for the factories using the former southern sections of the Dead Sea to extract potash, salt, and magnesium.

- The declining water level causes an accelerated outflow of fresh water from surrounding aquifers, thus causing a loss of this important resource.

- The receding shoreline makes it difficult (and in some places even dangerous) for tourists and hotel guests to access the water of the Dead Sea for medical bathes.

- The freshwater outflow has enhanced the dissolution of buried salt deposits creating a treacherous landscape of sinkholes and mud along the entire shore of the Dead Sea (Closson et al. 2005; Yechiel et al. 2004) that caused severe damage to roads, salt pans, and other civil engineering structures.
• The rapid emergence of delta bodies and the thereby caused decrease in buoyancy could cause sudden (or earthquake-triggered) slips (mass waste movement and landslides, such as what happened in the north of the Dead Sea in 2000) of sections of the deltas with the prospect to trigger small tsunamis within the lake.
• The rapid down-cutting of the west-draining wadis due to the lake level lowering threatens the bases of the bridges built at the mouths of these wadis.
• The lake could soon become halite-saturated, causing incrustation along its entire perimeter (today only spray water forms intermittent salt deposits).

Given the mounting stress on the water resources in the Dead Sea basin and the environmental hazard caused by its lowering, two projects were suggested to maintain the Dead Sea and stop its lowering: the Red Sea–Dead Sea Channel (RSDSC) and the Mediterranean–Dead Sea Channel (MDSG). Two alignments were suggested for the MDSG: in the north from the Mediterranean coast through Bet She’an to the Jordan River and in the south from the Gaza Strip to Masada at the Dead Sea [10]. Although the northern route of the MDSG is the shortest and the cheapest one, the RSDSC would be under the control of all riparian countries, and its benefits could therefore be distributed fairly. Such projects cannot only stop the level decrease, but can also utilize the altitude difference of 400 m to produce renewable hydro-static energy and hence freshwater by desalinization. It also introduces new salt to the lake, ensuring the long-term sustainability of the salt extraction and tourism industry in both sides of the lake. Furthermore, it reduces the severe environmental hazards caused by the lake level lowering. Based on the water volume loss calculated by our model and the ground water inflow to the Dead Sea, we suggest that the RSDSC should have a capacity of more than 0.9 km³/a in order to slowly fill the lake back to levels as of 30 years ago and to ensure its long-term sustainability.

However, the building of this channel raises a number of questions with respect to the negative impacts on the lake itself and on the lake basin:
• One of the long-term negative impacts of the channel might be the continuous infiltration of seawater into underground aquifers. Since this would diminish energy output, the channel should be planned with an impermeable bed to begin with.
• Possible ruptures of the RSDSC bed during earthquakes along the Dead Sea Fault would not be such a risk since the channel would be segmented by pumping and turbine stations, thus sections of it could temporarily be emptied and repaired.
• The possibility of lake water stratification for a long period is not expected. This depends on the rate at which the lake level will be raised. A slow and gradual pumping rate reduces the possibility of surface water dilution. Once the target level is attained, the volume of inflowing seawater will be adjusted to maintain a constant level. Incoming seawater will evaporate and the seawater-derived salts will accumulate in the upper water column. Thus the salinity and density of the surface water will continuously increase and reach that of the lower one.

Consequently, the mixing of the water layers will occur [11].
• The mixing of sulphate-rich seawater with calcium-rich Dead Sea water could lead to gypsum precipitation. Halite precipitation may also take place during the steady state period, once the salinity of the upper water has increased enough to attain saturation with respect to this mineral. However, overturn of the water column will decrease the precipitation of both minerals due to the effect of mixing of seawater with the entire water body of the Dead Sea [11].
• Blooming of algae and bacteria could occur, causing a high turbidity, and therefore a higher rate of evaporation [11]. Since the possible dilution of the Dead Sea will be limited to the filling period, the blooming is expected to be a minor problem.

4. Conclusion

The hydrological balance of the Dead Sea significantly changed since the beginning of the twentieth century mainly due to intensive consumption of water resources in the lake basin mainly by Israel and secondarily by Jordan and Syria. During the last 30 years, water consumption caused an accelerated decrease in the water level, volume, and surface area amounting to 0.7 m, 0.47 km³, and 4 km² per year, respectively. Our model function can also be used to predict near-future volume and area losses. Thus, in 2020, the lake will have dropped presumably to -427.8 m and will have lost 5.6 km³ and 48 km² of its current volume and area, successively. Based on the water volume loss calculated by our model and the ground water inflow to the Dead Sea, we suggest that the RSDSC should have a capacity of more than 0.9 km³/a in order to slowly fill the lake back to levels of as of 30 years ago and ensure its long-term sustainability. The channel can also benefit from the net altitude difference of 400 m to generate renewable hydro-static energy and hence freshwater by desalinization. If the diversion of Jordan water to the Mediterranean coast would be stopped (replacing the water need by desalinization of seawater), then the recession of the Dead Sea could be considerably slowed, buying time to consider the long-term alternatives.
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Abstract

In this paper the performance and thermodynamic analysis of seawater desalination system combined to single effect and double effect absorption heat transformers are investigated. Energy and exergy analysis of the two systems were performed. Simulation results were used to study and to compare the influence of the absorber temperature and the intermediate heat source temperature (evaporator and generator temperature) on the energy efficiency, exergy efficiency, and fresh water production of the two systems.
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Nomenclature

| Cp      | Specific heat, kJ/kg K    |
| ex      | Specific exergy, kJ/kg    |
| E       | Energy, kJ               |
| DAEHT   | Double absorption heat transformer |
| h       | Specific enthalpy, kJ/kg |
| HEX     | Heat exchanger           |
| m       | Mass flow rate, kg/s     |
| N       | Number                   |
| P       | Pressure, Pa             |
| Q       | Heat load, kW            |
| SAHT    | Single absorption heat transformer |
| T       | Temperature, °C          |
| T Absm  | Absorber mean temperature, K |
| T Env   | Evaporator mean temperature, K |
| T Gen   | Generator mean temperature, K |
| T Hs     | Heat source mean temperature, K |
| T Hs m  | Temperature of the intermediate heat source, °C |
| W       | Mechanical work, kJ      |
| X       | Mass fraction, % Lithr |
| ε       | Effectiveness            |
| η       | Efficiency               |
| ρ       | Mass density, kg/m³      |

Subscripts

<table>
<thead>
<tr>
<th>Subscript</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>Reference conditions</td>
</tr>
<tr>
<td>ch</td>
<td>Absorber</td>
</tr>
<tr>
<td>AHT</td>
<td>Absorption heat transformer</td>
</tr>
<tr>
<td>auxcd</td>
<td>Auxiliary condenser</td>
</tr>
<tr>
<td>cd</td>
<td>Condenser</td>
</tr>
<tr>
<td>ex</td>
<td>Energetic</td>
</tr>
<tr>
<td>d</td>
<td>Destructed</td>
</tr>
<tr>
<td>ev</td>
<td>Evaporator</td>
</tr>
<tr>
<td>g</td>
<td>Generator</td>
</tr>
<tr>
<td>i</td>
<td>Phase</td>
</tr>
<tr>
<td>j</td>
<td>Heat source</td>
</tr>
<tr>
<td>LiBr</td>
<td>Lithium Bromide</td>
</tr>
<tr>
<td>pump</td>
<td>Pump</td>
</tr>
<tr>
<td>wc</td>
<td>Water production</td>
</tr>
</tbody>
</table>

* Corresponding author. wael_sal@eng.usm.my.
1. Introduction

Water and energy are two inseparable items that govern our lives and promote civilization. Desalination of sea or brackish water is the method used currently to produce potable water [1]. The most developed and widely used technique for seawater desalination is the distillation process. The distillation of sea or brackish water can be achieved by utilising a thermal energy source [2]. Among the numerous options to improve the energy efficiency of desalination plants stands out the absorption heat transformer. A heat transformer is a device, which can deliver heat at a higher temperature than the temperature of the fluid by which it is fed. Absorption heat transformer systems are attractive for using waste heat from industrial processes and renewable energy such as solar energy and geothermal energy.

Bourouis et al. [4] studied by numerical simulation the purification of seawater using AHT working with the solution Water-LiBr+LiI+LiNO3+LiCl and low temperature heat sources. This study is limited to evaluate the variation of the coefficient of performance (COP) of the AHT. Romero et al. [5] and Siquerios et al. [6] investigated the increase of the COP of the AHT in water purification systems, with and without increasing the low heat source temperature.

In this paper a comparative study between single effect and double effect absorption Heat Transformer Systems used for Seawater Desalination is carried out. Mathematical models of single absorption heat transformer (SAHT) and double absorption heat transformer (DAHT) operating with the Water/Lithium bromide solution and the overall desalination system (WP) were developed to simulate the performance of these combination systems. For the two systems identical heat source temperature was used to simulate the heat input to an absorption heat transformer. Energy and exergy analysis of the two systems were performed. Simulation results were used to study and to compare the influence of the various operating parameters on the energy efficiency, exergy efficiency, exergy losses of the two systems components and fresh water production of the two systems

2. System description

Figure 1. shows schematic diagram of seawater desalination system integrated to a single effect absorption heat transformer. The system consists of two parts. The first part is the absorption heat transformer and the second part is water desalination (Water Production).

As shown in Figure 1, the main components of a single effect absorption heat transformer system are the generator (G), absorber (Ab), condenser (Cd), evaporator (Ev), two pumps (pump1 and pump2), an expansion valve (V) and a solution heat exchanger (HEX-II).

The AHT operates at two pressure and three temperature levels when the heat is supplied to the generator and evaporator at the same temperature. The generator and the evaporator are supplied with heat (Qg and Qev respectively) at the same temperature and the upgraded heat is delivered from the absorber (Qab), with part of the heat flowing into the process removed at ambient temperature from the condenser (Qcd).

The desalination system consists of an auxiliary condenser, a separation vessel, a heat exchanger (HEX-I) and the absorber of AHT. In the absorber Qab is used to heat the seawater until it reaches its boiling point and partly evaporates. The two phases (liquid water and steam) leave the absorber and are separated through a vessel separator.

Figure 2. shows schematic diagram of seawater desalination system integrated to a double effect absorption heat transformer. The system consists of two parts. The first is the absorption heat transformer and the second part is water desalination (Water Production).
As shown in Figure 2, the main components of a double effect absorption heat transformer system are the High pressure generator (HPG), the low pressure generator (LPG), absorber (Ab), condenser (Cd), evaporator (Ev), three pumps (pump1 pump2 and pump3), an expansion valve (V) and two solution heat exchangers (HEX-II and HEX-III). The AHT operates at three pressure and four temperature levels when the heat is supplied to the high pressure generator and evaporator at the same temperature. The HPG and the evaporator are supplied with heat \( Q_g \) and \( Q_{ev} \) respectively at the same temperature and the upgraded heat is delivered from the absorber \( Q_{ab} \), with part of the heat flowing into the process removed at ambient temperature from the condenser \( Q_{cd} \).

The desalination system consists of an auxiliary condenser, a separation vessel, a heat exchanger (HEX-I) and the absorber of AHT. In the absorber \( Q_{ab} \) is used to heat the seawater until it reaches its boiling point and partly evaporates. The two phases (liquid water and steam) leave the absorber and are separated through a vessel separator.

3. Mathematical model

The process mathematical model consists of two parts. The first part is the absorption heat transformer and the second part is water desalination.

3.1. Mathematical model for the absorption heat transformer

The system is simulated assuming the following conditions:
- The analysis is made under steady conditions.
- The refrigerant (water) at the outlet of the condenser is saturated liquid.
- The refrigerant (water) at the outlet of the evaporator is saturated vapour.
- The Lithium bromide solution at the absorber outlet is a strong solution and it is at the absorber temperature.
- The outlet temperatures from the absorber, from the HPG and from the LPG correspond to equilibrium conditions of the mixing and separation respectively.
- Pressure losses in the pipelines and all heat exchangers are negligible.
- Heat exchange between the system and surroundings, other than in that prescribed by heat transfer at the generator, evaporator, condenser and absorber, does not occur.
- The reference environmental state for the system is water at an environment temperature \( T_0 \) of 23°C (seawater temperature) and 1 atmosphere pressure \( P_0 \).

Fixed data used in the analysis are summarised in Table 1.

<table>
<thead>
<tr>
<th>Table 1. Fixed data used in the analysis</th>
</tr>
</thead>
<tbody>
<tr>
<td>Evaporator heat load ( Q_{ev} )</td>
</tr>
<tr>
<td>Seawater temperature ( T_{se} )</td>
</tr>
<tr>
<td>Seawater mass flow rate ( m_{se} )</td>
</tr>
<tr>
<td>Condenser temperature ( T_{cd} )</td>
</tr>
<tr>
<td>Condenser inlet temperature of cooling water ( T_{in_{cd}} )</td>
</tr>
<tr>
<td>Condenser outlet temperature of cooling water ( T_{out_{cd}} )</td>
</tr>
<tr>
<td>Evaporator temperature ( T_{ev} )</td>
</tr>
<tr>
<td>Evaporator inlet temperature of hot water ( T_{in_{ev}} )</td>
</tr>
<tr>
<td>Evaporator outlet temperature of hot water ( T_{out_{ev}} )</td>
</tr>
<tr>
<td>Generator (HPG) inlet temperature of hot water ( T_{in_{g}} )</td>
</tr>
<tr>
<td>Generator (HPG) outlet temperature of hot water ( T_{out_{g}} )</td>
</tr>
<tr>
<td>HEX-I heat exchanger effectiveness ( \eta_{HEX-I} )</td>
</tr>
<tr>
<td>HEX-II heat exchanger effectiveness ( \eta_{HEX-II} )</td>
</tr>
<tr>
<td>HEX-III heat exchanger effectiveness ( \eta_{HEX-III} )</td>
</tr>
<tr>
<td>Liquid water and steam ( T_{ln} )</td>
</tr>
<tr>
<td>Liquid phase ( T_{ll} )</td>
</tr>
<tr>
<td>Vapour phase ( T_{lv} )</td>
</tr>
</tbody>
</table>
Verify the energy balance for LPG

\[ Q_{\text{wp}} = m_i h_i + m_3 h_3 - m_1 h_1 - m_2 h_2 - m_{29} h_{29} = 0 \]

In this analysis, the equations for the thermal-physical properties of lithium bromide/water solution and liquid water developed by Patek and Klomfar [14] are used in this work. The equations for the thermal properties of steam are obtained from correlation provided by Irvine and Liley [15].

The first law of thermodynamics yields the energy balance of each component of the AHT system as follows

\[ (\sum m_i h_i - \sum m_j h_j) + (\sum Q_i - \sum Q_o) + W = 0 \]

The thermal efficiency of the absorption heat transformer is obtained by

\[ \eta_{\text{AHT}} = \text{COP}_{\text{AHT}} = \frac{Q_{ab}}{Q_{\text{in}} + Q_{\text{ev}} + W_{\text{pumps}}} \]

Where:
For single effect absorption heat transformer

\[ W_{\text{pumps}} = W_{\text{pump}1} + W_{\text{pump}2} \]

For double effect absorption heat transformer

\[ W_{\text{pumps}} = W_{\text{pump}1} + W_{\text{pump}2} + W_{\text{pump}3} + W_{\text{pump}4} + W_{\text{pump}5} \]

3.2. Mathematical model for the global system (seawater desalination)

For this part, the mathematical model is based on the following assumptions:

- The distillate product is salt free.
- Absorber heat \( Q_{ab} \) is transferred always to seawater as latent and sensible heat \( Q_{abL} \) and \( Q_{abS} \), respectively.
- The distillate vapour always condenses completely.
- The system operates at atmospheric pressure.
- Heat transferred as steam condenses \( Q_{abL} \) in auxiliary condenser is transferred to the outgoing flow from solar flat plate collectors.
- The vessel separator is well insulated.
- The mass and energy balance for the desalination system (see Figure 1) is expressed as follows:

Absorber sensible heat \( Q_{abS} \):

\[ Q_{abS} = m_{11} C_p (T_{12} - T_4) \]

\( m_{11} \): mass flow rate of seawater feed (see Table 1)
Absorber latent heat \( Q_{abL} \): Distilled water \( m_{15} \)

\[ m_{15} = \frac{Q_{abL}}{L_v} \]

\[ Q_{abL} = Q_{ab} - Q_{abS} \]

Auxiliary condenser:

\[ L_v \] is the latent heat of vaporisation of sea water. An average value of \( L_v \) equal to 2414.4 KJ/Kg was used for the calculations [16].

The first law efficiency of the desalination plant can be formulated as:

\[ \eta_{\text{AHT}} = \frac{Q_{ab}}{Q_{\text{wp}} + W_{\text{pumps}}} \]

\( Q_{\text{wp}} \): heat consumed by the water production system.

\[ Q_{\text{wp}} = m_{18} (h_{18} - h_{32}) \]

Where:

- For single effect absorption heat transformer

\[ W_{\text{pumps}} = W_{\text{pump}1} + W_{\text{pump}2} \]

- For double effect absorption heat transformer

\[ W_{\text{pumps}} = W_{\text{pump}1} + W_{\text{pump}2} + W_{\text{pump}3} + W_{\text{pump}4} + W_{\text{pump}5} \]

4. Exergetic analysis

The exergetic analysis reveals important information about the plant total irreversibility distribution among the components, determine which component weights on the overall plant inefficiency. According to Bejan et al. [19] the exergetic balance applied to a fixed control volume is given by the following equation:

\[ \text{Ex}_{\text{D}} = \sum_j \left( \frac{T_{i0}}{T_j} \right) Q_j + \left( \sum m_i \text{Ex}_i \right)_{\text{in}} - \left( \sum m_i \text{Ex}_i \right)_{\text{out}} - W \]

Where the first term is the exergy of heat. The second and the third terms are the sum of exergy input and output rates of the flow, respectively. \( W \) is the mechanical work transfer to or from the system and \( \text{Ex}_{\text{D}} \) is exergy destroyed due to the internal irreversibility.

For each individual component of the global system (seawater desalination system) the exergy loss is calculated using equation 14. The total exergy loss of the global system is the sum of the exergy loss in each component. The exergy efficiency of the global system is defined as follows:

\[ \eta_{\text{ex-\text{pump}}} = \frac{\text{Ex}_{\text{desired output}} - \text{Ex}_{\text{used}}}{\text{Ex}_{\text{used}}} = 1 - \frac{\text{Ex}_{\text{D}}}{\text{Ex}_{\text{used}}} \]

Where:

- \( \text{Ex}_{\text{desired output}} \) is the desired exergetic effect
- \( \text{Ex}_{\text{used}} \) is the exergy used to drive de process

For single effect absorption heat transformer:

\[ W_{\text{pumps}} = W_{\text{pump}1} + W_{\text{pump}2} \]

For double effect absorption heat transformer:
5. Results and discussion

Mass, energy and exergy balance equations and the various complementary relations constitute the simulation models of single effect and double effect absorption heat transformer systems used for seawater desalination. To solve the large set of equations simultaneously a computer program, which is written in FORTRAN was developed. Computer simulation was carried out in order to determine the various stream properties and the amount of heat and work exchanged by all equipments of the the tow systems. The results obtained from the present study may be presented as follows.

Figure 3 shows the effect of absorber temperature \( T_{ab} \) and generator and evaporator temperatures (intermediate heat source temperature) on energy efficiency \( \eta_{WP} \) of water production system integrated to single effect heat transformer (SAHT-WP) and water production system integrated to double effect absorption heat transformer (DAHT-WP). It can be seen that the \( \eta_{WP} \) of the DAHT-WP system is higher then that SAHT-WP system. For a given intermediate heat source temperature the operating absorber temperature interval of SAHT-WP is larger than that for DAHT-WP. In this study and when the intermediate heat source temperature is varied from 74°C to 96°C the maximum \( \eta_{WP} \) values of the SAHT-WP system are in the range of 0.799-0.833 and for DAHT-WP system are in the range of 1.276-1.308.

Figure 4 shows the effect of absorber temperature \( T_{ab} \) and generator and evaporator temperatures (intermediate heat source temperature) on exergy efficiency \( \eta_{ex-WP} \) of water production system integrated to single effect heat transformer (SAHT-WP) and water production system integrated to double effect absorption heat transformer (DAHT-WP). It can be seen that the \( \eta_{ex-WP} \) of the DAHT-WP system is higher then that SAHT-WP system. For a given high generation temperature (HPG temperature), the operating interval of SAHT-WP is larger than that for DAHT-WP. The water production system is more efficient for high generator and evaporator temperature. In this study and when the intermediate heat source temperature is varied from 74°C to 96°C the maximum \( \eta_{ex-WP} \) values of the SAHT-WP system are in the range of 54.1%-46.9% and for DAHT-WP system are in the range of 60.8%-58.5%.

Figure 5 shows the water production of the two systems versus absorber temperature \( T_{ab} \). At the reverse of the energy efficiency and exergy efficiency the production of water for single effect absorption heat transformer integrated to desalination system (SAHT-WP) is more important than that for double effect absorption heat transformer varied from 74°C to 96°C the maximum fresh water production values of the SAHT-WP system are in the range of 0.168Kg/s-0.179Kg/s and for DAHT-WP system are in the range of 0.164Kg/s-0.167Kg/s.
Figure 4. Effect of Tab on exergy efficiency of the water production system integrated to a single effect and double effect absorption heat transformer.

Figure 5. Effect of Tab on the quantity of fresh water produced.
6. Conclusions

In this paper comparative study between single effect and double effect absorption Heat Transformer Systems used for Seawater Desalination is carried out.

The energy efficiency and the exergy efficiency of the double effect absorption heat transformer (DAHT) are higher than that for single effect absorption heat transformer (SAHT). For a given high generation temperature (HPG temperature), the operating interval (absorber temperature) of SAHT is larger than that for DAHT.

At the reverse of the energy efficiency and exergy efficiency the production of water for single effect absorption heat transformer integrated to desalination system (SAHT-WP) is slightly higher than that for double effect absorption heat transformer integrated to desalination system (DAHT-WP). For SAHT-WP the production of water is almost constant for a wide range of temperature but for the second system (DAHT-WP) the water production decreases quickly when the absorber temperature increases.
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Abstract

The popular three-wheeled vehicles known as auto rickshaws are common in Asian cities where due to their older two-stroke engines they have been significant contributors to the current air quality issues that plague the urban areas. Recent changes to four-stroke engines as well as those powered by diesel, compressed natural gas (CNG) or liquefied petroleum gas (LPG) reduce the pollution and greenhouse gas emissions. However, because of the large number of vehicles emission of such vehicles is still an important issue.

Some studies about converting an internal combustion engine (ICE) rickshaw to an electrical or fuel cell rickshaw have been done recently. Most of the rickshaw conversion studies used one of the standard urban drive cycles. Such drive cycles do not accurately portray the demands on a rickshaw. Thus, results with unrealistic drive cycles may be misleading.

In this study a comparison between ICE and hybrid fuel cell rickshaw configuration was done using a realistic drive cycle. An ICE and two candidate fuel cell rickshaw models were created and assessed using the Powertrain System Analysis Toolkit (PSAT) software. Two drive cycles that would closely emulate the true demands on a rickshaw operated in an urban environment were developed in order to more accurately simulate the performance of conventional and fuel cell hybrid rickshaws as a means of determining the current feasibility of fuel cells for use in rickshaws.
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Nomenclature

CNG  compressed natural gas
LPG  liquefied petroleum gas
ICE  internal combustion engine
Ni-MH nickel metal hydride
Li-ion lithium-ion
FC  fuel cell
PEM proton exchange membrane
SOC state of charge

1. Introduction

Alternative energy solutions received a great deal of attention in the last decade due to the need of sustainable and environmental friendly energy sources. The main pollutant source in urban areas is the emission of vehicles with ICE. Increased concerns over global and local pollution, depletion of fossil fuels, and higher gas prices have motivated ambitious plans for new vehicle types with alternative energy sources. Hybrid electrical vehicles that combine the advantages of two power sources, ICE and electrical motors, have been the focus of attention recently.

Nowadays, such vehicles are available in the auto market and are becoming more popular due to high fuel prices and the increasing concerns about the environment. Fuel cell and electric hybrid driven vehicles is another promising alternative technology. These vehicles have been proposed as the next generation of vehicles since they promise clean performance and show higher energy efficiency than conventional vehicles [2].

Auto rickshaws are one of the most popular vehicles in developing Asian countries where they are used as taxis and to transport goods. In India alone there are about 2.5 millions rickshaws currently on the road and 250,000 new vehicles are sold each year [3]. Figure 1 shows a typical three-wheel auto rickshaw. Due to their small size and maneuverability they are popular method of transportation in large urban centers.

A two or four stroke gasoline engine usually powers these vehicles. Thus, rickshaws are typically highly polluting. In recent years, alternatives such as CNG and LPG models have been introduced to deal with the pollution problem. While these vehicles reduce the amount of particulate matter and other harmful pollutants they do not eliminate them and cities where rickshaws are numerous will continue to have poor air quality. The capital city of New Delhi is one of the most polluted cities in the world although the majority of the public transport is currently...
based on the CNG technology [4]. Some studies about converting an ICE rickshaw to an electrical or fuel cell vehicle have been done recently. In [5] a photovoltaic battery powered rickshaw was investigated. Results showed the proposed hybrid battery/photovoltaic configuration was more efficient and resulted in fewer emissions than the ICE rickshaw.

A hybrid fuel cell/battery rickshaw was studied in [4]. Using the Highway Fuel Economy Test as the drive cycle the results showed promise in creating a hydrogen fuel cell vehicle, with respect to both the environment and cost. It is known that the high costs and fuel storage requirements for the fuel cell vehicle have hindered their use in four-wheel light duty vehicles. However, these drawbacks are partially mitigated in a rickshaw since the lower power demand results in a reduced cost for the fuel cell compared to a four-wheel vehicle. Daily rickshaw ranges are between 70 and 150 km with a maximum speed of 60km/hr at most which does not necessitate as much hydrogen to be stored on board for a full run 0[1].

Most of the rickshaw conversion studies used one of the standard urban drive cycles. Such drive cycles do not accurately portray the demands on a rickshaw since they are primarily located in urban centers where they are subjected to mostly stop-and-go traffic and a large amount of braking and acceleration. In [0] a driving cycle that represents the driving pattern of the auto rickshaw in India was proposed and compared to the India urban drive cycle that is commonly used for rickshaws analysis. In this study a comparison between ICE and hybrid fuel cell rickshaw configurations was done based on running cost using a realistic drive cycle. Two drive cycles based on 0[6] were developed in order to more accurately simulate the performance of conventional and fuel cell hybrid rickshaws as a means of determining the current feasibility of fuel cells for use in rickshaws.

2. System Main Components

2.1 Fuel Cell
Fuel cells (FC) are electrochemical devices that convert chemical energy of a reaction directly into electrical energy. Among the various types of fuel cells, Proton Exchange Membrane (PEM) fuel cell has drawn the most attention due to its simplicity, viability, quick start up, higher power density and lower temperature operation 0[2]. Inputs to a PEM fuel cell are oxygen and hydrogen while the outputs are electricity and water. A PEM fuel cell is capable of using both oxygen directly from air, or purified oxygen. At the anode, hydrogen is electrochemically oxidized to form protons and electrons. At the cathode, oxygen is electrochemically reduced and combined with the protons transported through the membrane and the electrons that pass through an external circuit. The overall reaction in the cell is the electrochemical oxidation of hydrogen to form water. The electrons flowing through the external circuit are capable of performing useful work due to the energy released by reaction 0[4].

A standalone FC system may not be sufficient to satisfy the load demands, especially during start-up and transient events. Moreover, the FC system would have to supply all of the power demand thus increasing the size and cost of the FC system. As a result, downsizing the FC system and hybridizing it with an energy storage system decreases system cost and improves performance.

2.2 Battery
The two primary battery competitors for use in both electric vehicles and hybrid-electrics are nickel metal hydride (Ni-MH) and lithium-ion (Li-ion). While Ni-MH currently has an edge over Li-ion in terms of production readiness, Li-ion has twice the energy density of Ni-MH 0[7]. One great advantage of Li-ion batteries is their low self-discharge rate of only approximately 5% per month approx compared to over 30% per month and 20% per month in nickel metal hydride batteries and nickel cadmium batteries respectively 0[7].

3. Auto Rickshaw Configuration Models

Conventional ICE Rickshaw
A Mahindra Alfa is a three-wheel rickshaw that is powered by a diesel engine. Figure 2 shows the PSAT generated configuration of the conventional vehicle and its components.
3.2 Fuel Cell Hybrid Rickshaw

A hybrid configuration was selected in order to utilize a lower power PEM FC. The FC provides power to the vehicle’s motor and battery. PSAT can only create a series fuel cell hybrid vehicle configuration, therefore no parallel configurations have been tested. Figure 3 shows the configuration for the fuel cell hybrid rickshaw.

![Figure 3: PSAT component configuration for series fuel cell hybrid rickshaw](image)

It is expected that the fuel cell will be the most critical component in the hybrid configuration. In order to match the performance of the conventional diesel rickshaw, the power supply of the hybrid must be appropriate. The effect of the FC power was investigated by considering two sizes of the PEM FC. An 8.8 kW high power rickshaw configuration where the bulk of the vehicle power is provided by the FC and a 4.4 kW FC low power version that would only be able to provide part of the power when the maximum is demanded. FCs with both specifications are commercially available. Onboard hydrogen fuel is in the form of pressurized gas with a mass of 1.79 kg in a 38 kg cylinder. Li-ion batteries were integrated into the models with a capacity of approximately 8.4 kWh. With the batteries there is a concern when it comes to deep discharging and its effect on capacity over time. Therefore a maximum discharge has been considered to be a drop in the state of charge (SOC) by 40% in order to maintain their lifespan. An AC electric induction motor with an 8 kW maximum power output was selected based upon the specifications of the conventional rickshaw. Additionally the DC/DC converters operate at an efficiency of 95%. A single final drive differential was selected as opposed to a full transmission, which reduces the overall weight of the vehicle. The rickshaw, however, was not entirely changed from the specifications of the conventional model. Passenger and driver masses were also kept the same to maintain a direct comparison between the conventional and FC hybrid models.

4.Drive Cycles

A drive cycle is the series of conditions a vehicle will experience in a set amount of time that can be used a reflection of the conditions over a longer period of time. The drive cycle defines when the vehicle is at rest, accelerating, decelerating or at a constant speed. Most existing drive cycles were designed for four-wheel light duty vehicles. The maximum acceleration, deceleration and top speed in such drive cycles are above the capabilities of rickshaws. Thus such drive cycles do not accurately portray the demands on a rickshaw. In new drive cycles for rickshaws in India were designed. The new drive cycles were developed using GPS data that was collected from rickshaws in operation. The study looked at rickshaws driving in New Delhi at different times and developed daytime and evening drive cycles. In this study two drive cycles were designed based upon the results presented in 0. The daytime drive cycle was based upon the periods of peak traffic when speeds were limited. By comparison the evening cycle allows for higher speeds when there is less traffic on the roads and shorter stop durations. The statistics of both drive cycles and the India urban drive cycle that is usually used in rickshaw analysis are shown in Table 2.

Table 2: Drive cycles statistics

<table>
<thead>
<tr>
<th>Parameter</th>
<th>India Urban cycle</th>
<th>Day cycle</th>
<th>Evening cycle</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time (s)</td>
<td>2689</td>
<td>5650</td>
<td>4849</td>
</tr>
<tr>
<td>Distance (km)</td>
<td>17.4</td>
<td>8.7</td>
<td>17.40</td>
</tr>
<tr>
<td>Maximum Speed (km/h)</td>
<td>62.2</td>
<td>44.0</td>
<td>49.96</td>
</tr>
<tr>
<td>Average Speed (km/h)</td>
<td>23.3</td>
<td>5.5</td>
<td>12.92</td>
</tr>
<tr>
<td>Maximum Acceleration (m/s²)</td>
<td>1.7</td>
<td>7.0</td>
<td>7.0</td>
</tr>
<tr>
<td>Maximum Deceleration (m/s²)</td>
<td>-2.1</td>
<td>-7.0</td>
<td>-7.0</td>
</tr>
<tr>
<td>Average Acceleration (m/s²)</td>
<td>0.3</td>
<td>0.8</td>
<td>1.02</td>
</tr>
<tr>
<td>Average Deceleration (m/s²)</td>
<td>-0.4</td>
<td>-0.9</td>
<td>-1.0449</td>
</tr>
<tr>
<td>Idle Time (s)</td>
<td>267</td>
<td>405</td>
<td>222</td>
</tr>
<tr>
<td>Number of Stops</td>
<td>52</td>
<td>31</td>
<td>31</td>
</tr>
</tbody>
</table>
5. Simulation Results

The ICE conventional rickshaw model was designed to replicate the baseline for comparison to all the alternative powered vehicles. The main results for comparison based upon the rickshaw drive cycles are displayed in Table 3. The “LP FC” and “HP FC” columns represent the low and high power FC hybrid configurations. “Conv” represents the conventional model.

5.1 Comparison of Drive Cycles

The three drive cycles described in Section 4 were simulated using the conventional vehicle model. Results are shown in Table 3. There was a distinctive difference between the two developed realistic drive cycles and the mainstream cycle. The fuel economy for the India Urban cycle was significantly less than that of the two other cycles. Based upon a typical rickshaw routine the conventional rickshaw needs additional fuel every day. This conflicts with the India Urban cycle results that indicate that a rickshaw could travel for almost three days without refueling. It is unrealistic to expect that in heavy traffic with a great deal of acceleration and braking that a conventional rickshaw would achieve a remarkable 2.43 L/100 km diesel fuel economy when loaded with passengers. The intensity of the two developed cycles is made clear from the high demands for fuel and significant amounts of exhaust shown in the simulation results. Based upon the results from the developed cycles the need for refueling is greater, which more accurately portrays the usage of auto rickshaws in urban Indian streets. The intensive drive cycle shows a marked increase in rate of carbon dioxide released which are higher than that reported in [8], which indicated that a typical four-stroke gasoline auto rickshaw would release 78.5 g/km.

5.2 LP FC versus HP FC

As shown in Table 3 the LP FC configuration has better fuel economy, cost/km, and range than the HP FC configuration for both daytime and evening drive cycles. While both configurations utilized the braking energy almost at equal percentage, the electrical consumption in the case of the HP FC configuration was negative. This negative value indicates that the HP FC configuration inevitably wastes fuel by charging the battery when it is already sufficiently charged. On the other hand while the LP FC configuration provided just enough power to keep the SOC constant it was still greater than was required. The first 80 seconds of the daytime drive cycle is plotted in Figure 4, in it the speeds and accelerations are relatively low and the intensity of the drive cycle is at a minimum. Figures 5 and 6 show the plot of the power outputs with respect to the same eighty seconds of the daytime drive cycle. The fuel cell output approaches its peak power and is used in greater proportion than the batteries are despite the low power requirements. The emphasis on the fuel cell in both the LP and HP FC models results in greater fuel consumption than may have been required if the control strategy were optimized for greater hybridization. The LP FC configuration was found to be better than the HP FC configuration in almost every aspect, thus it will be used for comparison with the conventional configuration.

Figure 4: Speed versus Time for the Daytime Drive Cycle Simulation
### Table 3: Summary of Simulation Results

<table>
<thead>
<tr>
<th>Result</th>
<th>Conventional</th>
<th>LP FC</th>
<th>HP FC</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>India Urban Cycle</td>
<td>Day Cycle</td>
<td>Evening Cycle</td>
</tr>
<tr>
<td>Fuel Economy (L/100km)</td>
<td>2.4</td>
<td>6.2</td>
<td>4.3</td>
</tr>
<tr>
<td>Fuel Economy Diesel Equivalent (L/100km)</td>
<td>2.7</td>
<td>6.9</td>
<td>4.8</td>
</tr>
<tr>
<td>Range based on fuel capacity (km)</td>
<td>432.1</td>
<td>170.2</td>
<td>244.8</td>
</tr>
<tr>
<td>CO₂ Emissions (g/km)</td>
<td>64.3</td>
<td>164.7</td>
<td>114.5</td>
</tr>
<tr>
<td>Final SOC (%)</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>Distance Traveled (km)</td>
<td>16.1</td>
<td>7.6</td>
<td>15.0</td>
</tr>
<tr>
<td>Percentage of Braking Energy Recovered at Battery (%)</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Fuel Mass Consumed (kg)</td>
<td>0.321</td>
<td>0.3894</td>
<td>0.3294</td>
</tr>
<tr>
<td>Electrical Consumption (Wh/km)</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
</tr>
</tbody>
</table>

Figure 5: FC output versus time for LP FC model on daytime drive cycle

Figure 6: Battery output versus time for LP FC model on daytime drive cycle
5.3 Fuel Cell versus Conventional Models

During the daytime drive cycle, as shown in Table 3, the gasoline equivalent fuel economy and range for the LP FC was better than the conventional model by 57% and 58%, respectively. For the evening drive cycle it was 48% and 36% better. The conventional configuration releases 164.65 and 114.47 g/km of carbon dioxide for the daytime and evening drive cycles respectively while there are no vehicular emissions of carbon dioxide for either FC configuration. Thus the LP FC configuration is better than the conventional configuration when considering both the performance efficiency and the environment.

The running cost per km was calculated based upon standard rates. The cost per liter of diesel fuel is 32.86 Rs/L [9], electricity is sold at an average rate of 4.8 Rs/kWh [10] and the cost of hydrogen when converted into Rupees is 240 Rs/kg of hydrogen using an exchange rate of 48 Rs to 1 USD [11]. It was estimated that the charging process would be approximately 90% efficient therefore there is a loss factor equal to 1.1. The respective costs per kilometer of travel for the two drive cycles are listed in Table 4. The values were calculated based upon the equation of Cost/km = (Fuel Consumed x Fuel Price + Electricity Consumption x Loss Factor x Cost of Electricity) / Distance Traveled.

Table 4: Cost/km for each Rickshaw model

<table>
<thead>
<tr>
<th>Vehicle Model</th>
<th>Cost (Rs/km)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Daytime cycle</td>
</tr>
<tr>
<td>Conventional Rickshaw</td>
<td>1.98</td>
</tr>
<tr>
<td>Low power Li-ion Rickshaw</td>
<td>1.98</td>
</tr>
<tr>
<td>High power Li-ion Rickshaw</td>
<td>2.19</td>
</tr>
</tbody>
</table>

The running cost of the LP FC configuration is seen to be equal to that of the Conv. configuration for the daytime cycle (both at 1.98 Rs/km). However, for the evening cycle, LP FC is 15% more expensive than Conv. (1.59 compared to 1.38 Rs/km). This is mainly due to the higher cost of hydrogen compared to diesel fuel in India. In order to decrease the cost/km the use of the hydrogen has to be reduced. It is expected that utilizing the batteries more than the fuel cell will reduce the hydrogen consumption and in turn the cost per kilometer. Altering the control strategy to activate the fuel cell only after the batteries have been drained to a sufficient point after which all the power will be supplied by the fuel cell and the battery will recharge can do this. Less reliance on the hydrogen and more on the electricity is a critical parameter to any control scheme modifications. The fuel cell must be used only when recharging is required and emphasize it as a range extender as opposed to the primary source of power. While these modifications will improve the fuel cell model’s economic feasibility the price of diesel must also increase to make the fuel cell alternative more viable based upon the costs.

6. Conclusions

A study of auto rickshaw conversion using a realistic drive cycle was conducted. The intensity of rickshaw driving is captured more accurately by the two developed drive cycles as opposed to a standard urban drive cycle.

It was found that the LP FC configuration is better than the HP FC model in both performance and cost. The significant advantage of both FC models compared to ICE rickshaws is their lack of carbon dioxide emissions. However, the operating cost of FC hybrid rickshaws is significantly higher than the conventional one. Since most rickshaws are privately owned and do not generate significant income the higher initial investment and operating costs currently make it an unrealistic option. The combination of a reduction in hydrogen consumption and increase in diesel and fossil fuel prices is needed to make the current technology more viable in the application. These changes together with decreasing costs in fuel cell technology will result in more favorable economics that will generate more consumer interest.
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