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Fuzzy Logic Approach for Metal Casting Selection Process

Kasim M. Daws, Zouhair |. AL-Dawood , Sadiq H. AL-Kabi

Mechanical Engineering Department, University of Baghdad, Baghdad, Iraq

Abstract

Selecting the proper material is a vital step in the design process because the appropriateness of the choice has a
significant impact on part performance and cost. A poorly selected material adds unnecessary cost and may
affect the ease of processing. In this paper an automated advisory material selection system is designed. The
designed system is named (CAMS). The objectives of this system are to solve the problems of Materials
selection and evaluation (M/P&E) activities. The designed system depends on methodology for selection and
evaluation of materials that are based on a number of user-specified attributes or requirements. The decision
model enables the representation of the designer’s preferences over the decision factors, and it is based on
weighted property index (W.P.l) algorithms to determine the relative importance of each requirements.

A compatibility rating between product profile requirements and the alternatives stored in the database for each
decision criteria are generated using fuzzy logic (F.L) methodology. These requirements were matched with the
capabilities of each (alloy) or material. The compatibility ratings are aggregated into single rating of that
alternative’'s compatibility. A ranked set of compatible alternative aloys is produced t by the system. This
approach has advantages over the existing systems that don’t have a decision module or are not integrated with a

database.

© 2009 Jordan Journal of Mechanical and Industrial Engineering. All rights reserved

Keywords: Materials Selection; Fuzzy Logic; Weighted Algorithm.

1. Introduction

The selection of the correct materials for a design is a
key step in the process because it is a crucial decision that
links computer calculations and lines on an engineering
drawing with a working design. Materials and the
manufacturing processes, which convert the material into
useful part, strengthen al of engineering design. [1]. The
material and manufacturing process selection problem is a
multi-attribute decision-making problem. These decisions
are made during preliminary design stages in an
environment characterized by uncertain requirements,
parameters, and relationships. Material and process
selection (MPS) decisions occur before design for
manufacturing (DFM) can begin [2, 3]. Studies have
indicated that although the cost of product design is only
around 5% of the total product cost, decisions made during
the design stage affect (70 — 80 %) of the final product cost
[4].

In this paper, a development of an advisory system is
caled Computer Aided Material Selection (CAMS) that
aids the designer in decision-making (D.M). The
objectives of the designed system are to evaluate and
select the optimal and alternative materials (aloy) that
satisfy the design specifications. The system (CAMS)
indicates to the designer the compatibility degree between
the selected materials (alloy) to all the specified properties

" Corresponding author. Ziaa04@yahoo.com.

and characteristics, and then these selected materias are
ranked according to their compatibilities.

2. Importance of Materials Selection

The increasingly tough competition on international
markets forced many firms to search for new methods of
producing high quality products at low cost. Designing for
better products must take into consideration the balance
between cost, quality, and performance triplex. To achieve
such objectives, designers must use quantitative and
qualitative techniques. The possible advantages result from
manufacturing by using more flexible methods of
production and more efficient equipment [5]. The
recognition of importance of materials selection in design
has increased in recent years. The adoption of concurrent
engineering methods has brought materials engineers into
the design process at an earlier stage, and the importance
given to manufacturing in present day product design has
reinforced the fact that materials and manufacturing are
closely linked in determining final product performance
[1]. Figure (1) shows the structure for materia
classification, ending with a schematic of a record some of
attribute [6].

3. General Criteriain Material Selection Process

Selection of materials on the basis of performance
characteristics is the process of matching values of the
properties of the materials with the requirements and
constraints imposed by the design. Selection on the basis
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of processing characteristics deals with finding the process

that will form the material into the required shape with a

minimum of defects at the least cost. Selection on the basis
of an environmental profile is concerned with the

impact of the material throughout its life cycle upon the

environment. The chief business consideration that affects

materials selection is the cost of the part that is made from

the materia [1]. Materials are selected on the basis of the

following four general criteria[1]:

1. Performance characteristics (properties).

2. Processing characteristics.

3. Environmental profile.

4. Business considerations.

| Kingdom | | Famuily | ‘ Class H Member H Attributes
1000 Density Structural
Ceramics Steels 2000 | pechonical P.
Polymers - Cu-alloys 3000 Thermal P. mformation
Materials " Metals A;'“H“!" 4000 / Electrical P.
™~ Natlu‘al\ Ti-alloy . 5000 S| Optical P.
Foama Ni-alloy 6000

) . Corrosion P.
Composites  Zn-alloy 7000 Supporting
8000 information Unstwctral
- Specific }

- General Tnformation

e————}
A materfal record

Figure 1. A hierarchical structure for material classification [6].

There are literally hundreds of different properties of
materials. The most important to consider when selecting a
material for a given product are those that are essential to
the function of the product. Generally, most designers put
equal importance on the factors of properties, availability,
and economics, which list these factors along with some
pertinent sub factors [7]. One of the critica factors
affecting material selection practice is the function and
performance requirement. Functional and performance
requirements for materials include [7]:

a- Structural Requirements:
Such as strength, stiffness, and their degree of retention in
adverse service environments.

b- Non structural Requirements:
Such as corrosion resistance, electrical or thermal
performance, plus color and texture.

c- C-Design & Production Criteria:
Such as part size, shape, and production rate desired. All
determine which process and technol ogies are best suited to
the application.

Some attributes which knowledge based materials
selector needs to process are suggested. A selector, which
can reason with alarge number of diverse materials, needs
[8]:
1. Theahility to deal with simple and complex data
structures .

2. Powerful structures for data acquisition and updating.
by modifications.

To manage spares data.

To compare incomplete descriptions.

To reason with appropriate classifications.

To model confidence .

To maintain consistency.

To be easily extensible.

© N O~ W

N

. Methodology of the Weighted Approach

In materia / process selection, there are many factors
that are affected in selection materiad or aloy to be
manufactured. These factors are different in degree of

importance for each application or a specific situation. The
differences between factors (properties) depend on the
design requirement for each part. Then each property has a
degree of importance differ from another property. Each
input property is assigned a weight between (0 and 1), with
(0) being unimportant and (1) being very important. Since
different properties are expressed in different units, the
best procedure is to normalize these differences by using a
scaling factor. Scaling is a simple technique to bring all
the different properties within on numerical range. Since
different properties have widely different numerical
values, each property must be so scaled that the largest
value does not exceed 100 [1].

A= (NVP/LV) 100 @

[ = Scaled property

NVP = Numerical value of property

LV = Largest value under consideration

For properties such that it is more desirable to have low
value e.g. density, corrosion loss, cost, and electrical
resistance, the scale factor is formulated as follows [1]:

N=n(n-1)/2 @)

5. Fuzzy Logic Approach

Fuzzy logic (F.L.) is one of the elements of artificial
intelligence that is gaining popularity and applications in
control systems and pattern recognition. It is based on the
observation that people make decisions based on imprecise
and numerical information. Fuzzy models or sets are
mathematicall means of representing vagueness and
imprecise information, Accoedingly the term used is fuzzy
[9]. These models have the capability of recognizing,
representing, manipulating, interpreting, and utilizing data
and information that are vague and lack certainty. The
concept of fuzzy can beillustrated in figure (2).

4
Compatible.
A
Meormal range
1
Extreme range
0 b > >
ijn—abs. ijn—des. T\‘rx'veq T\‘rmax-d.es. T\‘rmax-a]:us.
Capability
Figure 2. Fuzzy mapping of process capability [9].
Where:

V min-abs = the absolute minimum value.
V min-des = the desire minimum value .
Vig  =therequirement value.

V max-des = the absolute maximum value.
V max-abs = the desire maximum value.

In fuzzy logic approach, the part process compatibility
value will gradually grow from 0 to 1, instead of suddenly
jumping from O (incompatible) to 1 (fully compatible). For
analysis, the process of compatibility and the range of
capability are needed in the previous values to be mapped
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on anormalized scale asin the previous figure. If the value
of part requirement falls within V qinges @d V minaps then
the compatibility is considered to be fully compatible. If
the part requirement value is between V in.aps ad V min-des »
or between V a.des aNd V macas » then the compatibility is
considered to be less than 1 but more than O. If the part
regquirement value islessthan V in.as OF Mmore than V may.aps
, then the compatibility is considered to be zero.

The compatibility P(x;) for a value x; of an attribute i
can be calculated by using the following equations [9]:

P(Xi) = 1if Viin-des < Xi < Vinax-des (5)

P(Xi) = (Xi = Vmin-abs) / (Vmin-des = Vimin-abs) if
Vmin-abs <X < Vmin—des (6)

P(Xi) = (Vmax—abs —Xi) / (Vmax—abs - Vmax—des) if
Vmax—des <X < Vmax—abs (1)

P(xi) = 0if Xi < Viminaps, OF Xi > Viaxabs (8)

Fuzzy technologies and devices can be applied
successfully in areas such as robotics, motion control,
evaluation of design alternatives, decision making, design
of intelligent systems, materials selection involving multi-
criteria, image processing, and machine vision [10].

6. Methodology of Materials Selection

The methodology used in this paper for selection
materia is one of the artificial intelligence techniques, and
it is suitable when there is fuzziness in the in requirements.
The material selection module assesses the degree of
compatibility between a materia aternative and the
product profile requirements. Material compatibility is
performed via selection queries on the database for each
product specifications. The queries are based on the
application of fuzzy logic approach to determine the
degree of compatiblity for each material. This approach
differs from existing approaches in determining the values
of compatibilities for both optimal and aternatives
selection alloys, and this doesn't exist in the other
approaches. Then this method is more accurate than other
methods.

In this paper, we selected aluminum and steel aloys as
a database in material selection database dependent on
references [11], [12], and [13]. There are about seventy
aloys of auminum and steel with different chemical
composition. Then each aloy gave properties different to
other aloy. To select the optimal aloy from alternative
alloys, the user or designer can inter the range of values for
mechanical properties with degree of accuracy required or
named fuzzy limit. Then by using fuzzy logic approach
(FLA) as mentioned in previous section, any aloy that has
values out of the range of absolutely limits will be
eliminated.

7. Computer Aided Material Selection (CAMYS)

To select the optimum alloy or aternative alloys, the
system will display the main window, which contains the
sub-windows are:

1. Genera Applications Environment,

Properties Required,

Properties priorities,

Material Selection,

Evaluation , and

Final Results.

The firs and second windows contained questions about
the required properties and specifications. The third
window asked the user about the preference degree of each
selected property. The fourth window gave the selected
alloys with degrees of compatibility’s to ensure the
specified properties. The fifth window gave the
evaluations for each selected alloy with compatibility to
each property. The final window gave the final results with
draw diagrams to show the total compatibility with
properties to select optimal and alternative alloys; we will
clear the application of the system form case study.

O wWN

8. Case Study

To evauate the working of the (CAMS) system, we
select bearing cover (B.C) part that is used in many
applications like in ceiling fan. Then the problem is to
select the type of aloy that are satisfied (B.C) part with
specifications and quality. The required specifications can
beillustrated in table (1) as follow:

Table 1. the required material properties for producing (B.C) part.

Mechanical properties Physical Properties

[Tensile strength range (220 to 280) Mpa|Specific Gravity medium

Yield stress range (140 to 180) MpaDensity minimum
Elongation range 1 to 3)%
Brinell Hardness (60 to 100) HB [Other Properties:
Castability Very Good
eldability Very Good

Corrosion resistance  Good

The system will display the specia window for
material selection as shown in figure (3), this window
contains six sub-windows.,

To determine the required properties for (B.C) part
which are the range of values of mechanical properties
with fuzzy limit for each property isinterned. For physical
properties, specific gravity, with medium and minimum
density, is selected. For other properties, capability degree
from the command bottom shoulde be very good, and good
for corrosion resistance is aso selected as shown in figure
(4).

The selected properties are not equal in degree of
preference. Then to determine the degree of importance for
each property, a click on command property priorities is
made. In this case, the system will display sets of small
windows containing only two properties that will ask the
user about which property is preferred over other
properties. The user must click on the property that is
considered most importance than other properties. This is
illustrated in figure (5).

After determining weights for each property, the
system will display al the alloys that satisfied al the
specified properties. The working of the system in this
stage takes two steps: first step screening all the alloys that
screened in application environment phase (i.e any alloy
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does not satisfy the specified mechanical properties will be
eliminated) and give each satisfied aloy vaue of
compatibility with respect to mechanical properties. The
second step is ranking the satisfied aloys according to the
degree of compatibility with all other properties (i.e,
.physical, and other properties). The weights for each
property with its diagrams can be illustrated in figure
(6).Then the system will display the optimum alloy with
al alternative aloys, and draw in a diagram of each aloy
with degree of compatibility to each specified property as
shown in figure (7).

From the above window, the designer or the decision
maker (D.M) can select the optimal aloy which has the
maximum compatibility degree with the specifications
required. If the optimal alloy doesn't available or costly,
the (D.M) can select the other aternatives available aloys
take into the consideration the degree of compatibility with
the property required. Also the (D.M) can benefit from the
diagrams that are drawn for each property with respect to
the alloy compatibility.

The final step is where the (CAMS) system will
display the selected optimum or aternatives aloy with
chemical composition, and will display all the properties
for the selected alloy, and will draw the diagram for value
of the total compatibility with respect to all specified
properties.

9. Conclusions

The methodology that is used in this paper for selection
material selection is one of the artificia intelligence
techniques, and it is suitable when there is fuzziness in the
in requirements. The designed system serves not only to
select the optimum or alternative material, but also to serve
to evaluate the degree of compatibility with specifications
requirements. The (CAMS) system gives the real
representation in a diagram for each selected materia for
showing the degree of compatibility with respect to
properties or characteristics are required.

After applying the (CAMS) system on the part (B.C),
the optimum alloy that is selected is (Aluminum 319) with
degree of compatibility for the specified properties is 84
%. Also there are other dternative alloys that are ranked
according to the degree of compatibility. If the optimum

alloy does not exist in the company, the aternative aloy is
(Aluminum 336) with degree of compatibility 82 %. The
degrees of compatibility that are obtained from the system
are varying from part to part and depending on the user
preference to the required properties or requirements. The
diagrams of compatibilities that are drawn between each
aloy or to each property are clear real representation of
capability for each aloy to the satisfied requirements.
Hence, the designer can benefit from these diagrams in
decision making for selecting the most preferred to him.
The aternatives selected aloys / processes enable the
designer to make some of modifications in the design stage
until reaching satisfaction of the requirements of design.
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Abstract

This paper reports the results of experimental work on the flow of Dead Sea mud through a circular pipe. The dependence of
the discharge of the Dead Sea mud in pipe on water content is examined for four different mud-water mixtures that were
pumped through a horizontal pipe. A mathematical model describing all observed phenomena was developed. Experimental
results were compared with prediction, using shear stress power law equation, and good agreement was obtained. The
obtained results may find their application not only in the transportation of Dead Sea mud, but also in assessing the pumping

requirements for the transportation of dredged cohesive mud at in-situ water content.
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Nomenclature

k flow consistency index
L pipe length

n flow behavior index

P pressure

Q volumetric flow rate

r redial direction (m)

R pipe radius (m)

L)) slurry velocity (m/s)

4 axial direction (m)
Greek letters

1 viscosity (N.s/m?)

T shear stress

0 angular direction
Subscripts

z axial direction

app apparent

inlet

L outlet

rz in z-direction on a unit area perpendicular to the

r-direction.
1. Introduction

One of the most raved-about muds in the world comes
from the Dead Sea in Jordan. Detailed information about
the Dead Sea and the effect of brine evaporation on its
content were discussed in [1]. Dead Sea black mud
(because of its color) is a mixture of Dead Sea minerals
and organic materials naturally formed over thousands of

" Corresponding author. khlaifat@mutah.edu.jo.

years on the bed of the Dead Sea. Physica properties,
chemical, and mineralogical compositions of the Dead Sea
mud were investigated for three different locations on the
Eastern shore of the Dead Sea[2]. Due to its mineralogical
contents, Dead Sea black mud replenishes the skin
minerals essential for renewal and regeneration by
removing toxins and dead cells with an exfoliating action.
Its cleans, purifies, and rejuvenates skin tissue giving a
brighter complexion [3-4]. Black Mud aso stimulates
blood and lymph circulation, increasing Oxygen intake and
draining trapped fluids. It is therefore effective in treating
cellulite and in adleviating arthritic and rheumatic
conditions [5-6]

Different skin care products, bath salts, and cosmetics
products are manufactured from the Dead Sea black mud.
Large amount of this mud has to be collected, using
special scoops, from different locations on the shore of the
Dead Sea, then transported by trucks to the company site
where the mud is pretreated and packed in small portions,
then shipped to different manufacturers.

In this manuscript, we suggest hydraulic transportation
of Dead Sea mud instead of dealing with the mentioned-
above tedious process of mud collection and handling.
Hydraulic transportation of Dead Sea mud in a circular
pipe requires mixing the mud with water to decrease the
mud viscosity, and accordingly friction. In order to
minimize the mud pretreatment cost, industries which will
pump Dead Sea mud will be under continuous pressure to
decrease water content and increase mud concentration. At
high concentration, the viscous forces, which are usually
highly non-Newtonian and yield stress in nature, become
dominant, and mud flows inevitably becomes laminar [7].
The objective of this paper is to demonstrate that the Dead
Sea mud can be pumped from its source to the exploiting
industry and to show and evauate the impact of changing
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non-Newtonian viscous stresses have on pipelining
problem.

Figure 1. Experimental Setup.

2. Experimental Setup

One of the problems that are facing the industrial
companies that deal with the Dead Sea Mud is the mud
transport. Unlike pure water transport, mud transport is
very complicated and expensive because of both its
composition and high viscosity. High mud viscosity results
in a very high shear stress while flowing. The high shear
stress can be overcome only by having a very high
pressure drop that needs to be generated by special pumps.

As it can be seen from Figure 1, the experimental setup
consists of five-pipes network consisting of %4 inch,
nominal size pipe branch, a % inch branch, a % inch
branch, a 1 inch, and 2 inch branch all gavanized,
schedule 40 were assembled. The setup can operate as
closed or open loop system. The closed loop system
consists of a storage tank, a pump, a pressure regulator,
two rotameters (low and high range), and a differentia
pressure gauges (DP). Only the pipe with an inside
diameter ¥2” and length 2m was used in this study and the
system operated as closed loop, which consists of a storage
tank, a pump, four valves and a manometer to measure the
pressure drop. Distilled water was added to the Dead Sea
Mud to prepare slurries with four different concentrations.

3. Mathematical Model

Flow of fluidsin circular tubes is encountered to be the
more economical and rapid transportation method than
others, such as those involving conveyor systems. The
mathematical model that describes the mud flow inside a
pipe is developed based on the basic principles of
continuity and momentum equations. The z-component of
the Navier-Stokes momentum equation is simplified for
steady state, laminar, incompressible and isotherma mud
slurry flow in a horizontal pipe, as shown in Fig 1. It was
postulated that the only non-vanishing velocity component
is the axial velocity (V,). The axial velocity, for fully
developed flow, is a function of radial direction.
Simplification of the z-component of momentum equation
yields an expression for shear stress as follows:

P -P

T, =—-"2r 1)
2L

Where P, is the outlet pressure (&t Z=L); P, is

theinlet pressure (& Z = 0); L isthe pipe length; and r is

the radial direction. The non-Newtonian power law of
viscosity, [9], isused for the Dead Sea mud dlurry as:

dv '
T =—-kl ——= 2
2 ( drj @)

Where: k is the flow consistency index and n is the
flow behavior index. Inserting Eq. (2) into Eq. (1),
rearrange and integrate, then apply the no-slip condition at
thewall ( V, (r = R) = 0) to determine the integration
constant. The final velocity profile expression will be:

v, = iic " RY1-[ L] | @
2Lk n+1 R

The velocity profilein Eg. (3) can be used to calculate:
1- The slurry maximum velocity (U

z,max)

The maximum velocity occurs at the centerline (r = 0) and
has the value

v, =| TR g (4)
‘ 2Lk n+1

2- The dlurry average velocity (0

z,average):
The average velocity is obtained by dividing the total
volumetric flow rate by the cross-sectional area:

2tR

”uz r drdd

z,average ~ 2nR -
”rdr(ﬁ 2Lk n+1 3n+1

00

3- The slurry volumetric flow rate (Q):
The volume rate of flow is the product of area and
average velocity, thus:

2nR

Q=[[v, rdrdo=(v, ) (Ares)
(6)

P -P ni1
_(R-RK n \ps n+1 (TR?)
2Lk n+1 3n+1
Table 1. Dead Sea and distilled water content (Vol. %) in different
runs.

Sie

Run Number Distilled Water Dead Sea Mud
1 10 90
2 15 85
3 20 80
4 25 75

4. Results and Discussion

Four experimental runs were carried out based on
different Dead Sea mud volume fractions, as shown in
Table 1. The durries were prepared by adding distilled
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water with volume factions of 10%, 15%, 20% and 25%,
to the Dead Sea mud volume fractions, shown in Table 1.
The obtained suspensions, and before being used, were
stirred continuously for 30 minutes.

Several tests of durry runs were carried out at different
pressure drops. Prior to each run, the dlurry was mixed as
stated above for a time sufficient to achieve homogeneous
mixture. For each run, a representative sample of the slurry
was collected to measure its density and percentage of
solid by weight and volume. The results of these
measurements are shown in Tables 2, 3 and 4,
respectively.

Table 2. Density of Dead Sea Mud Slurry for Different Mud
Concentration.

Experimental Run 1 2 3 4
Number
Slurry Averaged
Density, kg / m3 1103 1067 1062 1038

Table 3. Percent of solid by weight for different concentrations of
the Dead SeaMud in the slurry

Experimental Run

Number ! 2 s 4

Percent of solid by

. 14.53 9.88 8.40 6.99
weight

Table 4. Percent of solid by volume for the slurry with different
mud concentrations.

Experimental Run 1 2 3 4
Number
Total volume (ml) 390 250 415 236
Volume of solid (ml) 114 61 90 38
Perc\fgflj’;:%zd % | 2923 | 2440 | 2169 | 1610
857
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Figure 2. Slurry VVolumetric Flow Rate Versus Pressure Drop for
the Case of 90% Dead Sea Mud.

Figure 2 shows the operating conditions and measured
exit durry flow rate for the case of 90% Dead Sea mud
volume fraction. As Fig. 2 shows, the slurry flow rate has
nonlinear relationship with the pressure drop. For small
pressure drop, slurry flow rate is almost negligible and
changes in linear fashion, and when the pressure drops
becomes greater than 10 kPa/m, the deviation from linear
behavior starts. The volumetric flow rate versus pressure
drop for other dlurries with different Dead Sea mud
volume fractions are shown in Fig. 3. From thisfigure, it is
obvious that at low pressure drop, 10 kPa/m, thereis no
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Figure 3. Volumetric Flow Rate Versus Pressure Drop for
Slurrieswith Different Dead Sea Mud Volume Fractions .
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Figure 4. Shear Stress Versus Shear Rate for the Case of 90%

Dead Sea Mud.

difference in slurry flow rate at different compositions.
Also, at higher pressure drop, 25 kPa/m, the flow rate for
the slurry with 75% Dead Sea mud is the highest. This can
be explained by the fact that when the volume fraction of
distilled water is increased, the slurry density decreases as
shown in Table 2, and the durry tends to behave as a
Newtonian fluid where smaller driving force is needed to
overcome the resistance to the flow. Also, from Fig 3 one
can see that as the Dead Sea mud fraction in the slurry
decreases, the volumetric flow rate — pressure drop curves
become less concaved. This is seen very clear for the
highest water volume fraction in the slurry (25%).

For unidirectional, laminar and steady flow in acircular
pipe, the shear stressT, , in Pa, a the inside wall of the
pipe can be calculated by 7,, = (D/4)(AP/L) [89,
and 10], where D is the pipe inside diameter, and AP/ L
is the pressure drop in Pa/m. The shear stress rate for the
flow in the pipe can be calculated as 32Q/mtD® [10-
11], and has a unit (1/s). Fig. 4 presents the experimental
data for shear stress at the pipe inside wall versus the mean
shear rate for slurry with 90% Dead Sea mud volume
fraction. The nonlinear relationship between shear stress
and shear rate attests the fact that the used dlurry is not
Newtonian fluid. Figure 5 shows a comparison between
steady state slurry shear stress results for four different
slurry compositions (90%, 85%, 80%, and 75% Dead Sea
mud volume fractions). From this figure, one can see that
the shear stress and shear rate curve for the case of durry
with 90% Dead Sea mud is the highest, while the curve for
the slurry with lowest Dead Sea mud content is the lowest.
This could be explained by the fact that as more water is
added to the durry, it gets thinner and behaves closer to
Newtonian fluid. If large amount of water is added to the
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dlurry, it is expected that the relationship between shear
stress and shear rate, Fig 5, will become linear.
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From Figures 4 and 5 at low values of flow rates (mean
velocities), the profiles are amost linear. Because of the
large densities of the slurries (Table 2) in comparison with
Newtonian fluid, the straight lines pass through the origin
and closer to the shear stress axis. All the trends between
shear stress and shear rate attest to the validity of the
power law assumption, Eq. (2), made for shear stress.

In order to check whether the obtained results are in
good agreement with predictions (power law), the
viscosity was expressed as an apparent viscosity. The
apparent viscosity, +app, was calculated at each data point
as the shear stress divided by the shear rate. The slurry

composites are restated here, using apparent viscosity
versus shear rate as shown in Figure 6. It can be seen from
this figure that the viscosity profile shows an exponential
decrease as a function of shear rate. Similar trends were
observed for slurry with other composition (Figure 7).
From Fig., 7 it is obvious that the thinned with increasing
shear rate. To understand the exponential decrease
behavior between apparent viscosity shear rate, the shear
stress power low equation, Eq. (2) is inserted into the
apparent viscosity expression to have:

shear stress T (dvz j"'l
= = k (7)

oo = hear rate dv, /dr U

Taking the logarithm of both sides of Eq. (7), we

obtain:
J ©)]

Figure 8 shows the observed behavior between
apparent viscosity and shear rate (plotted on a log-log
scale for 90% Dead Sea mud dlurry). From Equation (8)
and when N =1, zero slope in equation (8), the slurry
behaves as a Newtonian fluid. This behavior is observed in
Fig 8 for small shear rate (less than 0.55/s) where the
viscosity of the durry is about 23.89 Pas. Linear
regression for high shear rate (from 9 to 100 S™*) gives a
negative slope with a value of (-0.6894) from which one
can determine that N = 0.3106, and an intercept of
15087 (logk =1.5087) from which one can
determinethat K = 32.2627 Pa.s®®® . Because of the
fact that the Newtonian fluid behavior region contains few
points, the entire region can be fitted using a power law
mode to have N = 0.507 and k =17.51Pas® .
Similar trends were observed for slurries with other
compositions (Figure 9). It is clear from this figure that the
viscosity is decreasing smoothly for al durries with
increasing shear rate.

100

dv,

100 1 4 ) = 10g(K) + (n 1) Iog(

W
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Figure 8. Apparent Viscosity Versus Shear Rate for the Slurry
with Dead Sea Mud Volume Fraction of 90%.

Consistency index (k) and flow index (n) in equation
(8) were calculated using power regression analysis of the
data for apparent viscosity versus shear rate. The results of
these caculations at different slurry compositions are
tabulated in Table 5 for three cases: a) using al data; b)
excluding the data points that result in some scatter of the
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Table 5. Comparison Between Cal culated Consistency and Flow
Indices for Slurries with Different Dead Sea Mud Compositions.

Run1 Run 2 Run 3 Run 4

Casq

’ 1

K, K,
" IPas"| " |Pas"| " |Pas"| " |Pas"

a |0.507| 17.51 |0.557]] 13.92 [0.6452 9.91 |0.8301 5.36

b [0.4479 20.54 |0.4855 16.88 |0.5289 13.52 |0.5955 9.96

c [0.3106 32.26 [0.3553 26.12 (0.4162] 19.83 |0.4901 14.29

viscosity at lower shear rate; and c) using the data
points at high shear rate that result in linear relationship
between apparent viscosity and shear rate. From this table,
the calculated flow index is aways less than one which
means that the dlurry is shear thinning. The more shear-
thinning the slurry, the greater the friction reduction is.
Also, Table 5 shows that when the water content is
increased in the dlurry, the flow index (n) increases for the
above-mentioned three cases. Because flow index, in
essence, is a measure of non-Newtonian-ness and for a
Newtonian fluidN =1: the increase in the flow index
makes the durry to behave as close as possible to the
Newtonian fluid. Table 5 shows that for the three
considered cases, we have a viscosity decrease with
increasing flow behavior index; this behavior is very
consistent with the durry tendency to behave as
Newtonian fluid.

5. Conclusions
Although the behavior of mud flow is complex and the

theory of its behavior is not well developed, simplifying
assumptions were made to permit an analytical solution

and provide insight into the influence of various
parameters on the results of the laboratory tests.

This paper highlights the importance of a thorough
rheological analysis of non-Newtonian fluids such as Dead
Sea mud durry. Power law was used to accurately
represent the interaction between shear stress and viscosity
and velocity gradient. Apparent viscosity — shear rate
relation exhibits very valuable profiles to determine both
flow consistency index and flow behavior index. The
developed mathematical model could predict the flow rate
of Dead Sea mud dSlurry through a pipe under the
conditions of applied pressure drop. Experimental work
showed that the dlurry with low Dead Sea mud content
behaves closer to Newtonian fluid.
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Abstract

With rapid advancement in technology and availability of workforce at reasonable wages, India is becoming a preferred
location for manufacturing companies from all over the world. The manufacturing sector in India has witnessed a growth of
about 15 percent during the year 2007. Japanese techniques like kaizen, quality circles, total productive maintenance, and
just-in-time, etc. have been implemented worldwide by various manufacturing organizations to improve their performance
and competitiveness. The extent of success achieved has, however, been influenced significantly by the structure and culture
of the organization concerned and the country as well. The present article attempts to study the experiences of afew selected
Indian manufacturing organizations, operating in and around New Delhi region, regarding the implementation and
adaptability of popular Japanese manufacturing techniques and practices. A structured questionnaire containing both open
and close-ended questions is used for data collection. The results are obtained using descriptive analysis, hypothesis testing,
and correlation analysis. Though implementation of Japanese manufacturing techniques and practices (JMTPs) has resulted in
improvement of various production-related dimensions and other benefits, there is still a need to understand how to harbor

such techniques and practices for the long-term growth and benefit of the organizations on the whole.
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1. Introduction

Manufacturing plays an important role in the economy
of every nation. In India, manufacturing accounts for about
17% of the GDP and 12% of employment. Indian
manufacturing sector shares three-fourths of all exports
from India [1]. There has been a growth of around 15
percent in this sector in the year 2007. Product and process
innovations, technological developments, improved
managerial skills, and the availability of low cost
workforce are the potential competitive capabilities of
India’s manufacturing. There are, however, severa other
aspects, which the country needs to address in order to
improve its competitiveness in the global manufacturing
scenario. Industries all over the world have been focusing
on the technological and managerial dimensions of their
operations to improve their performance and
competitiveness.

Apart from such tools and techniques, Japan has
conceived and evolved many other techniques and
practices for improving the organizations performance
and competitiveness. Kaizen (continuous improvement),
just-in-time (kanban), quality circles, total productive
maintenance, pokayoke, zero defects, and cellular

" Corresponding author. jamalfarooquie@yahoo.co.in

manufacturing, etc. are among those techniques and
practices that have been adapted by industries, particularly
manufacturing ones, in various developed and developing
countries. The culture of the organization concerned and
that of the country, however, have a strong bearing on the
extent to which these Japanese manufacturing techniques
and practices (JMTPs) make their impact as desired. Ford
and Honeycutt [2], in a comprehensive article, have
discussed the relevance of the culture of a country in
understanding the country’s business practices. They have
also established that corporate culture is company-specific,
and therefore generalization of any company-specific
observations can be misleading. It is, perhaps, for this
reason why researchers have been addressing issues like
adoption, implementation, and effectiveness of various
Japanese techniques and management practices in the
manufacturing sector of different countries. Examples of
such studies include that in the USA, Singapore, Korea,
and Scotland [3-6].

The Indian manufacturing ranks 2™, just after Japanese
manufacturing, in terms of Deming awards per country.
There are about 13 companies that have won this award
and many others are 1SO-9000 certified [7]. Till the last
couple of years of the 20" century, however, practices like
statistical process control (SPC), total quality management
(TQM), just-in-time (JIT), total productive maintenance
(TPM), cellular  manufacturing, and continuous
improvement either failed to serve their purposes in the
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Indian manufacturing organizations or to even receive any
attention from this sector [8].

In this context, and as inspired by the findings like that
of Ford and Honeycutt [2], the authors have made an
attempt to study the present scenario of Indian
manufacturing with reference to the implementation and
effectiveness of some popular Japanese manufacturing
techniques and practices. This has further helped the
authors assess the adaptability of these techniques and
practicesin the Indian context.

2. Some Previous Studies

This section explains briefly the Japanese
manufacturing techniques and practices under study and
presents a brief overview relevant literature. Kaizen (KZN)
is based on making small changes on a regular basis -
reducing waste and continuously improving productivity,
safety, and effectiveness. While Kaizen has historically
been applied in manufacturing settings, it is now becoming
common to find it applied to service business processes as
well [9, 10].

The basic principle of Just-in-Time (JIT) is to eliminate
all forms of waste, and is defined as anything that does not
add value to the product [11]. JIT applies primarily to
repetitive  manufacturing. Research has shown that
successful implementation of the JT philosophy can
produce significant benefits for manufacturing firms such
as improving quality, minimizing levels of inventory,
improving relationships with suppliers [12], reducing the
labour turnover rate, reducing manufacturing lead times,
reducing set-up time [13], reducing operations and
materials handling costs, and maximizing the use of space
[14].

Quality Circle (QC) is a management tool that has
many benefits for various work environments such as
control and improvement of quality, more effective
company communication, utilization of employees
problem solving capabilities, and more job involvement.
Literature presents numerous studies such as those by Park
[15] and Mandal et al. [16], on quality circles and other
quality related practices. Better quality and enhanced
productivity have been among the major benefits of
practicing QCs. Total Productive Maintenance (TPM) is a
manufacturing program designed primarily to maximize
the effectiveness of equipment throughout its entire life by
the participation and motivation of the entire workforce.
The benefits from implementing TPM have been well
documented at numerous plants. TPM management brings
everyone, from equipment designer to operators, together
to work under an autonomous and small group
environment [17].

The 5-S Philosophy focuses on effective work place
organization and standardized work procedures. 5-S
simplifies work environment and reduces waste and non-
value activity while improving quality, efficiency and
safety. The five Ss in the Japanese language are Seiri
(sort), Seiton (set-in-order), Seiso (shine), Seiketsu
(standardize), and Shitsuke (sustain). Single Minute
Exchange of Dies (SMED) is an approach to reduce the
loss of output quantity and quality that occurs due to
changeovers and set-up activities. The method has been
developed in Japan by Shigeo Shingo and has proven its

effectiveness in many companies by reducing changeover
times from hours to minutes.

The Japanese concept Poka-yoke (PKYK), mistake-
proofing, is oriented towards both finding and correcting
problems as close to the source as possible. There are six
mistake-proofing  principles or methods, namely,
eiimination, replacement, prevention, facilitation,
detection, and mitigation. Process improvement is among
the major outcomes of pokayoke implementation [18].
Zero Defect (ZD) method endorses continuous
improvement. The ZDs' objectives are limited to quality
improvement, whereas, QCs aim at improvement in
quality, methods, morale, and motivation. The focus of ZD
programs is to produce as little defectives as possible,
theoretically no defectives.

A Work Improvement Team (WIT) is formed to
improve the work processes in an organization. There are
multiple reasons, anything from improving quality of
products to that of processes or systems, etc., for which an
organization chooses to implement WITs. Cellular
Manufacturing (CM) is a philosophy that attempts to
recognize and exploit similarities among components to be
manufactured and to group them into families based on
these similarities in shapes, production processes, or on
both [19]. Comprehensive reviews of different cell design
approaches and their features are presented by several
researchersincluding that by Mansouri et al. [20].

3. Objectives and M ethodology

Manufacturing covers a large variety of operations and
products and hence a huge number of organizations. Many
organizations, out of this population, use one or more
JMTPs. Since these organizations are scattered all over the
country, and aso a true sampling frame of such
organizations was not available, judgmental sampling
method has been used to draw the sample with the help of
personal references of the authors and the professional
bodies in the country like CIl and ASSOCHAM.
Presuming that larger organizations can provide us with
more useful data, annual turnover was chosen as the
criterion to select the sample companies. Manufacturing
organizations with an annua turnover of Rs. 1 billion
(US$ 20 million) and above are included in the study.
Moreover, administrative and other limitations, like that of
time and cost, restrict the scope of this study to the regions
in and around New Delhi. A preliminary survey was also
conducted to finalize the list of the IMTPs to be included
in the study. Data availability has been the major criterion
for this selection. Non-inclusion of the IMTPs that are left
out of the study does not seem to affect the validity and
reliability of the findings, as previous researchers too have
not necessarily considered all of them together.

This study aims to determine (i) the implementation
status of JIMTPs and their effectiveness, (ii) the relative
importance of various triggers, facilitators, barriers,
outputs, and benefits and aso their effect on IMTPs
effectiveness, (iii) the effect of those triggers, facilitators,
and barriers along with the stage of IMTPs devel opment
on the benefits and outputs, (iv) the correlation among the
various variables of the study, and (v) adaptability of
JMTPs in the Indian context. A structured questionnaire,
consisting of 15 items, was designed to collect data. The
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guestionnaire, along with a brief write up was sent to the
executives of 170 companies, selected through the above-
mentioned procedure and criteria. With alow response rate
of about 32 percent, 54 completed questionnaires were
received back and of them, 35 were found valid. The
results are obtained by using descriptive analysis, multiple
regression method to test hypotheses, and coefficient of
correlation. Percentage in fraction has been rounded off to
the nearest number while analyzing the data.

4. Analysis and Findings

The first three questions in the questionnaire deal with
the profile of the organizations. Next six questions are
designed to collect data on the JMTPs and their
implementation and effectiveness. Another set of questions
(10-14) has been used for gathering information on
variables like triggers, facilitators, barriers, benefits, and
outputs. The last question invites opinions of the
respondents on adaptation of IMTPs in the Indian context.

4.1. Organizations Profile

According to the number of employees, the sample
organizations can be classified into three classes - those
employing less than 2500 employees (54%), 2500-4999
(32%), and those with 5000 or more employees (14%).
The annual turnover-wise distribution of the organizations
exhibit that the majority (37%) have annual turnovers of
Rs. 10 hillion or above, 11% each with Rs. 7.5-10 billion
and Rs. 5-7.5 hillion, 18% with Rs. 2.5-5 hillion, and the
annual turnover of the remaining 23% has been Rs. 10-25
million. This pattern could have emerged possibly due to
the fact that organizations that have more resources at their
disposal are more flexible in experimenting with
techniques and practices other than traditional ones. Nearly
two-thirds of the organizations (66%) have reported that
they have a joint venture with at least one foreign
company. This figure may be interpreted as an indication
that foreign tie-ups could be one of the reasons for which
organizations adopt a IMTP to align themselves with the
best global practices, as also to compete with their global
players. The foreign partners belong to the countries like
France, Japan, Germany, USA, and UK. The organizations
having just 1-2 years old joint venture with any foreign
country, and those with no such tie-ups account for 43%
(15 out of 35). Around 35% have been operating jointly
with a foreign company for over 10 years. The age of the
joint venture for 14% of the companies has been between
3-5 years, and that of the remaining 8% is 6-10 years.

4.2. Implementation and Effectiveness of IMTPs

Table 1 presents the distribution of the organizations
implementing various JMTPs, the length of
implementation, the stage of development, and the
effectiveness (in terms of mean score) of each IMTP. The
findings reveal that 5-S and KZN have been implemented
in most of the organizations, followed by WITS, QCs,
TPM, and JIT. PKYK and SMED are, however, rarely
adopted by Indian manufacturers. A survey of 34
industries conducted in 2002 by Kumar and Garg [21] has
reported a positive attitude of around 60 percent of the
respondents towards JT implementation. A recent study
[22] on JIT practices in Indian manufacturing concludes

that the art of designing the right strategy for
implementing JIT is still debatable. 5-S, being oriented
towards a hedthy work atmosphere and based on
behavioral changes, rather than physical ones, has been
relatively inexpensive to implement than other JMTPs.
Rane et al. [23] has found companies, particularly in
automobile sector, using 5S effectively as a stepping-stone
for JT implementation. The low usage of SMED may be
attributed to the nature of business under which most of
the Indian companies operate where, unless the production
limits of the company are stretched beyond compliance,
the targets necessitate faster changeovers of machinery and
production setup. Thus, SMED was not found suitable.

This can been observed from Table 1 that almost in
each case the majority of organizations had been practicing
the JIMTP for over two years (at the time of data
collection). Moreover, most of the IMTPs in use, except
ZD, PKYK, and SMED, are found in their well-devel oped
stage of implementation. While investigating the
respondent’s understanding of the various stages of
implementing JIMTPs, their explanation was that a well-
developed stage is achieved when the practice has been
totally internalized or institutionalized, which means even
the shop floor workers know and practice the IMTP in
question.

As far as the effectiveness of these techniques is
concerned, Kaizen was rated as the most effective
technique with mean as 4.27 followed by 5-S (3.65).
Besides these, IMTPs that were found to obtain scores
above the median were TPM (2.78), WITs (2.56) and QCs
(2.51). The respondents were asked to explain the factors
they took into account when assessing the effectiveness of
JMTPs. A clear-cut response format was not found due to
the complexities involved in measuring the intangible
benefits of IMTPs. Number of people participating in the
JMTP, monetary benefits like cost cutting, material
consumption, productivity, lead-time and output, and
change in work culture like employees becoming more
customer-oriented and taking on more responsibilities
were, however, found as the key considerations. The most
ineffective techniques among all the IMTPs under study
are CM and JIT. A possible reason for low implementation
& effectiveness of JIT could be that many of the suppliers
of the organizations in question are small-scale firms, and
they do not have the capability and resources to match the
strict requirements laid down by JIT.

The findings also indicate that a given IMTP does not
necessarily score high on the effectiveness scale despite it
being well-developed. For example, the practice of QCs
has been developed well in 73 percent of the organizations
implementing it as against 66 percent in the case of Kaizen
and 5-S. QCs however, have not been as effective as
Kaizen and 5-S.

Effectiveness being an important resulting parameter of
JMTP implementation, a null hypothesis (HO1l) was
formed to investigate the statistical relationship, if any,
between the effectiveness of a IMTP and the combined
effect of four relevant independent variables. These
variables are stages of development of the IMTPs, annual
turnover, facilitators to IMTPs implementation, and the
size of the organization (number of employees). The null
hypothesis was stated as “the coefficient of multiple
determination in the population is zero”. Thisis equivalent
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Table 1. Implementation and Effectiveness of JMTPs.

Length of Implementation Stage of Development .
No. of Effectiveness
IMTP
Orgns. Upto Over Well Score
1-2years Growth Introductory
1year 2 years developed
KZN 29 (83%) 5 (18%) 3(10%) 21 (72%) 19 (66%0) 8 (28%) 2 (6%) 427
JT 16 (46%) 3(19%) 2 (12%) 11 (69%) 9 (56%) 6 (38%) 1 (6%) 191
QCs 22 (63%) 3 (14%) 2 (9%) 17 (77%) 16 (73%) 5 (23%) 1 (4%) 251
TPM 19 (54%) 4 (21%) 2 (11%) 13 (68%) 8 (39%) 9 (50%) 2 (11%) 2.78
5-S 32 (91%) 3(9%) 6 (19%) 23 (72%) 21 (66%) 7 (22%) 4 (12%) 3.65
SMED 7 (20%) NIL 2 (29%) 5 (71%) 1 (20%) 6 (80%) NIL 1.10
PKYK | 11 (31%) 1 (9%) 2 (18%) 8 (73%) 7 (64%) 3(27%) 1 (9%) 1.65
ZDS 13 (37%) 3(23%) 3(23%) 7 (54%) 5 (38%) 7 (54%) 1 (8%) 1.32
WITS | 24 (69%) 3(13%) 3 (13%) 18 (74%) 17 (68%) 7 (32%) NIL 2.56
CM 13 (37%) 4 (30%) 1 (8%) 8 (62%) 7 (54%) 5 (38%) 1 (8%) 1.20
For abbreviations pl refer to section 2.
Table 2. Statistical Tables.
Statistic
Multiple Hol Ho2 Ho3
regression
Multiple R 0.297 0.328 0.363
R? 0.088 0.108 0.131
Adjusted R? -0.033 0.021 0.016
Std. Error 1.0908 0.661 0.299
F test Reg Res Reg Res Reg Res
D.of. 4 30 30 4 30
Sum of sgs 3.457 35.696 1.633 13.529 0.405 2.678
Mean sq 0.864 1.190 0.544 0.436 0.101 0.089

to saying that the coefficient of each independent
variable in the multiple regression eguation is equal to
Zero.

The hypothesis is tested using multiple regression and
F statistics. At 5% level of significance, the hypothesis is
found statistically accepted (Table 2). This means the
overall effect of the four independent variables on the
effectiveness of JMTPs is insignificant. This might have
happened due to either insufficient data or the fact that the
overall culture of an organization matters a lot in how
JMTPs perform.

4.3. Triggers, Facilitators, Barriers, Outputs, and Benefits

Triggers of any process are the factors responsible for
its initiation. The major factors that have been considered
important, based on this study and as extracted from the
literature, for the initiation of various JMTPs include the
need (a) to reduce manufacturing cycle time, production
cost, waste, and inventory, and (b) to improve on
production flexibility, size of the organization, and market
share. Initiatives were aso taken to implement IMTPs, as
this was insisted by the customers or by the presence of a
joint venture with a foreign company, particularly from
Japan. The need to reduce waste, production cost, and

inventory has scored high (mean scores as 4.48, 4.22 and
4, respectively) on a 5-point scale of importance. Wheress,
presence of ajoint venture, concern over declining market
share, and customers’ insistence were rated on the lower
side of the scale with mean scores as 2.58, 2.48, and 2.29,
respectively. The aim of reducing manufacturing cycle
time, enhancing production flexibility, or right sizing an
organization, has played an important role in JMTPs
implementation, but scoring only between 4 and 3 on the
scale.

Eight factors were considered as facilitators in the
implementation of various JMTPs. In order of their
increasing importance (on a 5-point scale), the factors are
incentives given to employees, organizational structure,
linking business goals to JMTPs, organizational and
individual discipline, interna & external benchmarking,
top management initiatives, effective communication, and
training programs.

The respondents were found reluctant in mentioning
barriers to IMTPs implementation. This hesitation can be
understood because identification of any such factor may
reflect some negative aspects of their organization's
policies. Five factors are, however, considered by them as
barriers to JMTPs implementation. Resistance from
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employees and lack of expertise have emerged out as the
two most obstructing factors with their respective mean
scores as 2.32 and 2.12 on a 5-point rating scale. The other
barriers that have been found relatively less influential are
changes required in the organizational structure (2.03),
perceived cost of implementation (1.97), and lack of
commitment at the top management level (1.90). Literature
reports severa barriers in JIMTP adoption in India. For
example, regarding implementation of TPM in the Indian
context, a study [24] finds TPM by no means an easy task
asavariety of internal and external barriers exist.

Outcomes of JIMTPs implementation have been
measured in the form of production-related outputs (more
of quantitative nature) and benefits (more of qualitative
nature). Figure 1 presents the mean score of each output,
as obtained through the responses measured on a 5-point
scale. Inventory levels, overtime requirements, raw
materials consumption, maintenance costs, workforce
requirements, and manufacturing cycle time have
decreased marginally or significantly as a result of using
one or more JIMTPs. On the other hand, IMTPs have
resulted in the improvement of product quality, on-time
deliveries, and output per shift. A worldwide scenario of
Japanese production and manufacturing techniques has
been presented by Blakemore [25], and is supporting the
findings of this study. Higher quality levels, lower costs
and shorter production times are highlighted as the major
outcomes of implementing such techniques all over,
including the countries like USA, France, Australia, China
and Germany.

The respondents were also asked to show their degree
of agreement on a similar 5-point Likert scale with the
statements regarding the benefits of the JIMTPs being
practiced in their organizations. The results indicate that
organizations have experienced improvement in team
coordination, employees efficiency, employees ability to
take initiatives, work culture, sense of responsibility
among the employees, employees motivation and morale,
quality consciousness, customer-orientation, profit margin,
and market share. Employee turnover, absenteeism, and
number of complaints from the customers were found
decreasing in the organizations practicing one or more
JMTPs (Figure 2).

Factors responsible for taking an initiative to
implement a IMTP and for facilitating or obstructing this
implementation may be diverse for different organizations,
but each organization looks forward to many returns as
possible. It is quite rational to assume that such factors
have some effect on how productive and beneficial a
JMTP is. Statistical investigation to this effect, therefore,
seems to be justified at this juncture. Two null hypotheses
regarding outputs and benefits, Hy2 and H(3 respectively,
were formulated and tested on the same lines, as was done
for Hol. The combined effect of the facilitators, triggers,
barriers, and stage of development is examined on the
outputs and benefits separately, using multiple regression
and F statistic. It is found that the combined effect of the
four variables on the outputs and the benefits are
statistically insignificant (Table 2). The results, however,
do not appear to be in line with a non-statistically assumed
relationship among such variables. Apart from the
inadequacy of data, leaving many other variables out of the
study may have a significant bearing on these results.

Organization culture, the manner in which a JMTP is
implemented, and whether an organization is public,
private, national, or multinational, are examples of those
variables.
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4.4. Correlations

Finally, acorrelation analysisis conducted to determine
the mutual relationships and their directions among the
variables involved in the study. Triggers, facilitators,
barriers, effectiveness, outputs, benefits, stage of
development, age of the joint venture, annual turnover, and
size of the organization have been considered for this part
of the analysis. At 5 % or better level of significance, only
three relationships were found significant. These
relationships are between benefits and outputs (0.417,
p<0.05); age of joint venture and stage of development
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(0.499, p<0.01); and annua turnover and barriers (0.467,
p<0.01). A significant positive correlation between the
outputs and benefits of IMTPs seems to be justified, as
these variables are, in fact, two different forms of the
results that an organization achieves through
implementation of IMTPs.

Age of the joint venture in an organization and the
stage of development of the IMTPs implemented there are
also found to co-vary in the same direction. Reasoning
behind this relationship may be that a foreign partner,
which has aready reaped the benefits of IMTPs in its
home country, attempts to incul cate the same culture in the
Indian company, too. However, in the section that deals
with triggers, it was reveaed that a joint venture with a
foreign company has not been a major factor responsible
for IMTPs implementation in the Indian companies. These
two findings related to a possible relationship between the
presence of ajoint venture and IM TPs effectiveness reflect
some contradiction. The importance of a joint venture was
measured along with eight other factors. So it is possible
that this factor scores relatively lower than some others on
the importance scale. This argument is supposed to remove
the element of contradiction referred above.

Annual turnover of an organization and barriers to
JMTPs implementation are surprisingly found correlated
and that too with a +ve sign. Apparently, going for a
JMTP, even on an experimental basis, is easier for a
company with a high turnover as it can safely absorb
adverse (financial) results, if any. On the other hand, three
out of the five barriers identified in this study, namely,
resistance from employees, lack of commitment at the top
level, and fear of organizational changes, might be more
dominating as barriers in companies with high turnover. If
this is true, it may be accepted that the higher the annual
turnover the stronger are the obstructions in IMTPs
adaptation.

5. Conclusions

The manufacturing sector is so vast and diversified that
the findings of any study, based on a small sample and
with the inclusion of only a limited number of variables,
cannot be safely generalized for the whole sector. This
study also has a limited scope of application for the same
reasons. It is, however, believed that the findings of this
study shall be useful as suggestive guidelines for those
manufacturing organizations in the country that are
planning to implement Japanese manufacturing techniques
and practices in order to enhance their productivity and
improve competitiveness. The major findings are listed
below.
¢ 5-Sisthe most widely used techniques followed by
Kaizen. Effectiveness-wisg, it is the other way round.
JIT and CM are on the lower end of the effectiveness
scale.
¢ The need to reduce waste, production cost, and
inventory has triggered the implementation of IMTPs
in most of the cases.

¢ Resistance from employees and lack of expertise have
emerged out as the mgjor barriersto IMTPs
implementation, whereas training programs and
effective communication channels have facilitated the
implementation process most.

e Improved product quality, increased on-time deliveries,
and reduced inventory levels have been the major
outputs of IMTPs implementation. Team spirit, quality
consciousness, and attitude towards work have also
improved.

e The combined effect of the stage of development,
annual turnover, facilitators, and size of the
organization on effectiveness of aJMTP are
insignificant.

o Thefacilitators, triggers, barriers, and stage of
development combined together do not make any
significant effect on the outputs and benefits of IMTPs.

o The correlations between benefits and outputs; age of
joint venture and stage of development; annual
turnover and barriers are found positive and significant.

Based on the analysis and interpretation of the data, this
may be concluded that achieving successful
implementation of Japanese techniques and practices is not
an issue for Indian manufacturing. The issue is, however,
how to harbor such practices for the long-term growth and
benefit of the organizations on the whole. The study,
therefore, recommends that organizations intending to go
for any IMTP should first understand the need to use that
JMTP and its application, prepare for its adaptation, and
then identify the ways and measures required for its
successful implementation.
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Abstract

Extracorporeal shock wave lithotripsy (ESWL) employs high-energy shock waves that propagate through the body and focus
on the stone to break it into small grains, which travel out of the body along with the urine. The distance between lithotripsy
long-life electrodes tends to vary after every session. This variation causes an associated pain for the patient, and hence the
need for re-calibration and adjustment of the distance. Both manual calibration and adjusting procedure are time wasting,
inaccurate, and must be performed by an expert operator.

In this paper, a mathematical model has been developed to predict the number of shocks needed for every patient, depending
on input information regarding his age, stone size, and location. An automatic adjustment procedure for the distance between
electrodes, utilizing a proportional integral derivative controller, is also proposed in order to increase treatment effectiveness
and to reduce patient pain. This also enables better planning of treatment and allows the possibility for any operator to use,
and thus resulting in a better utilization of apparatus. Results from trials in a hospital were adequate, and the experimental
data matched those predicted by the model.
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1. Introduction

Extracorporeal Shock Wave Lithotripsy is a technique
for destructing stones in the kidney and ureter into smaller
particles that can be disposed of by the urine system, and
this spares the patient the agony of surgery. This technique
still imposes some pain and problem in the planning
procedure [1]. Several researchers have proposed models
to reduce the amount of pain and wasted time
accompanied this process [2, 3]. There are two main types
of lithotripsy electrodes which are used in hospitals and
clinics: the first type is the disposable electrode shown in
Figure la, which has the function of discharging the
electrical shock wave, and this type is used for only one
session. The other type is the adjustable electrode, shown
in Figure 1b and known as the long life electrode where it
can be used up to 50 sessions. Both electrodes could be
either flat or conical depending on the electrode shape. In
this paper, the second type has been investigated where a
new method for automatically adjusting and controlling
the distance or the gap between the electrodes is presented
(Refer to Figure 1).

At present, the non-disposable long life lithotripsy
electrode gap is adjusted manually by the doctor or the
physician where it can be performed by placing a
calibrated and a well-known thickness of metal sheet
directly in the gap between the electrodes heads and
manually adjusting the venire to the desired thickness [4].
This process is time consuming and exposes the patient to
more pain than necessary. The main objective of this

" Corresponding author. jian@hu.edu.jo

research is to introduce a scientific and a reliable way to
automatically control and adjust the long life electrodes.
This should increase the treatment effectiveness and
further reduce patient's pain.

(@

(b)

Figure 1. (a) Disposable Electrodes, and, ( b) None disposable
Electrodes [5].

2. Treatment Process

The process of removing a stone from the kidney or
from the ureter without the need for an open surgical
technique is known as lithotripsy, which is a non-invasive
surgical technique. The technique involves disintegration
of the stone in vivo, so that it can pass through the urinary
tract in the form of small particles, the passage of which
doesn’t result in sever discomfort or disability. The
treatment process can be planned ahead depending on
patient weight, sex, and type of stone [2, 3]. This planning
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will indicate more accurately the times when the automatic
adjustment should take place [4].

In percutaneous lithotripsy, a probe is guided under X-
ray fluoroscopy through a small incision into the location
of the kidney stone. Mechanical shock waves are produced
at the tips of the probe by a controlled electric-discharge
(spark), or the probe contains an ultrasonic transducer that
produces ultrasonic waves. Each of these forms of energy
is used to break up the kidney stone, so that it can be
withdrawn in pieces through the probe guide element or
can be allowed to pass through the urinary tract.

Extracorporeal shock wave lithotripsy generates high-
pressure waves outside the body which can be focused at a
specific site with in the body called the Focal Point (F 2).
This focal point is important and is needed throughout the
treatment process in order to concentrate and direct the
shock wave energy on the stone, so that a maximum
fragmentation can occur to the stone with minimum pain
and discomfort to the patient [6]. The variation of the size
of the focal point results in variation to the energy density
[7], and hence the total energy being delivered to the
desired treatment area, as shown in Figure 2a and 2b.

400

Pressure (MPa)
w00 300

100

400

Pressure (MPa)

(©)

Figure 2. (a) High energy density for a fine focal. [ 7 ], (b) Same
total energy distributed over a larger focal point. [ 7 ]

Many mechanical shock waves are produced at one
focus of an ellipsoidal reflector such that these waves
converge to another focal point several centimetres away
from the reflector. The reflector and the patient are
submerged in demineralised, degassed water in such a way
enabling the patient to move until the stone is located at
the focal point of the shock wave. This positioning of the
patient is critical, and a biplane X-ray system is used to
establish the position of the stone at the focal point as well
as to monitor its disintegration.

A high-voltage pulse (approximately 20 kV) is applied
to the spark gap, and the discharge produces a shock wave
that propagates through the water to the focal point. The
patient is placed on a gantry support that can be precisely
positioned as the operator observes the stone on the
biplane X-ray monitors. Once the patient is approximately
positioned, multiple-shock waves are generated by
multiple discharges across the spark gap. Up to 2000 shock
waves may be necessary to reduce kidney stone down to
one to two millimetre fragments that can pass through the
urinary tract. With this treatment, most patients are able to
resume full activity after two days. This considerably
reduce the needed time than surgical treatment by
lithotomy would entail. Although the apparatus is complex
and expensive to purchase and operate, the overall savings
for the patient and the health-delivery system are clear [1,
8].

2.1. Energy and Number of Shocks

Depending on many factors, doctors can determine the
appropriate energy of each shock (kV) and the
corresponding number of shocks, which can be used as the
input to the lithotripsy instrument. From 2% factorial
design, the most significant factors on ESWL outcome are
related to the stone and to the patient. Doctors depend on
these factors to determine the appropriate energy of each
shock (kV) and the corresponding number of shocks.
These factors are:

e Factors related to the patient such as age and condition
of patient.

e Factors related to the stone such as, diameter,
composition, location, and number of stones.

The stones may have different shapes and different
diameters. Figure 3 illustrates some of the stones found in
human bodies. Generally, stones with diameter below 2cm
can be successfully treated with ESWL. On the other hand,
specialists recommend that stones with greater diameter
should not be treated with the ESWL. A stone located in
the kidney is known as renal calculi while the stone
located in the ureter is known as ureteric calculi.

2.2. Collecting Data and Analysis

Several data were collected from wvarious -clinical
centres taking in mind the factors mentioned earlier [9, 10,
and 11]. Tables 1 ,2, and 3 illustrate these data. It is
obvious that the location of the stone, its size, and age
effect the treatment process in terms of number of shocks
and the energy given in (kilo Volt; kV). Design Ease
software package [12] and statistical analysis [13, 14, 15,
and 16] have been used where factors such as patient age,
stone location, and stone diameter are considered as input
variables while the number of shocks is considered as the
output.

The results with all factors and coefficients are
illustrated in Table 4-a and Table 4-b:

From these tables, a relationship can be derived
between the patient age (A), stone position (B), stone
diameter (C), and the number of shocks (N) given to the
patient as illustrated in Equation 1 below:

N =2350+225% A+725* B+1075*C+100* 4 *

M
B+ 100% 4*C+350%*B*C+75* A*B*C
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It can be noted that:

1. Sum source squares values are as follows C>B and
B>B*C and B*C>A

2. Coefficients values are as follows C>B and B>B*C
and B*C>A

3. The most significant factors affecting ESWL outcomes
are: stone diameter, stone position (or location), and
position-diameter (location-diameter), and patient age.
So we choose these factors for the next step of analysis.
This is shown in Figure 3 and Figure 4.
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Now we will conduct analysis of variance the selected
factorial design.
Through close inspection of Table 5-a, Table 5-b and
Table 5c¢, it could be noticed that:
1. The Model F-value of 54.27 implies that the model is
significant, and there is only a 0.39% chance that a
"Model F-Value" this large could occur due to noise.

II. Values of "Prob > F" less than 0.0500 indicate model
terms are significant, in this case B, C, BC, and A are
significant model terms, values greater than 0.1000
indicate the model terms are not significant.

II. The ‘pred R-squared’ of 0.9031 is in reasonable
agreement with the ‘Adj R squared’ of 0.9682.

IV. Adeq precision’ measures the signal to noise ratio. A

ratio greater than 4 is desirable, and the ratio of our

design is 19.597 indicating an adequate signal.

This leads to the Equation 2 of the number of shocks
(N) in terms of Coded Factors:

Number of Shocks = 2350 + 225*% 4 +
725*B + 1075*C + 350*B*C

B~

@
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+
@ 0
+
In_1 Integral Sum out.1
Lﬁﬁ dufait F
2 Derivalive
(2)
f Power
Gain Amplifier
E

Motor

(0] Gear

m

(b)
Figure 5. (a) Block diagram of PID controller, (b) Block diagram
of plant (power amplifier, stepper motor, and gear).

Table 1. Data regarding patient age, location and number of
shocks [9]

us b—»
Ol

5 g g 2

[=} -
s | 2 |E.| 25 |2
St | % | 2E | z2e | &
2| 2 |SE| 528 |5
£ g £ 25N o
s & &2 3 z

Z

18 Kidney 2 800 1
90 Kidney 2 1000 1
18 Ureter 2 1500 1
90 Ureter 2 1800 1
18 Kidney 20 2200 2
90 Kidney 20 2500 2
18 Ureter 20 4000 2
90 Ureter 20 5000 2

The following conclusions can be derived from the
previous equations and analysis:
1. The numerical estimates of the effect indicate that the
effect of stone diameter (C) is large and has a positive
direction (increasing C increases number of shock), since
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changing stone diameter from low (2 mm) to high (20 mm) 3. Model Construction
changes the number of shocks by 1075 shocks.
Table 2. Data regarding patient age, location and number of From 2* factorial design the most significant factors
shocks [10] affecting ESWL outcome are patient age, stone position,
age-and-position interaction, and stone size. In LABVIEW
=] . .
_ e g software, the patient age and the stone size are selected
§ § % £ A g Table 3. Data information regarding patient age, location and
z § % f g 2 number of shocks [11]
) o= Q o) o —_
b (=
= =} )] & = g N
2 8 o s 2 2 E El 2
s n =) S &% o & g S
= 2 S <t S £ =g 2
i 3 a 254 <
30 | Kidney 5 1200-1500 1 A o P g3 g
5 S
30 | Ureter 5 2000-2200 1 @ @
30 | Kidney | 10 1800-2000 1 10 | Kidney | 5 2000 1 12
30 Ureter 10 2000-2500 1 10 | Ureter 5 2000 1 12
Ki 1 =22 2
30 | Kidney > 00 10 |Kidney| 10 2000 1 12
30 Ureter 15 = 4000 2
30 Kidney 20 =200 5 10 | Ureter 10 2000 1 12
30 Ureter 20 = 5000 2 10 | Kidney 15 2000 2 12
10 | Ureter 15 2000 2 12

2. The numerical estimates of the effect indicate that the
effect of stone position (B) is large and has a positive 10 |Kidney| 20 2000 2-3 12
direction (increasing B increases number of shock),

since changing stone position from low (kidney) to 10 | Ureter | 20 2000 23 12
high (ureter) changes the number of shocks by 725 10 [Kidney| 25 2000 34 7
shocks.
3. The numerical estimates of the effect indicate that the 10 | Ureter 25 2000 3-4 12
effect of position-diameter (B*C) is large and has a
positive direction (increasing B*C increases number of 10 | Kidney | 30 2000 >5 12
shock), since changing stone position-diameter from
low (kidney-2mm) to high (ureter-20mm) changes the 10} Ureter 30 2000 =3 12
number of shocks by 350 shocks. 20 | Kidney 3 2000 1 13
4. The numerical estimates of the effect indicate that the
effect of patient age (A) is large and has a positive 20 | Ureter 5 6000 1 18-20
direction (increasing A increases number of shock),
since changing patient age from low (18 years) to high 20 | Kidney 10 4000 1 18
(90 years) changes the number of shocks by 225 70 | Ureter T 5000 T 1530
shocks.
5. The most significant factors are stone diameter and its 20 |Kidney| 15 24000 D) 18
location while the patient age has less effect on the
number of shocks given to the patient. 20 | Ureter 15 6000 2 18-20
6. This result agrees with the practical specimens _
collected from various medical centres as shown 20 | Kidney | 20 4000 2 18
carlier. 20 | Ureter | 20 6000 2 18-20
The best method used to study the factors that vary
together is the factorial design method, where the most 20 |Kidney| 25 4000 3 18
important benefits from the process are that any operator
can treat the patient without the need for high experience 20 | Ureter 25 6000 3 18-20
to determine number of shocks and energy of each case. 20 [Kidney| 30 2000 =3 s

20 | Ureter 30 4000 >5 18-20
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Table 4a.Analysis of variance for all factors.

To be the inputs while the number of shocks is the output.

Table 5a.Analysis of variance for selected factorial design

Model Sum of DF |Mean Square|F Value | Prob>F
Squares
Intercept 1.484E+007 4 3.709E+006 | 54.27 0.0039
A 4.050E+005 | 1 | 4.050E+005 | 5.93 0.0930
B 4.205E+006 1 4.205E+006 | 61.54 0.0043
C 9.245E+006 1 9.245E+006 | 135.29 0.0014
BC 9.800E+005 1 9.800E+005 | 14.34 0.0323
Table 5b. data analysis.
Std. Dev 261.41
Mean 2350.00
R-Squared 0.9864
Adj R-Squared 0.9682
Pred R-Squared 0.9031
Adeq Precision 19.597
Table Sc. Standard error of data
Coefficient | Estimate | DF | Standard | 95% CI | 95% CI VIF
Factor Error Low High
Intercept | 02350.0 1 92.42 2055.87 | 2644.13 1.00
A-Age 225.00 1 92.42 -69.13 519.13 1.00
B-Position | 725.00 1 92.42 430.87 | 1019.13 | 1.00
C-Diameter| 1075.00 1 92.42 780.87 | 1369.13 1.00
BC 350.00 1 92.42 55.87 644.13 1.00

R The Model was obtained using Mathcad as follows:
2 £
= E 3 3 18 2 600
] @3 = 3
s s E / =
£ 4 g 26 4 1000
7 =
7] 34 6 1400
1.504E+7 7 2.149E+6 0 3 2000
50 10 2200
A 4.050E+5 1 4.050E+5 MAD= VN=
58 12 2200
B 4.050E+6 1 4.205E+6
64 14 2500
C 9.245E+6 1 9.245E+6 72 16 3500
A*B 80000.00 1 80000.0 80 18 4000
90 20 4000
A*C 80000.00 1 80000.0
=1 Span =0.75
B*C 9.800E+5 1 9.800E+5 The answer of the regress are the coefficients:
A*B* 45000.00 1 45000.0 3
3
C
R MAD,Vn,
egressl(< 8 n | K
Table 4b.Factor estimates and their coefficient. =
-13.41 a;
Factor Estimate Coefficient
-315.513 a,
Intercept 2350.00
A-Age 225.00 -346.667 2
B - Position 725.00 The equation:
C- Diameter 1075.00 ber of Shocks =N = 546.667-31041*A+315.513*
A*B 100.00 Number of Shocks =N = 546.667- +315.513*D
*,
/];*g ;2888 Where, A is the patient age,
A*B*C 75.00 D is the stone diameter

4. Proportional Integral Derivative (PID) Controller

The distance between the two electrodes has to be
automatically adjusted using a closed loop control system.
This process will keep the focal point F', in the optimal
position to minimize the pain and discomfort to the patient.
An automatic control model of distance between the
electrodes is simulated, using MATLAB, and SIMULINK
was used to visualize the performance of the controller; the
design is simulated as a closed loop control system
containing controller, plant, and sensor unit.

The PID controller combines the proportional (P), the
integral (I), and the differential component (D) as Figure
Sa and Figure 5b show. The manipulated value y is given
by Equation 2 and further simplified into Equation 3 [17,
18, and 19]:

1 dx,
y—KP.xd+ijd.dt+Kd. - 3)

1

_ 1 dx,
y=K, xd+ijd.dt+Td.7 “4)

r
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Where

y = Controller output

K, = Proportional gain.

T; = Integral time.

K4 = Derivative action coefficient.

T, = K,T; Reset time which is the period by which the
PI controller is faster than the I Controller.

Ty = Ky¢/K, the time needed to get the wanted
manipulated variables using D component earlier
than when using the PI controller.

Stepper motors are low-cost solution for position control
and inherently high torque/position gain resulting in
excellent holding torque. The electrical torque acts to
increase rotational speed (o), while the mechanical torque
acts to slow it. The net accelerating torque in the machine:
Torque=moment of inertiax accleration

Tnet =JXa (5)
dw
T =JX — 6
net [ dt j ( )
_ d*(6)
T =% =5 )
Where:

T, : net accelerating torque in machine(N.m.s)

J : moment of inertia for the machine(N.m.s%).

o : rotational acceleration (rad/sec?).

0 : phase angle of a rotating machine(rad) .

Assuming a constant field current and a constant flux @,

em(t):K.CI).@:Km.M ®)
dt dt

where:

em(?) is the back electromotive force (V).

K is the motor parameter

K, is a function of the permeability of magnetic

material.

Then, by Laplace transform;

E (s

O _g w(8) ©)
0(s)

The armature current is related to the input voltage
applied to the armature as

E,(s)=(R,+L,.s).1,(s)+E () (10)

1,(s) _
{E()-E,(5) } (R,+L,.5)

G\(s)= (11)

Where:

1, is the motor armature current
E, is the motor input voltage
The armature current would be:

E (s)-E (s)
I (s)="2a22 Zmi2J 12
() R +L,.s (12

The torque developed by the motor is assumed to be
related linearly to @ and to the armature current as follows

T®W=K.0. Lg=K..Lg() (13)
By Laplace transform:

T(s) = K, 1,(s). (14)

The load torque for motor

d’e do
JEZ=T(t)-B (15)
dr’ © dt
Where,
B is the air friction and bearings friction (Damping
coefficient) .
d’e _de
Tr@e)=J +B— 16
O)=J—5+B— (16)
Laplace transformation yields:
T(s)={J. s>+ B(s)}.6(5) (17
(s 1
G,(s)= &) ; (18)
T(s) J.s +B(s)
T
0(s) = Z(—S) (19)
J. s> +B(s)
Where O is the angle of Rotation:
We can get the motor transfer function:
G(s)= b (20)
E,(s)

G (s) = K, .G/ (s).G,(s) @1
1+ K,.G,(s).G,(s). H(s)

K, (22)
L,.s+(B.L,+J.R).s>+(R, +KK,).s

G(s)=J

But L, is small enough so it can be ignored;

K
G(s) = . c (23)
J.R .s>+(R, +K..K,).s

In order to move the two electrodes simultaneously,
each with half the required distance, using only one
stepper, we need to redesign the whole electrode set which
will complicate the design and will deprive the current
instruments from utilising the benefit of automatic control.
We decided to use two separate stepper motors; one for
each electrode, and thus the movement expected of each
stepper will be half the required distance. The plastic
covering of the mechanism is removed, and each stepper is
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coupled to the corresponding electrode mechanism through
a screw and gear whose transfer ratio (coupling ratio)
enables very fine adjustment. This modification can be
suggested to the industry to modify the design of the
electrodes set to allow for both manual and automatic
adjustments.

5. Results and Discussion

The resulting model for computing the number of
shocks as a function of patient age (A) and stone diameter
(D) is given as:

Number of Shocks = N =
24
546 .667 — 31041 * 4 + 315.513* D

Now, to obtain the equation that relates the distance to
the number of shocks, we gathered data experimentally
from Arabic Centre of Lithotripsy (Al-Khalidi Hospital)
by measuring the distance between the two electrodes after
number of shocks at certain kV. Sources of error include
personal, measuring, and random. The following tables
and figures show the Number of Shocks vs. Distance for
different values of kV.

Table 6a. Data of electrodes distance and Number of shocks at 16
kV.

Distance (mm) No. of shocks
0.0 0
0.41 200
0.5 450
0.58 700
0.65 1000
0.69 1500
0.89 2000
0.95 2500
0.97 3000

Table 6b. Data of electrodes distance and Number of shocks at 18
kV.

Distance (mm) No. of shocks

0.0 0

0.05 250
0.17 500
0.49 1000
0.77 1500
0.97 2000
1.17 2500
1.27 3000

The same behaviour is observed from Figure 6 at
different voltage values (kV). Depending on this trend, a
fitting curve is obtained for different high voltage values
and shown in Figure 7.

Table 6¢. Data of electrodes distance and Number of shocks at 20
kV.

Distance (mm) No. of shocks (shocks)

0.0 0

0.32 250
0.47 700
0.57 1000
0.79 1500
1.17 2000
1.52 2500
1.88 3000

6KV = 1220527 +46338 ¢ +22559% - 44.44

¥ of Shocks R2=0.9988
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Figure 6. (a) Shows the relationship between the distance and
number of shocks for 16 kV, (b) Shows the relationship between
the distance and number of shocks for 18 k, (c) Shows the
relationship between the distance and number of shocks for 20 kV

The second half of the model, used in automatic
control, presents the relation between number of shocks
and distance between electrodes:

11

_ 3 2
Distance = 3.10 X 7

-2.10 ".x
‘ 23)

+ 0.0007 . X + 0.0529

Where X is the number of shocks.

Any operator can safely use the software interface of
the mathematical model as Equation 24 shows, where
patient age and stone size are provided to calculate the
suitable number of shocks which is, then, used to find the
corresponding distance (AD) from Equation 25. The PID
controller compares this distance with the safe distance
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(AD > ADyg,.) so that when exceeded, it forces the
electrodes to return to the reference distance.

distance 3E

¥y o= A x? o 2E-0T7xT+ 00007

9 + 0.0529
RZ=10.8474

a 1000 2000 3ooaq
Moof

Shocks
Figure 7. Shows fitting curve relationship between the distance
and number of shocks for various kilo Volts.

6. Conclusion

This paper shows that this process has derived a
mathematical model that is integrated into a software
interface, which allows any operator to treat the patient
without the need of highly experienced professionals to
determine number of shocks for each case on one hand. On
the other hand, and as a consequence, this process will
automatically and accurately keep the focal point F; in the
optimal position which minimizes patient pain and
discomfort and saves precious time wasted on calibration
conducted by professionals.

The system has been on trials in a number of hospitals
and has shown good results. Predictions have, always,
been confirmed by professionals and no confliction was
reported. The model and control system could be
integrated into an expert system, which will enhance
performance with time.
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Abstract

Thereis an increasing interest in India to search for suitable alternative fuels that are environmental friendly. Environmental
concerns and limited amount of petroleum resources have caused interests in the development of alternative fuels for internal
combustion (IC) Engines. As an alternative, biodegradable, renewable and sulphur free biodiesel is receiving increasing
attention. The use of biodiesd is rapidly expanding around the world, making it imperative to fully understand the impacts of
biodiesel on the diesel engine combustion process and pollutant formation. Biodiesel is known as the mono-alkyl-esters of
long chain fatty acids derived from renewable feedstock, such as, vegetable oils or animal’s fats, for use in compression
ignition engines. Therefore, in this study, different parameters for the optimization of biodiesel production were investigated
in the first phase, while in the next phase of the study performance test of a diesel engine with neat diesel fuel and biodiesel
mixtures was carried out. Biodiesel was made by the well known transesterification process. Cottonseed oil (CSO) was
selected for biodiesel production. The transesterification results showed that with the variation of catalyst, methanol,
variation of biodiesel production was realized. However, the optimum conditions for biodiesel production are suggested in
this paper. A maximum of 76% biodiesel was produced with 20% methanol in presence of 0.5% sodium methaoxide. The
engine experimental results showed that exhaust emissions including carbon monoxide (CO), particulate matter (PM) and
smoke emissions were reduced for all biodiesel mixtures. However, a slight increase in oxides of nitrogen (NOx) emission
was experienced for biodiesel mixtures.

© 2009 Jordan Journal of Mechanical and Industrial Engineering. All rights reserved
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1. Introduction

New and renewable alternative fuels as a substitute for
petroleum-based fuels have become increasingly important
due to environmenta concerns, unstable costs and
transportation problems. One of the renewable aternative
fuels is bio-diesel, which is domestically produced from
new or used vegetable oil and animal fat. Qil or fat reacts
with acohol (methanol or ethanol). This reaction is called
transesterification. The reaction requires heat and a strong
catalyst (alkalis, acids, or enzymes) to achieve complete
conversion of the vegetable ail into the separated esters
and glycerin [9]. During the transesterification reaction,
glycerin is obtained as a by-product. It is used in
pharmaceutical, cosmetic and other industries [1, 2]. Not
only can bio-diesel be used alone in neat form but it can

" Corresponding author. siva_appisetty1@yahoo.co.in

aso be mixed with petroleum diesel fuel in any
unmodified diesel engine[3].

Diesel fuel is very important for countries economy
because it has a wide area of usage such as long haul truck
transportation, railroad, agricultural and construction
equipment. Diesel fuel contains different hydrocarbons,
sulphur and contamination of crude oil residues [4, 5]. But
chemical composition of biodiesd is different from the
petroleum-based diesel fuel. Biodiesel hydrocarbon chains
are generally 16-20 carbons in length and contain oxygen
at one end. Bio-diesel contains about 10% oxygen by
weight. Bio-diesel does not contain any sulfur, aromatic
hydrocarbons, metals and crude oil residues[10, 6]. These
properties improve combustion efficiency and emission
profile. Biodiesel fuel blends reduce particulate matter
(PM), hydrocarbon, carbon monoxide and sulfur oxides
[11]. However, NOx emissions are dlightly increased
depending on biodiesel concentration in the fuel [12, 13].
Due to the lack of sulfur biodiesel decrease, levels of
corrosive sulfuric acid accumulate in engine crank case oil
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[7]. Using biodiesel is abig advantage for countries where
petroleum is imported [14]. Many countries that import
crude petrol encourage the production of bio-diesel by
reducing taxes and by giving low interest credits.

Vegetable oils, the main source of biodiesel, have
considerably higher viscosity and density compared to
diesel fuel. Despite transesterification process, which has
a decreasing effect on the viscosity of vegetable ail, it is
known that bio-diesel still has some higher viscosity and
density when compared with diesel fuel [15, 16]. The
viscosities of fuels have important effects on fuel droplet
formation, atomization, vaporization and fuel-air mixing
process, thus influencing the exhaust emissions and
performance parameters of the engine. There have been
some investigations on using preheated raw vegetable oils
such as pam and jatropha oil in diesel engines [8,17].
However, it is known that vegetable oils have considerably
higher viscosity compared with diesel fuel. It was
declared that CO, HC and particul ate matter emission were
improved because preheating reduced the viscosity of raw
vegetable oil to almost the level of diesel fuel and caused a
better combustion [18].

In the present investigation different parameters for
biodiesel production have been investigated and the effects
of viscosity of cottonseed oil methyl ester (CSOME),
which is decreased by means of preheating process, on the
performance parameters and exhaust emissions of a diesel
engine. For this aim, CSOME was produced by
transesterification method, using cottonseed oil and methy!|
alcohol, and its effect of reaction temperature, catalyst
percentages, alcohol percentages and reaction time for
optimum biodiesel production have been studied, and its
properties were determined.  Finaly, the results for
CSOME were compared with those for diesel fuel.

2. Production of Cottonseed oil Methyl Ester

The Transesterification process of cottonseed oil was
performed using 5g Sodium methaoxide as catalyst and
100ml methyl acohol per 1 litre pure cotton seed oil.
First, the cottonseed oil was heated to about 65-70°C in a
reactor with a capacity of about 40 litres.  Then, the
catalyst was mixed with methyl alcohol to dissolve and
added to the heated cotton seed oil in the reactor. After the
mixture was stirred for 1 h at a fixed temperature of about
70°C, it was transferred to another container and the
separation of the glycerol layer was allowed. Once the
glycerol layer was settled down, the methyl ester layer,
formed at the upper part of the container, was transferred
to another vessel. After that, a washing process to remove
some unreacted remainder of methanol and catalyst was
carried out, using distilled water and blown air. Then, a
distillation process at about 110°C was applied for
removing the water contained in the esterified cottonseed
oil. Finaly, the produced cottonseed oil methyl ester
(CSOME) was l€ft to cool down. The Chemical Equation
of Transesterification Process, Crude, Transesterified
(Biodiesel) of Cottonseed Qil and its by-product, and the
Production Process of CSOME are presented in Figurela,
Figurelb and Figurelc respectively.

CH-0-C=0 CH2-0H

ALAKALL |
0C=0 + METHANOL —* RC=0 + CH2-OH

\R ACID \\ |
(L(OL c <:' OMe CH2-CH

FATTY ACID METHYL GLYCEROL
TER

OILEAT B
(BI0-DIESEL)

(TRIGLY CERIDE)

(b)

Alcohol +  Catalyst
(Methyl Alcohol) ~ (NaOCH3)

Heating and stirring in Reactor
65-70°C
Vegetable Oil

(cottonseed oil) Esterification Glycerol

Sulfuric Acid (H,S04) Washing
(Ditillating Water and Blown Air)

Drying

Methyl Ester

©

Figure 1. (a) Chemical Equation of Transesterification Process,
(b) Crude, Transesterified (Biodiesel) Cotton Seed Qil and its by-
product, (c) The flowchart of the cotton seed oil methyl
ester (CSOME) production processes

3. Experimental Setup

A single cylinder 4-stroke water cooled diesel engine
developing 5.2 KW at 1500 rpm was used. Engine details
are given in Table 1. The schematic of the experimental
setup is shown in Figure 2 An eddy current dynamometer
was used for loading the engine. The fuel flow rate was
measured on the volumetric basis. Experiments were
initially carried out on the engine at all loads using diesel
to provide base line data. The engine was stabilized before
taking all measurements. Various blends of different
proportions of CSOME and diesel were used to run a
single cylinder ClI engine.
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Contral :|
Computer Panel ? ?
T5 @ T EGA SM
T2 @ Calorimeter T ? >
‘ Rotameter
®: Dynamometer :l: Engine  1— T1
|
| [ | [ | | <
Figure 2. Experimental Setup with main parts
Where,
T1, T3  Inlet Water Temperature 0C F2 Air Intake DP unit
T2 Outlet Engine Jacket Water Temperature °C PT Pressure Transducer
T4 Outlet Calorimeter Water Temperature °C Wt Load kg
T5 Exhaust Gas Temperature before Cal orimeter °C N RPM Decoder
T6 Exhaust Gas Temperature after Calorimeter °C EGA Exhaust Gas Analyzer (5 gas)
F1 Fuel Flow DP (Differential Pressure) unit  SM Smoke meter

4. Results and Discussions

4.1. Optimization of Different Parameters for Biodiesel
Production

The rate of conversion from CSO to CSOME depends
upon the different parameters like oil temperature, reaction
temperature, catalyst percentage, methanol percentage,
purity of reactants, etc. In thiswork, reaction temperature,
catalyst percentage and methanol percentage have been
investigated.

4.1.1. Reaction Temperature and Biodiesel Production

Figure 3. shows the effect of methanol percentages on biodiesel
production. The volumetric percentages of methanol were varied
from 15% to 25%. The weight percentage of catalyst (NaOCH3)
was fixed at 0.5%. The reaction temperature was varied from 45
to 60°C. The maximum bio-diesel yield was noticed at 20%
methanol. This was due to the fact that the 20% methanol has a
favorable influence on maximum bio-diesel production. A
maximum of 76% biodiesel production was observed at 20%
methanol and at a temperature of 55°C.

78
& 76
& 744
3 -% 72
g4 70 —a—15% CHIOH
$° ) —o—18%CH3OH
= B4 - ——20% CH30H
52 | ——25% CHI0H
£0 . . . ’
40 45 43 50 53 55 55 B0 65

Figure 3. Effect of Temperature on Bio-Diesel Production
(NaOCH 3=0.5%)

Table 1. Experimental Setup Specifications.
Four-stroke, single cylinder, constant speed,

Engine water cooled Diesel engine

Maximum

Power/ HP 5.2 KW @ 1500 RPM/ 7.2 HP

Borex Stroke  87.5x 110 mm

Compression .

Ratio 1751

Dynamometer =~ Eddy current dynamometer with loading unit

4.1.2. Influence of Catalyst Percentage and Biodiesel
Production
Figure 4. Depicts the influence of catalyst percentages on bio-

diesel production. The weight percentages of catalyst were varied
from 0.5 to 0.75%. The optimum methanol percentage was kept

a0
2
[
55 70
23 .
= =2 a0 4 ——0. T M0 CHE
= —8— (0% N0 CHE
= 50 —— [0, 75 N0 CHE

40 45 48 350 53 55 58 60 65

Figure 4. Effect of Catalyst (NaOCH 3) Precentages on Bio-Diesel
(CH3;0OH=20%).

constant to 20%. It can be seen from the figure that with the
increase in lye catalyst, bio-diesel yield decreases. This may be
associated with the increase in the formation of wax. The
vegetable oil used in transferification process contains many free
fatty acids. The catalyst reacts with these free fatty acids and
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produces wax. A maximum of 76% bio-diesel yield was found at
0.5wt%. Catalyst and at a reaction temperature of 55°C. If the
weight percentage of catalyst is used below 0.5% the bio-diesel
production was found minimum. Thus 20% methanol and 0.5%
NaOCH 3 were chosen as the optimum percentages for biodiesel
production.

4.1.3. Influence of Reaction Time on Biodiesel Production

Figure 5 shows the effect of reaction time on bio-diesel
production. The catalyst percentage was set to 0.5. The reaction
temperature was kept at 55°C. It was found that when reaction
time increases, the bio-diesel production increases and reaches
maximum at about 8hrs. Then bio-diesel production decreases
with the increase in reaction time. When the mixture of CSO,
methanol and catalyst was kept for 24hrs, the bio-diesel
production was reduced to 70%. This was due to the fact that the
tendency of soap formation increases with the increase in reaction
time. It was found that for 8hrs the maximum bio-diesel
production was 76.5%.

o 4 =) 14.5 20 24
Reaction tirme [Hour )
Figure 5. Effect of Reaction Time on Bio-Diesel Production
(CH3;0OH=20%NaOCH ;=0.5%, Reaction Temperature 60°c).

4.2. Properties of Neat Diesel Fuel and Biodiesel
Mixtures.

Performance of Cl engine greatly depends upon the properties of
fuel, among which viscosity, density, cetane number, voldtility,
lubricity, calorific value, etc are very important. In this work the
effect of temperature on viscosity with neat diesel fuel and
different biodiesel mixtures have been investigated.

Viscosity and other properties of neat diesel fuel and CSOME
were determined by the authors and shown in Table 2. Regarding
volatility, there are no direct volatility data for bio-diesel, but it
can be explained with the help of distillation temperature. Since
diesel fuel (90% = 326°C, table 2) has lower distillation
temperature than that of biodiesel (90% = 361°C, table 2), neat
biodiesel has low volatility.

4.2.1. Viscosity as a Function of Temperature

One of the major interests of this work is bio-diesel viscosity.
Viscosity plays an important role of diesel combustion and
exhaust emissions. Figure 6 Shows the variation of absolute
viscosity of diesel and different bio-diesel mixtures with respect to
temperatures. It is clear from the figure that absolute viscosities
of neat diesel fuel and different bio-diesel mixtures decrease with
increased temperature and vise versa. By increasing the
temperature of the fluid, the inter molecular attraction between
different layers of the fluid decreases, thus viscosity decreases.

16 —a— Meat Diesel

—a— 10% CSOME
—a— 20% CEOME
—a— 30% CEOME
—— A0% CEOME
—e— 0% CEOME

Absolute Viscosity (CP)

kil 0 <0

Temperﬁure {“C)
Figure 6. Variation of Absolute Viscosity of different Diesel-
Biodiesel blends with respect to Temprature.

The figure also indicates that viscosity increases with the increase
of bio-diesel percentages. For proper functioning of the engine, it

is necessary to reduce the viscosity of afuel. Fuel with relatively
higher viscosity will not break into fine particles when sprayed.
Large particles will burn slowly resulting in poor engine
performance. On the other hand, if the viscosity is too low, the
fuel will not lubricate the moving parts of the injection pump and
injection nozzle. This causes rapid wear of those parts. For
operating, a temperature range of 20-40°C up to B50 (50%
CSOME) can be effectively used. For temperature range below
20°C, it is necessary to keep the bio-diesel percentages as low as
possible.

Table 2. Properties of neat diesel fuel and CSOME.

Properties Neat diesel CSOME ASTM
fuel Method

Chemical C 1400 H C s H -

formula 2478 10106

Kinematic 38 6.1 D445

viscosity

(mm?/s) at 40°C

Density (kg/m®) | 836 848 D 1298

at15°C

Higher calorific | 43,850 40,610 D 5865

value (KJKg)

Flash point (°C) | 55 200 -

Cetane number 49 53 D613

Cloud point (° -20 -2 D2500

o)

Pour point (°C) -24 -5 D97

Carbon mass 84.6 76.0 D3176

(wt %)

Hydrogen (wt 12.8 11.9 D3176

%)

Oxygen (wt %) 0.00 10.36 D3176

C/H ratio 6.32 6.11 D3176

Sulfur (wt %) 0.038 <0.004 D3176

Distillation (°C) | - - D86

10% 225 238 -

50% 268 290 -

90% 326 361 -

4.3. Optimization of Engine Speed

Figure 7. shows the brake thermal efficiency (BTE) with neat
diesel fuel at different engine speeds. To optimize the engine
speed, BTE versus engine speed curve has been drawn. The BTE
is defined as the actual brake work per cycle divided by the
amount of fuel chemical energy asindicated by the lower heating

z —+— Meat Diesal
= —a—10% CSOME
= 7 4
2
3
£ 191
[TN)

16 T T T T T T

700 800 400 1000 1280

Figure 7. Effect of Engine Speed on Brake Thermal Efficiency
(Load = 49N).
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value of fuel. Ascan beseenin thefigure, withtheincreasein
engine speed up to 850 rpm, the BTE increases. Thiswas due to
the fact that with the increase in engine speed, the output power of
the engineincreases. As power increases, the engine BTE
increases as well. The BTE of the engine decreases when the
engine was run at a speed above 850 rpm.

4.3.1. Brake Thermal Efficiency and Brake Specific Fuel
Consumption.

20
2 181
E 16
= 14
E 12
®E 10 .
5 = g —— BTE (Meat diesel)
= £ —8—BTE B10)
g 4 —a— BTE B20)
é 34 ——HBTE I:E3D]|
]
4 ] 13 17 22
Torque (M4}
€)
07 —e—hsft (neat diesel)
_ 0B —=— b (B0
<05 —a—hf (B20)
= 04 —=—hsft (B30)
20
< 03
(5]
& 0.2
o1
0
3 =

13 17
Torque {N-mj)

(b)
Figure 8. (a) Effect of Engine Torque on Brake Thermal
Efficiency (Engine speed 850rpm), (b) Effect of Engine Torque
on Brake Specific Fuel Consumption (Engine speed 850rpm).

Figure 8 (&) and (b). lllustrate the variation of BTE and brake
specific fuel consumption (BSFC) with engine torque using neat
diesel fuel and bio-diesel mixtures. Figure8-a. shows that the
efficiency increases with the increase in engine torque and, after
reaching maximum value, efficiency decreases with the increase
of torque. On the other hand, according to Figure8-b., BSFC
decreases with the increase in engine torque and becomes
minimum and then increases again. It can be seen from the figure
that in case of biodiesel mixtures, the BSFC values were
determined to be higher than those of neat diesel fuel, and thus
more biodiesel mixtures were required for the maintenance of a
constant power output. It is well known that BSFC is inversely
proportional with the BTE. From the figure, it was learned that
BTE with biodiesel mixtures was little lower than that of neat
diesel fuel. The dlight reduction of BTE with biodiesel mixtures
was attributed to poor spray characteristics, poor air fuel mixing,
higher viscosity, higher volatility and lower calorific value.

4.4, Exhaust Emissions with Neat Diesel Fuel and
Biodiesel Mixtures.

4.4.1. CO Emissions.

Figure 9. Shows the CO emissions of the neat diesel fuel and the
biodiesel mixtures. CO is an intermediate combustion product and
is formed mainly due to incomplete combustion of fuel. If
combustion is complete, CO is converted to CO,. If the
combustion is incomplete due to shortage of air or due to low gas

temperature, CO will be formed. Usudly high diesel CO
emissions are formed with fuel-rich mixtures, but as diesel
combustion is occurred with lean mixture and has an abundant
amount of air, CO from diesel combustions is low. The
comparative analysis of CO is shown in Figure9. For bio-diesel
mixtures CO emission was lower than that of diesel fuel, because
biodiesel mixture contains some extra oxygen in their molecule
that resulted in complete combustion of the fuel and supplied the
necessary oxygen to convert CO to CO,. Compared to neat diesel
fuel, 30% bio-diesel mixtures reduced CO emissions by 24%.

830 —e— C0 {neat Diesely
—a— 0 (B10)
—a— CO (B20)

g0 | Wﬁ —— CO (B30)

CO Emission {ppm]

730 T T T T

4 9 13 17 22
Torque {N-m)

Figure 9. Variation of CO emission with Engine Torque for Neat
Diesel and Bio-Diesel Mixture (engine speed 850rpm).

4.4.2. No, Emissions.

Figure 10. shows the effect of engine torque on NO, emission.
Naturally NOy emission increases with the increase in engine
torque. It is well known that nitrogen is an inert gas, but it
remains inert up to a certain temperature (1100°C) and above this
level it does not remain inert and it participates in chemical
reaction. At the end of the combustion, gas temperature inside
cylinder arises around 1500°C. At this temperature oxidation of
nitrogen takes place in presence of oxygen inside the cylinder. On
the other hand, since the formation of nitrogen oxides do not
attain chemical equilibrium reaction, then after the end of
expansion stroke when the burned gases cool and the formation of
NOy freeze, the concentration of the formed NOy in the exhaust
gas remain unchanged. FigurelO. also shows that NOy level was
higher for biodiesel mixtures than conventional diesel fuel at the
same engine torque.  This occurs due to the presence of extra
oxygen in the molecules of Bio-diesel mixtures. This additional
oxygen was responsible for extra NOy emission. Approximately
10% increase in NOy emission was realized with 30% biodiesel
mixtures. Reduction of NOx with biodiesel may be possible with
the proper adjustment of injection timing and the introduction to
exhaust gasrecirculation. (EGR).
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Figure 10. Variation of NOx emission with Engine Torque for
Neat Diesel and Bio-Diesel Mixture (engine speed 850 rpm).

4.4.3. PM Emissions.

Figure 11. Shows the PM emission with neat diesel fuel and 20%
biodiesel mixtures. The primary reason of the particulate
emission from Cl engine is improper combustion and combustion
of heavy lubricating oil. Diesel PM (some times also called diesel
exhaust particles (DEP)), is the particulate component of diesel
exhaust, which includes diesel soot and aerosols such as ash
particulates, metallic abrasion particles, sulfates, and silicates.
When released into the atmosphere, PM can take the form of
individual particles. In this experiment, PM was measured by
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filter cloth method. It was found that particulate emission with
20% biodiesel mixture was lower than that of neat diesel fuel
because neat biodiesel contains 10-12% extra oxygen, which
resulted in better combustion, lowers PM emission. With 20%
biodiesel mixtures, PM emission was reduced by 24% compared
with neat diesel fuel.
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Figure 11. Variation of Particulate Matter Emission with Torque
(engine speed 850 rpm).
4.4.4. Smoke Emission.
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Figure 12. Variation of Smoke Emission with Torque (Engine
Speed 850rpm).

The variation of smoke emission with engine torque for neat

diesel fuel and 10% mixture was shown in Figurel2. For 10%
biodiesel mixtures, smoke emission was less, compared to neat
diesel fuel. The maximum reduction of smoke emission with 10%
biodiesel mixtures was observed by 14%. Because of the
heterogeneous nature of diesel combustion, fuel-air ratio, which
affects smoke formation, tends to vary within the cylinder of a
diesel engine. Smoke formation occurs primarily in the fuel-rich
zone of the cylinder, at high temperatures and pressures. If the
applied fuel is partially oxygenated, locally over-rich regions can
be reduced and primary smoke formation can be limited.

5. Conclusions

Cottonseed oil methyl ester (CSOME) was produced by
means of transerterification process using cottonseed oil,
which can be described as a renewable energy sources.
The viscosity of CSOME was reduced by preheating it
before supplying it to the test engine. After the fuel
properties of CSOME have been determined, various
performance parameters and exhaust emission of the
engine were investigated and compared with those of
diesel fuel. The experimental conclusions of this
investigation can be summarized as follows.

e Kinematics viscosity and flash point of CSOME are
higher than those of diesel fuel.

e A maximum of 76% BD production was found at 20%
methanol and 0.5% NaOCH at 55°C reaction
temperature.

e Thermal efficiency with biodiesel mixtures was dightly
lower than that of neat diesel fuel due to lower heating
value of the mixtures. However, volatility, higher

viscosity, higher density may be additional reasons for
efficiency reduction with biodiesel mixtures.

e Biodiesel mixtures showed less CO, PM, smoke
emission than those of neat diesel fuel.

e NOx emission with biodiesel mixtures showed higher
values when compared with neat diesel fuel.

e Compared to the neat diesel fuel, 10% BD mixtures
reduced PM, smoke emission by 24% and 14%
respectively.

o Biodiesal mixtures (30%) reduced CO emission by
24%, whilel0% increase in the NOx emission was
experienced with the same blend. The reason for
reducing three emissions (PM, smoke and CO) and
increasing NOx emission with biodiesel mixtures was
mainly due to the presence of oxygen in their molecular
structure. Also low aromaticsin the biodiesel mixtures
may be an additional reason for reducing these
emissions.
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Abstract

The current work presents a numerical simulation of the thermal operation of a pyrotechnic solid propellant gas generator
undergoing a tank test. The effect of several parameters on the thermal characteristics of the system under consideration is
investigated. These parameters include heat loss to the ambient, heat transfer to the hardware elements of the present system,
and ambient temperature. The question of the applicability of tank test results to auto airbag systems has been addressed. In
the present work, it has been concluded that the thermal performance of present system is significantly sensitive to heat
transfer to the tank wall and to the value of the ambient temperature.
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R gas consFant =R,J/W Jg-K p plenum
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n propellant burning-rate pressure index
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cond condensed-phase
o] standard-state

1. Introduction

Solid propellant gas-generators have several
engineering applications. Among these applications are
pilot emergency escape systems, missile launching,
powering actuators and valves, and short-term power
supplying [1]. Of special interest to the present work isthe
performance of solid propellant gas generators used in
automotive applications. Current automotive applications
include inflation devices for driver, passenger and side
impact airbags and knee bolsters, and piston actuators for
automatic seat belt tensioners. Contemporary airbag
systems can be classified into two major groups based on
the configuration used to produce gas for inflating a
vehicle airbag [2]. The first group is referred to as
“pyrotechnic” in which the air bag is inflated solely by
rapid gas production from a solid propellant. The second
group is referred to as “augmented” in which hot gases
produced from a solid propellant are diluted by an
ambient-temperature, high-pressure stored gas before the
gas mixture is discharged into the airbag. However, earlier
airbag configurations (over the 1960’s) relied solely on
pressurized, ambient-temperature stored gas to inflate
airbags[3].

There are severa issues of considerable concern to the
designer of an automotive airbag system. These issues
include: 1) the size of the inflator, 2) the volume ought to
be occupied by the inflated airbag, 3) the transients of the
airbag operation, especially the time duration of the
inflating process, 4) the force exerted by the airbag on the
driver and/or the passenger upon the inflating process, 5)
the sensitivity of the airbag-system performance to a wide
range of ambient conditions, 6) the reliability of the airbag
system over arelatively long period of time that spans over
20 years, and 7) the thermophysical properties of the
utilized propedlant. In an investigation conducted by
Berger and Butler [4], the authors studied the
decomposition behavior of three condensed-phase
propellants commonly used in airbag industry. These
propellants are 1) sodium-azide (NaN3), 2) a non-azide
propellant containing azodicarbinamide (ADCA), and 3) a
double-based propellant (DB). In their work, Berger and
Butler studied several thermophysical properties of the
above mentioned propellants including a the flame
temperature and chemical composition of the product
gases, b) the number of gaseous moles produced per mass
of condensed phase propellant consumed, c) the
condensed-phase (slag) production of each propellant, and
d) and the toxicity of gas-phase combustion products. It
has been concluded that there is a trade off between the
advantage of producing large number of gaseous moles per
unit mass of solid propellant and the advantage of having a
lower flame temperature. The study showed that among
the three propellants under consideration, NaN3 has the
lowest flame temperature, but aso the lowest gas
production per unit mass of propellant. The study
concluded also that there is a negative correlation between
the flame temperature and the amount of slag produced. In
another study, Ulas et a. [5] conducted an experimental
investigation on the determination of ballistic properties

and burning behavior of a composite solid propellant for
airbag application. In their article, it was reported that the
pressure exponent was found to be a strong function of the
initial propellant temperature. They also introduced the
values of the activation energy and the pre-exponential
factor of the Arrhenius equation.

There appears to be a current demand for novel designs
of airbag systems such that the output of the airbag
operation could be controlled according to different crash
conditions. These types of airbags are referred to as
"smart" airbags. One method being studied for
controllable output is to add a second solid-propellant
combustion chamber to a standard augmented gas
generator [6]. The traditional single-combustor gas
generator is designed around a single operating state. For
example, in the U.S. thisis specified as being sufficient to
protect an unbelted, 74.5-kg adult in a 48-km/hr frontal
collision. All other operating conditions are considered
off-design. The augmented, dual-combustion chamber
design presented in ref. [6] can be optimized for three
operating conditions to, consequently, have a more
uniform off-design performance. The wider range of
acceptable operation is a result of dynamic controllability
of the discharge process to match the kinematics of the
occupant as they are thrown towards the deploying airbag.

In airbag industry, the performance of an airbag inflator
is often evaluated by conducting what is commonly called
“tank test”. In a tank test, the combustion products are
allowed to flow into arigid tank that isinitialy filled with
ambient air; in the meanwhile pressure and temperature
histories of the combustion products in the tank are
observed. Besides, the final product composition is
measured. In an auto airbag operation, the combustion
products flow into an inflatable airbag rather than a rigid
tank. From a therma point of view, that is the major
difference between the operation of an auto airbag and a
tank test operation, given that al other design and
operating conditions are similar. The question remains
whether the tank test provides satisfactory description of
the auto airbag inflating process. One important issue is
the amount of energy lost within the hardware components
of the system under consideration, especially the tank wall.
This energy plays a major role in the thermal behavior of
the products of combustion. Hence, investigating the
amount of energy lost within each hardware component
could help judge whether the tank test is an acceptable
representation of the auto airbag operation. Besides, it
would provide a better understanding of the thermal
transients of the airbag operation. In a recent study, Sinz
and Hermann [7] have developed an agorithm for
simulation of an airbag deployment.

In the present work, it is intended to evaluate the
performance of a pyrotechnic solid-propellant gas
generator in a conventional tank-test environment. Special
emphasis is put on the heat balance characteristics of the
system at hand. The analysis is performed using AIM; a
program  designed to simulate the transient,
thermochemical events associated with the firing of a solid
propellant gas generator [8]. AIM models the processes of
gas generation and discharge which are highly nonlinear
events governed by first principles (i.e., solving complete
conservation equations, variable specific heats, mixture
mixing rules, etc.). AIM also includes the dynamics of
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Figure 1: Schematic Diagram of the present problem/

coupled events such as ignition, heterogeneous
combustion, particle filtering, heat transfer, phase change,
and mass discharge. Further demands arise when the
simulation also takes into consideration the temperature
gradients within the walls of the hardware components.

2. Poblem Description

The present work introduces thermal analysis of a
conventional pyrotechnic solid propellant gas generator.
This gas generator is based on the approximate design
specifications of an inflator of a passenger-side airbag.
The inflator at hand delivers the combustion products into
a constant volume tank such that the pressure inside the
tank is elevated into a certain value without exceeding a
maximum tank pressurization rate. A schematic diagram
of the setup under consideration is shown in Fig. 1. The
combustion chamber contains the main propellant along
with a small amount of ignitor propellant. The mass of
propellant occupies a portion of the total volume within
the combustion chamber. Also, within the combustion
chamber is a metallic screen used to capture condensed-
phase particulate and to cool the exiting gases. The screen,
with a specified mass, has a hollow cylindrical shape and it
is located at the inner wall of the combustion chamber.
The combustion products exit the combustion chamber
through an array of nozzles each of individual flow
characteristics. The nozzles are initially covered with a
burst foil that seals the interior of the combustion chamber
from the surrounding tank. The burst foil is designed to
rupture when the pressure within the combustion chamber
reaches a predetermined burst pressure. The discharge
tank is a constant-volume cylindrical vessel with a
hemispherical top. It hasavolumethat is several orders of
magnitude larger than the volume of the gas generator and
it has no exit nozzles. The only inlet into the discharge
tank comes from the exit nozzles of the combustion
chamber. Initialy, the discharge tank contains air at
atmospheric conditions.

3. Mathematical Model

The propellant used throughout this study is sodium-
azide (NaN3). It is assumed that the combustion process
proceeds at an equilibrium state during the complete
burning process of the propellant. It is also assumed that
the surrounding conditions do not deviate substantially
during the combustion process. Therefore, the distribution

of product species calculated at one flame state are

assumed to be the same throughout the combustion process

[9]. With these assumptions an adiabatic flame

temperature calculation can be performed at an estimated

average pressure within the combustion chamber.

The standard JANNAF [10] species database was used
for calculating the thermochemical properties of the
products of combustion for the propellant. Product species
were chosen from this database by minimizing the Gibb's
free energy of the reacting system within a specified
tolerance while satisfying the elementa population
constraint.  PEP [11], a thermochemical equilibrium
calculation program, was used to solve the system of
equations to determine the adiabatic flame temperature and
the relative amounts of product species.

The following premises dictate the mathematical
formulation of the present model:

1. Gas-phase and condensed-phase combustion products
are composed of multiple species.

2. Specific heats of the species present are temperature-
dependent.

3. Theexistence of extreme turbulent mixing upon gas
deployment results in much shorter fluid mixing time
scales than diffusion time scales. This motivatesthe
assumption of well-mixed gases, and hence gaseous
and condensed-phase products are assumed spatially
uniform within the combustion chamber, on the one
hand, and the tank, on the other.

4. The use of the filtering screen restricts the solid
propellant combustion to the combustion chamber.

5. Ignition of the solid propellant is represented by an
empirical expression that was determined from
experimental data.

6. Heat transfer within the combustion chamber and the
tank wallsis axisymmetric, i.e. the temperature within
the hardware walls is function of axial and radial
coordinates in addition to time.

The present conservation equations are derived by
applying conservation principles of mass and energy to the
computational domain under consideration. The
computational domain of interest is divided into 1) three
gas computational cells corresponding to the combustion
chamber, the tank, and the ambient, respectively, and 2) a
prescribed number of hardware cells that represent the
combustion chamber and the tank walls. These cells are
obtained by dividing the hardware walls into a number of
finite element cells. The distribution of the gas
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Figure 2. Distribution of the hardware Computational cells of the combustion chamber and the tank walls

computational cells as well as the hardware cells is
depicted in Fig. 2.

Taking into consideration the set of assumptions listed
above, the conservation equations of species mass and
energy are applied to the individual volumetric cells within
a gas generator system. The gas cells shown in Fig. 2 are
designated with the index j, whereas the j=1 for the
combustion chamber, j=2 for the tank, and j=3 for the
ambient. The gas within the volumetric cell j of size Vj, is
well mixed (spatially uniform) and has properties Pj, Tj,
pj- The mass inflow from cell j-1 is uniform across the
inlet areaand has properties Pj.1, Tj-1, and Hj-1 where Hj.
1 is the enthalpy of the mixture in cell j-1. The hardware
cells shown in Figs. 2 are designated with the index M,
where M varies from 1 to Mt. Each hardware cell has a
volume V), and has atemperature Tp.

For each gas-cell control volume j depicted in Figure 2,
the conservation of species equation takes the following
form:

dm, j
cit

The sum of (i)k'j , the gas-phase mass production rate,
and My, ;. the mass addition due to propellant
decomposition, represent the rate of mass production
within the control volume, and Yk is the mass fraction for
species k. The energy equation for each gas cell is written
asFormula2:

Kk
dre 1 Z;Ukﬁj@’jHHfj‘_l—H?%nfs

d - .
T s gy o

The production of gas from a burning propellant is
glependent on the propellant _surface regression rate rgr ,
instantaneous propellant grain surface area r» and
propellant density P orop - The propellant burning rate is
modeled as a function of pressure and variation from

=Y M =Y M +a +Mye i @

ambient temperature AT and is represented by the form
[12].

rgr — an'AT Pn ©)

Here, Iy is the burn depth measured from the initial
surface of the propellant. Equation 3 isatypical burn-rate
function for propellants under quasi-steady-state pressure
conditions. The variation of the propellant grain surface
area, on which a flame is propagating, with burn depth, is
primarily dependent on the geometry of the propellant
grain as well as flame spreading characteristics and can
also change due to grain fracture. The variation of the
propellant grain surface area, on which a flame is
propagating, with burn depth, is called the form function
of the grain and is primarily dependent on the geometry of
the propellant grain as well as flame spreading
characteristics and can also change due to grain fracture.
For this study, it is assumed that the form function is only
a function of grain geometry. Thus, it is assumed that
flame spread is instantaneous on the grain surface at the
time of ignition and no grain fracture occurs. Analyzing
the regression of the propellant grain shape can develop a
form function based solely on geometry. For al results
presented herein, the propellant grains are modeled as
solid right circular cylinders, initially 1.1 cm in length and
4.1 cm in diameter which burn uniformly on all exposed
surfaces. The right circular cylinder geometric shape
provides a well-defined mathematical relationship between
surface area of the propellant grain and the burn depth.

The total rate of mass addition to the system due to
propellant decomposition is:

rr1)rop: Ngrpbr P, prop rgr )

Combining the rates of mass production rate from the
propellant and ignitor charge according to Eq. (5) provides
closure for the addition of mass to the system and
completes the necessary relations to conserve mass within
the gas generator system.
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The mass flow exiting each volumetric cell through the
local nozzles is classified as either in the sonic or subsonic
flow regime, depending on the pressure difference between
the adjacent cells and the specific heat ratio of the gaseous
mixture within the volumetric cell from which the gases
are exiting. The choked flow critical condition is
calculated to determine whether a sonic or subsonic flow
condition exists for the mass flow between two cells using
the above parameters. Applying the fundamental laws of
gas dynamics, the gas-phase mass flow rate is determined
from the following sonic and subsonic relations.

Subsonic formula 6:

2 r+l
me = AﬂoWCd i P+p+ (EJ}/ _(EJ ’
y—1 P P

Sonic formula7:
y+1

2 2(y-1)

mgas = Aflowcd 7/P+10+ 7/+1

In Egs. (6) and (7), Aﬂow and Cd are the respective
flow area and discharge coefficient for the given nozzle
[13]. The subscripts '+ refers to the high-pressure
chamber and -' refers to the low-pressure chamber.

The term (ans) that appears in Eq. (2) represents
the net heat transfer between the gas in cell J and al the
hardware cells that are in direct thermal communication
with the gas in this specific cell. The calculation of this
term is based on an effective heat transfer coefficient, heff,
obtained from Nusselt number correlations according to
the geometrical and flow conditions of the local flow [8].

The energy equation for each hardware cell is written
as:

dry' __Qu
dt m, C ®)

where the term (Q,\F,l| ) represents the net heat transfer

exchange between the hardware cell M and al the
computational cells that are in direct thermal
communication with the hardware cell M. This term
includes: 1) heat exchange between a specific hardware

cell and the adjacent gas cell (Q), and 2) heat

exchange between a specific hardware cell and all other
adjacent hardware cells. This part of heat exchange is
calculated in a quas equilibrium fashion assuming the
hardware material has constant physical properties. In
other words, the heat flux between two adjacent hardware
cells in certain direction equals the thermal conductivity
multiplied by the temperature gradient between the two
cells in that direction divided by the appropriate length
scale.

Individual gas- and condensed-phase chemical species
are tracked throughout the numerical simulation, thus
requiring thermodynamic properties for each chemical
species over a wide range of conditions. A fourth-order
polynomial expansion in temperature is used to represent
the standard-state, constant-pressure specific heat data for

the individual species Cg ‘ (T) . Standard-state enthalpy

of the species can be determined by the fundamental
thermodynamic relationship:

T

HY(T) = [Cp(T)+H? L (Ty) ©
Tref

All  condensed-phase  species ae  considered
incompressible:

Peond,j =constant (10)

where R;, the gas constant for cell j, is dependent on
the local mixture molecular weight: W; = X X, W
From this derivation, a system of ordinary differential
equations is developed to express the time derivatives of
al dependent variables: gass and condensed-phase
temperatures, individual species mass, and gas pressure
within each gas cell, in addition to hardware temperatures.
These differential equations combine with the constitutive
relations to form the governing equations for the gas
generator systems.

4. Discussion of Results

The results of the present work are obtained using a
stoichiometric mixture of NaN3 and CupO. This
composition is often used in arbag industry. A
thermochemical equilibrium code [11] has been used to
characterize the equilibrium composition of the present
propellant. Table 1 describes the composition of both the
reactants and the products of combustion of the problem
under consideration, given that the reactants exist at
ambient conditions and the products exist at the adiabatic
flame temperature of the present mixture. Table 1 shows
that 60.412 % of the product mass is in condensed phase,
while the gaseous products are mainly composed of No.
Hence, the gas-phase reactions within the combustion
products are neglected and all chemical species present at
the calculated adiabatic flame temperature are assumed to
be chemically frozen.

The present results are obtained using the software
AIM [8]. AIM incorporates the chemica kinetic package
CHEMKIN [14] to evaluate thermodynamic properties for
all species present. It also uses the ordinary differential
equations solver LSODE [15] to solve the resulting set of
ordinary differential equations along with the proper initial
conditions numericaly. Besides, al chemica species are
characterized in terms of standard-state, temperature-
dependent specific heat functions, heats of formation and
entropies of formation. These chemical species data are
taken from JANAF thermodynamic tables [10]. Table 2
shows the initial, operating, and design conditions that
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have been used throughout the present computations.
These conditions resemble a generic inflator system.

The operating and design conditions that appear in
Tables 1 and 2 have been used to produce the results of
present case study. Throughout this text, these conditions
will be referred to as “basic conditions’. All the figuresin
the present work have been produced using the basic
conditions unless otherwise stated. AIM computations
have been verified in ref. [6]. The authors presented a
comparison between AIM computations and analytical
solutions for two standard problems, namely, isentropic
and isothermal dishrags of constant volume pressurized
chamber.

Table 1. Chemical composition of solid propellant and
combustion products.

Propellant Formulation
Component | Phase Mass % Mole % Molecular
Weight
NaN3 S 60.998 77.488 65.01
Cuo0 S 39.002 22512 143.08
Combustion Products
No G 39.451 53.807 28.01
Cu S 34.661 20.842 63.54
Na L 8.846 14.702 22.99
Na G 0.136 0.227 22.99
NapO S 16.905 10.421 61.98

Table 2. Present system parameters.

g 500
5
% Variable (units) Vaue
E_ 100 Combustion chamber material Aluminum
£ Nozzles (Diameter(m) , (0.006,18) (0.005,12)
e 350 Number)
E pc(kg/m®) 2770
F g pu(kg/m®) 7854
Filter material Carbon Stedl
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Figure 3. Temperature history inside the tank. L iter (M) 0.247
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Figure 4. History of the fuel precentage burn.

The temperature history of the gases inside the tank is
shown in Fig. 3. The maximum value of the gas
temperature inside the tank is reached after about 60 ms
from the beginning of combustion. At this instant, almost
all of the solid propellant have just been burned as shown
inFig. 4.

The performance of an airbag inflator is commonly
evaluated by several parameters. Among these parameters
are the maximum pressure rise-rate, the peak pressure and
temperature within a standard discharge tank, and the time
integral of the pressure inside the discharge tank (pressure
impulse). The maximum pressure rise-rate affects the
airbag transients upon the inflating process. The peak
pressure and temperature, and the pressure impulse inside
the tank are key issues in the safety considerations of a
vehicle occupant. The pressure impulse provides a

system. In airbag industry, the conventional tank test has
been used to evaluate the performance of airbag inflators.
The question that rises is whether or not the tank test
conditions resemble the actual operation of the airbag.
There is a considerable difference between heat transfer to
the wall of the discharge tank and heat transfer to the
airbag. This may lead to a significant difference between
the thermal behavior of an airbag operation and that of a
tank test. It isintended to investigate the sensitivity of the
tank test output to the amount of heat transfer to the tank
wall. This could help evaluate the need for more research
on the airbag itself rather than the tank test. For that
purpose, the pressure history inside the tank is plotted in
Fig.5. The figure compares the present calculations of the
pressure transients with a similar case but without heat
transfer to the tank wall. It is clear that both the peak
pressure and the pressure rise-rate are considerably
sensitive to heat transfer to the tank wall. This result
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suggests that one should be careful upon applying the tank
test results on airbag systems directly.

120
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Figure 5. Computation of the tank pressure history.
Comparison between
The high sensitivity of the thermal characteristics of the
present system to heat transfer (observed in Fig. 5) creates
an interest in the heat transfer issue of airbag systems. Itis
interesting to perform an energy balance to find out how
much energy is lost through hesat transfer to the hardware
during the operation of the current system. Figure 6
presents the history of the integrated amount of heat
transfer to the combustion chamber wall, the screen filter,
the tank wall, and the ambient. It Fig. 6, it is shown that
the heat loss to the ambient is negligible. At the same
time, the tank wall absorbs energy the least, while the
combustion chamber wall absorbs energy the most among
the hardware elements. However, Fig. 5 shows that the
present system is significantly sensitive to the heat transfer
to the tank wall. Figures 5 and 6 demonstrate the
importance of heat transfer to the hardware in modeling
airbag systems.
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Figure 6. History of the heat absorbed by the combustion chamber
walls, the tank walls, the screen filter, and the ambient.

An important issue in the design of airbags systems is
the sensitivity of the airbag performance to ambient
conditions. Airbags operate under awide range of ambient
temperatures that might span from 230 to 320 K. It is
essential to investigate the performance of the present
sample case under a broad extent of ambient temperatures.
The effect of ambient temperature on the tank pressure
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?

‘

L

|§\\\\

Prassura Impulse, (psl.s)
g8 8§

)] 30 40 a0 60 T0 80
Time, t {ms)

Figure 7. Effect of ambient temperature on the history of the

pressure impul se.
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Figure 8. Effect of ambient temperature on tank pressure history.
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Figure 9. Effect of ambient temperature on tank temperature .

impulse is shown in Fig. 7. The figure shows that the tank
pressure impulse at an ambient temperature of 320 K is
around 50 % larger than that at an ambient temperature of
230 K. Further explanation of the effect of ambient
temperature of the thermal characteristics of the present
system is presented in Figs. 8, 9, and 10. Figure 8 shows
that as the ambient temperature increases the maximum
pressure inside the tank as well as the maximum pressure
rise-rate increases considerably. The increase in ambient
temperature increases the temperature level of the inflating
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Figure 10. Effect of ambient temperature on history of fuel
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process, and eventually increases the maximum
temperature inside the tank as shown in Fig. 9. This
explains the increase in the maximum tank pressure due to
higher ambient temperature. The marked effect of the
ambient temperature on the burn rate that is shown in Fig.
10 explains the effect of ambient temperature on the
maximum pressure rise-rate.  The figure shows that the
present solid propellant burns faster at higher ambient
conditions.  Consequently, the mass flow rate of the
product-gases into the tank increases and results in a faster
rise in the tank pressure.

5. Conclusions

In the present work, a pyrotechnic solid propellant gas
generator has been analyzed. The current results presented
are intended to show the thermal characteristics of a
generic design of an airbag inflator in a tank test. For the
current operating and design conditions, the following
conclusion are drawn:

=

The heat loss to the ambient is negligible.

2. Thetank pressure history is sensitive to heat transfer to
the tank wall. This makes it necessary to incorporate
accurate heat transfer modeling for heat transfer to the
hardware elements of airbag system.

3. Thetank test results should not be applied directly to
auto-airbags because the significant difference in heat
transfer between the hot gases and the tank wall on the
one hand, and the hot gases and the airbag, on the
other, affect the tank pressure history.

4. It has been concluded that the thermal performance of

the system under consideration can be significantly

affected by the ambient temperature. 1f the ambient
temperature rises from 230 to 320 K, the tank pressure

impul se increases by 50 %, the combustion time
decreases by 35 %, the maximum tank pressure
increases by 20 %, and the maximum tank temperature
increases by 27 %.
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Abstract

Many works have been carried out to determine expressions for critical loads of crack propagation in flat plates under
elementary load cases of shear, compression, bending and combination of theme. In this new solution, the analytical work
must take into consideration the effect of fluctuating the buckling load for panels under various types of bending and shear
loading. The effect of combined buckling shear and bending stresses on the crack propagation has been considered in this
research. The analytical solution is based on a combination of maximum strain under mixed mode, Paris and Sih equation
with Forman et al. equation. Different boundary conditions must be included in the flat plates, and new stress intensity factors
for combined modes I and II have been developed for the crack growth. Also the results show the effect of crack length on
the stress distribution and the direction of crack propagation.
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1. Introduction

In structures formed from thin sheets of material, there
is an additional possible mode of instability known as local
buckling. When a thin rectangular sheet is subjected to
loads which can potentially cause failure by buckling,
these loads comprise combinations of compression, shear
and bending forces. Generic to all of these cases is the
existence of stress gradients across the shells.

Previous researchers have carried out work mainly
based on the use of energy methods such as the Raleigh —
Ritz method [1], to determine theoretical buckling loads
for panels under pure shear, compression, and
combinations of these. These cases are summarized in
design guides such as those by young [2], Timoshenko and
Gere [3] and Bruhn [4]. However, this work is fairly
limited in that it assumes a constant stress distribution and
only very simple boundary conditions such as four edges
simply supported, or four edges clamped have been
considered.

Featherstone [5] outlines a programmed work that has
been under taken to compare collapse loads predicted by
theoretical, experimental, and finite element. Analysis
predicted collapse loads for the case of a flat rectangular
plate under combined shear and bending.

A great deal of research has been devoted to a study of
the mechanism of fatigue, and yet there is still not a
complete understanding of the phenomenon and the effect
of fatigue loading on the crack propagation under complex
stress of boundary conditions. Knowledge of the initiation

" Corresponding author. Fathi_alshamma@yahoo.com.

site and subsequent growth path of a fatigue crack greatly
assists in determining the mode of failure and severity of
its consequences. In addition, knowledge of the stress
intensity factors at the various stages of growth is used to
ascertain the service life of such components. (Nurse and
patter son) [6]. D.R.Tadjiev et al. [7] studied the fatigue
crack growth prediction under random loading in
specimens of high strength aluminum alloy using modified
root mean square (RMS) model for each specimen to
determine the max. And min stresses under constant
amplitude loading, R.Doglione and M. Bartolone [8]
studied the fatigue crack propagation in a 2195-T8 alloy
plate. They showed that fatigue resistance of this alloy is
comparable to that of the classical competitor alloys and
high lights stress ratio effects on the behavior at the
threshold which causes the stress intensity range (Akth)
decrease as R increases . Yongming Liu et al. [9]
developed a new mixed mode threshold stress intensity
factor using a critical plane based multiaxial fatigue theory
and the Kitagawa diagram. The proposed method is a
nominal approach since the fatigue damage is evaluated
using remote stresses acting on the cracked component
rather than stresses near the crack tip.

An alternative method for determining the fluctuating
of buckling load and its effect on the crack propagation in
thin shells under complex load cases by using combined
methods of max strain and max stress was done in this
research. This has the advantage of allowing more difficult
boundary conditions to be modeled, and loads to be
applied as they exist in situ, thereby recreating varying
stresses fields within the panel. This paper calculates the
buckling loads for plates of four aspect ratios with
different crack of lengths.
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2. Theory

2.1. Fracture Mechanics for Fatigue

Fracture mechanics can only be applicable to fatigue
after the crack initiation phase to enable crack growth to be
predicted. As stated earlier fatigue failure is generally
considered to be a three — stage process:

2.1.1. Sagel The Initiation of a Crack

There is some doubt as to where this occurs, and the
processes of nucleation and stage 1 growth are not fully
understood.

Using electron microscopically techniques for
observing extrusions and intrusions from well defined slip
bands [10] and have been proposed a theory of cross slip
or slip on alternate slip planes and initially the cracks will
be formed [11]. These cracks are likely to be aligned with
the direction of maximum shear within the component i.e.
at 45 to the maximum principle stress. Hence nominally,
the position of maximum tangential stress has been used;
and assumes that surface flaws are homogeneously
distributed and will from the site of a crack initiation. This
method has been used taking into consideration the effect
of friction on the crack propagation [21].

2.1.2. Sage Il Crack Propagation

After initiation, crack propagation occurs as stage II
growth according to [10]. Description of fatigue crack
growth which attempts to include stage 1 and 2 growth in
the determination of crack path would necessitate
knowledge of the transition between stage 1 and 2 growth.
Stage 1 growth occurs immediately which often grow with
a strong shear component. Most cracks move to stage 2
growths with increasing crack length, which is
characterized by macroscopic effects with crack is
characterized by macroscopic effects with crack growth
dominated by mode I displacements.

2.1.3. Sage Il Crack Acceleration

When the crack has grown so that the critical stress
intensity factor Klc is approached, the crack accelerates
more rapidly with non linear relation until Klc is exceeded,
and a final catastrophic failure occurs. This is related to the
amplitude of the stress intensity factor Ak during the cycle
which increases in this stage.

3. Crack Growth Laws

For many materials stage I, growth is described by the
Paris-Erdogan law which is:-

da
— =c(Ak)"
N (AK)

Where ¢ and m material coefficients (m lies between 2
and 7)

This simple relationship can be used to predict life time
of component if the stress amplitude is constant.
However, when stress amplitude varies, then the growth
rate may depart markedly from the simple relation, and
then Forman equation could be used, which also describe
stage III.

The propagation of the crack in stage 2 has been
predicted in this study assuming brittle failure. It has been
shown that stress and strain methods are more reliable than
those based on strain energy criteria. This is especially true
when there is a mixed mode crack [12].

Added to this, the stress and strain based methods ,
found in ASTM standard E647 — 939 [20] have more
readily understood physical basis, which essentially states
that failure will occur in the direction perpendicular to the
largest stress or strain.

In this study, the method used for determining the
direction of crack growth by using maximum principle
strain which comes from mixing two modes, I and II, by
applying fluctuating buckling stress. The method adopted
was based also on the maximum circumferential stress and
its direction with the crack propagation. The values of the
ratio KII to KI was predicted and was improved by
satisfying these values, mathematical approach in [13].
From these ratios of KII / KI, we can find AK, and then
using them to find the crack growth rate in the expression
of formans under mixed bending and torsion stresses.

4. Theoretical Analysis

For a plate with simply supported edges and the crack
propagate by two modes I and II because the buckling of
rectangular plates with mixed boundary conditions under
combination of bending and shear as shown in fig 1(a-b)
could be Equivalent to state two conditions:

4.1. Shear

The problem of shear buckling for long strips and
plates has been studied by many works.Some workers [14]
used Donnells equations to investigate the buckling of long
plates under shear with both simply supported and
clamped edges for the whole curvature range. This work
has shown that the critical stress of a panel in shear
buckling can be written as:

¢ = Ks .z *.E (L)z
2(1-u) b

Where

a= length of longer side of plate

E=young’s modulus

b=length of shorter side of plate

Ks=shear buckling stress parameter

t= thickness of plate

p=Poisson’s ratio.

Ks varies a according to the boundary condition and
aspect ratio. It has been looked at the case of a rectangular
plate with one edge clamped using a Fourier series to
represent the deflection of the plate in the energy equations
[15]. Values of Ks are shown in table (1).

4.2. Bending

To solve the problem of a rectangular plate with simply
supported edges, it has been used the principle of
conservation of energy and a deflection in the form of a
double trigonometric function [3]. For pure bending, the
critical load can be calculated by the formula:

Kb .# *.E t .,
o, = (—)
12 (1-u2 b
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Where

Kb= bending buckling stress parameter.

Kb varies according to the boundary condition and aspect
ratio values of Kb are shown in table (2)

Built in

g
simply :,.I:

Y,
YU _ shear

@)

chﬁ

A—XY

(b)
Figure 1(a),(b). Applied stress distribution on the edges of the
plate.
Table 1. values of Ks for rectangular plate with one edge clamped
a/b 25 2 1.5 1.25 1.11 1.0
Ks 7.96 6.72 7.59 8.57 9.66 10.98

Table 2 .values of Kb for rectangular plate with simply supported
ab | 06 | 075| 0.8 | 09 1 1.5 2. 25

Kb | 241|242 | 244 | 256 | 2.56 | 2.41 | 2.39 |2.38

5. Equationsfor the Relation of Fatigue Buckling and
Crack Propagation:

The relation between fatigue buckling and crack
propagation can be divided to three groups:
1) For the displacement of the crack
Propagation in the x-direction:

U= U model + Unogert = Uj+ Uy, (1)
_du_au, 8uH

Tox ox | ax

LE=E, HE @

For plane stress, Hooke's law applied as:

Ee,=0,-v(o,) 3)
for mode 1I:
o, = K, Cos g(l-Sin ﬂSn ﬁ)
2 7zr 2 2 2
K, 6 Y
o, = Cos—1+Sm—Sjn— 4
y S 2 ( 2 ) “
y = K gn 9 cos —Cos ﬁ
2zr 2 2
substituteq4)ir(3)-
K
Ee, = COSr(l SlrkSrF) v(—Co&(Hsm SW)(S)
e Pom
For mode I :
o, = —Ku gn g(2 +Cos & cos ﬁ)
27 2 2 2
6
0y=£9n g(Cos gCos ﬁ) ©
27w 2 2
T, = Ky Cos g(l-Sin gSln ﬁ)

RNy 2 2

Substitute eq(6) in eq(4) :-

-K, o K, . o 7
Ee,= sin—(2+cos— COS* V——=sin— co%cos—
Xl m ( 2 ) m ( 2 )
From eq 2 we could obtain:
€x= E \/PiCO&(l Sm981n—) V(FCosﬁ(HSn Sn—)))
KII
—Sn CosﬁCo% 8
( F Tom ( M)-(8)
For Combined mode I and II of the
Y=1( Cos(l slmslm) U K Co£(1+9n‘?3n3f))) ©
2(% \)F A, K 6 J; K, 6
214V +V)  Ki |
VT E Ty = E FS CosCosE+FCOS(1 SlrEth)](l()

propagation of the crack it can be seen that mode II
change the crack displacement in the x direction only, that
is mean:

V=V where V is the displacement in the y direction
So that we could find in polar coordinate:

1 1 1 .
egzz(eX +ey)+§ (€, —ey)cos2t9+5 %y SIn20 [
By substituting eq 8, 9 and 10 in equation 11
Kn 6 6 30 1 K 6 6 30 630
W——==9n-(Cos-Cos—)))+— (—==Cos-[l_Sin-Sn—-1-Sin—Sn—]
2

Jor 2 2 27 2BV 2 2 2 2

& Cod [1+ S S - 1+ Sin S +—— 0 S+
-V -1+Sin- — (==
or 2 2270 E | m 2

6 % Ky 6 0 30 1+v
Cos-Cos—)-—=39 rr (Cosr Co%)))’.:om% —9nig
2 2 JE E

1 (9 36. K

€ CO&[I Sin— Sln—] V(—

"2E \/ 20 \om
0. 1 K,

SmeSm—eH Sm sin —]))+ sm9(2+cos cos )—
2 2E o 2

(Cosg [1+
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LSI’IQCOSQCOS—+ Ky Cosg(l—SingSinﬁJ
2 2 N 2 2 2

N2m 2 2m
1 2k| 0 v2k 6 ky @ 0 36
0 = Cos — - Cos —) + — (- ——==8Sn —(2 + Cos —Cos —)
x/27rr 2rxr 2 2rxr 2 2 2
( k” an L (cos HCos 30 ) + - i cos 9 —2an Lan 32,
— i - - - Z (- - -~
2rr 2 2 2 2E ~2a7r 2 2 2
- vk 0 0 36 1 ki ] 36
Cos [29 —S8n —]) + — (- —=19 (ZCos —Cos —) -
2rr 2 2 2E 2rr 2 2 2
I(|| 0 36 1+ v 6 6
V(— (Cos — Cos —))) Cos 26 + Sn 26 Sn —Cos —
N2 2 2 zr 2 2

36 k||
Cos — + ——==Cos
2

] 6 36
— (1 - 9n —Sn —)]
2xr 2 2 2

Also we could find 7!9 as:

1 1 . 1
2_79 = .[2—(‘9X - &, )Sin2 0-2—7WCOS 260 ]

K, 6 0 36 k
Cos —(-2Sin —S89n —/)-v !
2E /2 2( n 2 ) \/271'

)+E( \/kszSin g(2C03 gCos ) U(F

Sn 26 -

[

Cos 26| Sn —Cos —Cos 7+

\/27rr

To find the maximum value of €6 , equation (12) is
differentiated with respect to & using math-Lab 2002
program for differentiating, and the derivative is equated
to zero. The roots of this equation give values of & at
which max or min of the strain, which are the principal
strains in the polar coordinates. The first root is found to
be the maximum. The same roots substituted in equation
(13) must be given a zero value of shear strain 79 .

These gives two set of equation which relates the ratio

K, and @ for combined effect of mode Il and 1 for
k_ crack propagation.

! 2- It could be related between mixed mode I — IT
loading involves axial loading in the y direction of a crack
inclined as result of rotation a bout the z axis as shown in
fig 2-a. Even in this instance, analytical method done by

[16] shows that: -
Kl = (69n*8 +noCos* )/ ma

(14)
KIl =(0Cos*8+noSn*A)VWma

(R B ,/L'

n g(Cos
2

1+l} 36 I(||

N2 7xr

(12)

Cos g[29n gS’n ﬂ]
2 2 2

Z 36
ECOS 7)))

7] .0 360
Cos —(1-Sin —Sn —/)]. 13
2( in 2 5 )] 13)

(b)
Figure 2. (a),(b).

Which could be done for very sharp and small crack?

Now by calculating the principle stresses from the
condition shown in fig (2-a) and using Mohr's circle
construction

O' +O' 2
o X \/(oy o)’ +TXY 15)
22 2

Where Oy = 0 and OX = bending buckling stress

And T, = shear buckling stress

By using the values of O,,0,, the ratio of the stress
intensity factories of mode I and II can be calculated from
eq (14) as shown in fig (2-b):-

Kl =(0,9n* 8+ 0,Cos’ f)ra
Kl = (0,CosBSinB + o,Cospanf)m}

(16)
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From group (1) and group (2) of the solution, relation
between KII/KI can be obtained for crack propagation and
the condition of external loading in which the stress
intensity Factor depend on them. The plus minus in eq (16)
depend on the value of 62 as compression or tension.

3):- In this group of solution, we used the fatigue equations
of cycling loading by taking the fluctuating of buckling
from tension to compression, so that the buckling bending
stress will be change its direction, and from Mohers circle
the principle stresses may be determined for the maximum
and minimum limits of cyclic stresses, by taking the max
principal stress in determining the max stress intensity
factor as shown by [17] .

Kmax = y(o-lmax Sil’lz IB+ O-Zmaxcoszﬂ)'\/% """ (17 - a)

And for min.stress intensity factor

K. =V0,.Snp+0, CoSAWm.....(7-b)
Where y is a correction factor for finite plate and there
values depend on the aspect ratio of the plate given in (16).
Knowing that O, . have mines sign because it is
compression, the relation expressing crack growth rates in
terms of AK+KC and a measure of K mean was
proposed by [18] in the form:

da_  cAK” (18)
dN ~ (1-R)K, - AK

Where ¢, n=material constants
K, = fracture toughness

K
R =load ratio ( Y
max

Ak= kmax - kmin

6. Determination of Stress Intensity Factors

The determination of the mode I and II stress intensity
factors was performed by solving eq (12) and eq (16) and
is fitted to the mathematical approach of [13] in the form:

KI + (&)2 =1

ch kuc
The determination of the mode I and II stress
intensity factors was performed by solving eq (12)
and eq (16) and is fitted to the mathematical
approach of [13] in the form:
Where

Using a Newton-Raphson iteration scheme, and then it is
calculated approximately from the model dimensions and
the loads applied.

This work is done for very small crack propagated in the
direction of applying buckling load.

7. Results

For the case studies in this research, they taken are
from aircraft standard specification duralumin _Bs3L100
Grade 2014 T, of rectangular plate with width b=100 mm
and thickness t=0.55m for aspect ratio 1,100 mm wide x
100 mm long. And aspect ratios 1.5, 2, 2.5 with crack
length 2a=2, 4, 6,8,10 mm under fluctuation of
compression and tension buckling stress, where the result
gives the effect of this fluctuation on the stress intensity

factor (Ak).
1200.00 —\
\ — — shear buckling load
— - — bending buckling load
1 \ —— mixrd shear and bendin
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Figure 3. a comparison of theoretical buckling loads for varying
boundary conditions.
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Figure 4.crack length versus u displacement for combined mode I
and II from the crack tip.

In fig (3) the theoretical buckling load, for the case of
pure shear only and pure bending only, mixed shear and
bending stress with different aspect ratios.

It can be shown that shear stress have pronounced
effect on the mixed shear and bending, but this effect will
be decreased with increasing aspect ratio, so that it become
nearer to the bending condition only. The value of bending
stress is more pronounced on the crack propagation since
in equations (14, 15 ,and 16 ). This stress is more effective
on the value of KI since they multiplied by cos?0 rather
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than KII which multiplied by ( sinf cos6 ) for very small
values of 6.

From the strain method used in this study, the behavior
of the displacement (u) in front of the crack tip with
different crack length could be shown in fig(4). The
behavior of the displacement will be decreased with
increasing aspect ratio, and the rate of decreasing also
increased with increasing the crack length. It can be shown
also that with increasing the crack length for the same
aspect ratio, the displacement will be increased, but the
rate of increasing in the displacement are decreased with
increasing aspect ratio.

5.00 —
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normalized si:jress intensity factors
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2.00 4.00 6.00 a.00 10.00
crack length (mm)
figure 5. Normailized Stress intensity factors as a function of
crack length for aspect ratio 1.
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figure 6.normalized stress intensity factors as a function of crack
length for aspect ratio 1.5.

In figures (5),(6),(7) , and (8), the data obtained from
this process were the normalized stress intensity factors

K1/K0 and KII/KO , where KO = O/ 77d and O is the

applied or normal stress. For different crack length, the
values of KI/KO and KII/KO will be increased with
increasing crack length, but these values decreased with
increasing aspect ratio. It is worthntoing that the values of
KII have small values for aspect ratio of 2.5 which means
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figure 7.normalized stress intensity factors as a function of crack
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that the mode I fracture is more effective than mode II
fracture with increasing aspect ratio of the thin plate. The
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results show that the variation in the values of KI and KII
depends not only on the values of the normal and shear

stresses, but also on other factors like aspect ratio, and the
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figure 13.fatigue crack propagation in aliminum plate with
(2a=10mm) showing the effect of Ak vs.da/dn.
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Figure 14. (a) fatigue crack in aluminum plate with aspect ratio =

1 showing the effect of Ak vs.da/dn, (b) fatigue crack in aluminum
plate with aspect ratio = 1.5 showing the effect of Ak vs.da/dn,

(c) fatigue crack in aluminum plate with aspect ratio = 2 showing
the effect of Ak vs.da/dn, (d) fatigue crack in aluminum plate with
aspect ratio = 2.5 showing the effect of Ak vs.da/dn.

ratio of crack length to the aspect ratio which is shown in
these figures.

Calculating the fatigue crack propagation, by using
Forman equation in four cases of aspect ratios (1, 1.5, 2,
2.5) which results in four points connected by spline
fitting, gives good observation about the relation between
Ak versus da/dN for cycling buckling loads for
thin plates, figures (9, 10 and 11) .

It can be seen the effect of increasing the crack length
causes increasing in the value of Ak and increasing in the
Forman cycling load

d
dTZ\‘I[(l -RX, - AK]mm / cyc.Mpa ~/m.

It can be seen that increasing the aspect ratio causes an

increase in the 98 but the rate of increasing will be
dN

decreased when we transfer from aspect ratio 2 to 2.5, and
this is because the effect of stress ratio will be more
effective than the change in Ak on the value of da/dN.
Also from figures (12) and (13) increase the crack length

and increasing the aspect ratio to values 2 and 2.5 cause
very high values of da/dN which are corresponding to the
effect of increasing of mode I (KI) and decreasing in the
mode II (KII) in these boundary condition.

It could bee shown from figures (14-a, b, c, d) that the
variation of aspect ratio for crack lengths (2a=2,4,6,8,10
mm) causes nonlinearity in the behavior of Ak versus
(da/dn [(1-R) ke-Ak] mm/cyc.MPa Vm, and the rate of
increasing will not be changed uniformly because the
effect of combined mode I and II and the complexity of the
fluctuating of buckling loads and its effect on the fatigue
crack growth for high aspect ratio.

8. Conclusions

It has been shown that the method developed for
redistricting crack paths using combined maximum
principle strain and maximum principle stress give good
results when compared with experimental results that have
been obtained previously by some researchers for thin
plate with small crack initiation [19]. Then this method has
been used for predicting the crack growth for many aspect
ratio and its effect on the values of cycling loading da/dN.
The results show that increasing aspect ratio and crack
length causes very high values of da/dN and assist that the
crack propagate under mode I rather than mode II. Also in
this research it takes into consideration the variation of Ak
with different aspect ratios for the same applied fluctuating
stresses.
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Abstract

In this study controlled water pumping system is designed, constructed, and modeled. The programming method of control of
pumping flow rate is achieved by means of integrated programmable logic controller (PLC) and frequency inverter (FI). PLC
main function is to determine the required flow rate levels and the related time intervals of the flow rate hold time. (FI) is
used to control the dynamic change of temperature between various operating points. The designed system shows the
capability for full control of pumping flow rate from zero to maximum for any required range of time in case of increasing or
decreasing the pumping flow rate. All variables of the system will be changed gradually until reaching their needed working
points.The mathematical model of water pumping system with PLC and frequency control is built based on MATLAB-
SIMULINK . A test rig built and an experimental study was performed. From the analysis of the experimental starting
dynamic characteristics of water pumping system and modeled characteristics, it was noticed that they are very similar.
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1. Introduction

Pumping equipments in the modern manufacturing
systems may be used as main parts in many industrial
activities, like chemical industries, food industries, etc.
The automation of the pumping processes in those
industries will certainly lead to improve their performance
[1].In Jordan about 18% of generated electrical power is
consumed by three-phase-induction motors driven
centrifugal pump in water pumping stations. From the
analysis of the working conditions of water pumping
systems, it is noticed that there are many problems, which
face the work of such systems, as hydraulic hammers,
dynamic stresses in mechanical parts, high starting
currents in the there-phase -motor driven centrifugal pump,
and energy saving problems [2].

A new single-switch parallel resonant converter for
induction heating was introduced in [3].The circuit
consists of an input LC-filter, a bridge rectifier, and only
one controlled power switch. The switch operates in a soft
communication mode and serves as a high frequency
generator. A voltage-fed resonant LCL inverter with phase
shift control was presented in [4].It was observed that the
control strategy offered advantages in the megahertz
operating region, where a constant switching frequency is
required. The inverter steady state operation is analyzed
using fundamental frequency analyses. A cost-effective
high efficiency inverter with phase—shifted pulse

" Corresponding author. akayleh_em@yahoo.com.

modulation scheme was proposed for medium power (5-
30) kW induction heating applications is discussed in [5].
The proposed inverter accomplishes soft switching
operation over a wide power regulation range. The actual
power conversion efficiency reached was 96.7%.

A control method of reducing the size of the dc-link
capacitors of a converter-inverter system was presented in
[6]. The main idea is to utilize the inverter operation status
in the current control of the converter. This control
strategy is effective in regulating the dc-voltage level.
Even the dc-link capacitor is arbitrarily small and the load
varies abruptly. In [7], a method was proposed to
accurately predict the minimum required temperature
recovery, considering repeatability and accuracy of the
leak detector by investigating the relation between
temperature recovery time and applied pressures using
PLC system. A methodology was demonstrated to design a
PLC program that organizes the relation between the
physical inputs and outputs of the pumping tools in
manufacturing systems.

In [8], an experimental study was performed to
investigate the effect of using two axes tracking with PLC
control on the solar energy collected. The two axes
tracking surface showed better performance with an
increase in the collected energy up to 41% compared to the
fixed surface. This study seeks to design, model, and
experiment of fully automated water pumping system with
PLC and frequency control, where the main PLC function
is to control the required flow rate levels and the related
time intervals of the pumping flow rate hold time. FI is
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used to control the dynamic change of pumping flow rate
between various operating points.

2. Water Pumping System Design and Control

For the purpose of experimentation, the
electromechanical system PLC-FI-Three phase induction
motor-centrifugal pump pipeline was designed and
constructed as shown in figurel.

power supply

Program to control

the slope of flowrate ‘ F

¥ pC [pLe|HA poir] =P
Couplin

Program to control

the flowrate level

Lower ¥
tank

Figure 1.Water pumping system with PLC and frequency control.

Both the design of PLC and frequency controlled
pumping system were performed, using an open loop and
programming method of control in which stored
instructions in memory of PLC was used to control the
pumping flow rate. PC is a personal computer which is
used to write the control program; then download it to the
PLC through communication cable. The PLC is S7-200
type, which has 12 inputs, 8 outputs and 220 VAC supply
voltage [9].The PLC main function is to instruct the analog
unit to go on or off and to state the required percentage
output and the related hold time intervals. The analog unit
function is to transfer the digital output value at the output
of PLC into analog value, which ranges from zero to 10
VDC at the output of the analog unit. In the control
program, different percentages of output voltage are
supplied to the AC motor driven centrifugal pump by the
frequency inverter, which is originally stated by the analog
unit output, where 0 VDC equals 0% at the output of the
frequency inverter and 10 VDC equals 100% at the output
of frequency inverter.

FI is a one-phase input, three-phase output with a rated
power of 0.95 KVA and a rated output current of 2.5A.
ACM is a three -phase induction motor with a rated power
of 0.37Kw at 50 Hz, and with a voltage of 240V and
current of 1.8A for A connection [10]. P is a centrifugal
pump which has the following data: flow rate 10-30 L/min,
head 14-22m and nominal impeller speed 2900 rpm. P
connects the upper and lower tanks with 0.5 inch steel
pipes to provide an unlimited water supply for the system.
TV is a throttling value which could be used for varying
the flow rate manually. A venture meter was used to
measure water flow rate, and a stop watch was used to
measure the time. The rotational speed of the pump
impeller was calculated using the following proportionality
equation:

Qa/Q=na/ nr (1)

Where:

Q.: The actual flow rate of water.
Q; . The rated flow rate of water.
N, : The actual speed of motor.
nr : The raten speed of motor.

To investigate the system performance during starting
towards different input signals, the frequency control laws
which represent the frequency function of time, shown in
Figure 2, were used. The control laws were started from
the base frequency of 10 Hz through the starting time to
reach reference frequency of 50 Hz. In case of direct
connection to the supply network, the starting time equals
zero as shown in curve 1 of figure 2, which represents step
signal [11].
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Figure 2. The programmed input frequency of time in case of
starting

The curves 2, 3 and 4 in Figure 2, where obtained by
using different ramp signals with starting time equal to 2
seconds, 3 seconds, and 4 seconds respectively. According
to the different inserted control laws, the output flow rate
of the water pumping system in starting condition change
as a time function as shown in figure 3.
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Figure 3. Flow rate vs. time according to the different inserted
control laws

According to the different inserted control laws, the
output pump speed of the water pumping system in
starting condition changes as a function of time as shown
in Figure 4.
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Figure 4. Speed vs. time according to the different inserted
control laws.

From the analysis of starting curves in Figures 3 and 4,
it can be noticed that in case of starting with step input
signal, all output parameters of the water pumping system
including speed and flow rate exhibited a high peak value
with fluctuation until reaching the rated values.
Considering other control laws, the range of vibrations
decreased as time increased. Setting the starting time to 3
seconds exhibited very small oscillations that can be
neglected. While setting the starting time to more than 3
seconds exhibit no oscillations [12, 13].

Figure 5 shows the variation of programmed frequency
function of time. The control law was started from the base
frequency of 0 Hz to reach 12.5 Hz with in 10 seconds,
after that, the frequency will be stable for 15 seconds, then
the frequency will be changed softly from 12.5 Hz to the
25 Hz through 10 seconds, later the frequency will be
stable for 15 seconds, then the frequency will be changed
softly from 25 Hz to 37.5 Hz through 10 Seep, after that
the frequency will be stable for 15 seconds, later the
frequency will be changed softly from 37.5 Hz to 50 Hz
through 10 seconds, after that the frequency will be stable
for 15 seconds, next the frequency will slow down softly
to 25 Hz through 10 seconds, after that the frequency will
be stable for 20 seconds, then the frequency will slow
down softly from 25 Hz to 0 Hz through 10 seconds.
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Figure 5. Input frequency vs. time

According to the control law, shown in Figure 5, the
experimental output flow rate and experimental pump

speed of the water pumping system are shown in Figure 6

and figure 7.
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Figure 6. Flow rate vs. time.
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Figure 7. Pump speed vs. time.

Frequency inverter, according to the different incoming
instructions of PLC through analog unit, operates the
three-phase motor with the required percentage of voltage
and frequency. Parameter unit is a type of programmer
which is used to program the ramp up and ramp down time
between each two controlled levels. So, frequency inverter
has two types of commands:

1. Type of commands supplied by the PLC to the analog
unit then to the frequency inverter to state the required
level of flow rate and the hold time interval.

2. Type of commands supplied by parameter unit to
control the ramp up and ramp down time to make a
soft transition conditions between various operating
levels.

It can be noticed from the curves in Figure 6 and Figure
7 that the experimented system shows the capability for
full control of flow rate and pump speed from zero to
maximum for any required range of time in case of
increasing or decreasing the flow rate and pump speed. All
variables of the system will be changed gradually until
reaching their needed working points [14, 15].

3. Mathematical M odel of the System
The mathematical model of water pumping system with

PLC and frequency control will be done by using
MATLAB-SIMULINK graphical interface Figure 8.
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The mathematical model consists of two blocks each of
them has a specific function.

Block 1- The main function of this block is

represent the vector control of a variable —frequency

induction motor drive, which is available as a built using

MATLB library (see figure.9)[16]. In this block the main

input signals are:

e Rated angular speed signal In 1

¢ Full value of dc controlled voltage signal In 2 ,this
value is related of rated frequency of the system.

e PC or PLC voltage signal In 3

e Rated load torque signal In 4
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Figure 9. Vector control of a variable —frequency induction motor
drive.

Block 2- This block contains the mathematical equations
that are responsible for the main equations and
relationships of pumping system calculation. The main
inputs of this block are the rated of pump system
parameters ( Q; ,H, ,P;) and the rated and actual speed
values of the induction motor (n;, N,) (see figure.10).

Output values of this block diagram are presented as
the main system response as follows:

Q./Qr=n,/n (2)
H,/Hr=(n,/n)’ 3)
P,/R =(n/n) 4)
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Where:

Ha : The actual head of pump

Hr : The rated head of pump

Pa : The actual power consumption
Pr: The rated power consumption
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Figure 10. System main equations block.

Output values of this block diagram are presented as
the main system response as follows:

Q./Qr =n,/n, (2)
H,/Hr =(n,/n )’ 3)
P./P =(n,/n)’ C)
Where:

Ha : The actual head of pump

Hr : The rated head of pump

Pa : The actual power consumption
Pr: The rated power consumption

4. System Operation and Test

According to the programmed control law shown in
Figure 5 as a relation ship between frequency and time, the
modeled output flow rate and pump speed of water
pumping system are shown in figure 11 and figure 12.
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Figure 11. The modeled flow rate.
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Figure 12. The modeled pump speed

It can be noticed from Figure 11 and Figure 12 that the
flow rate and pump speed in modeled system showed the
capability for full control from zero to maximum for any
required range of time in case of increasing or decreasing.

5. Discussion and Results

PLC and frequency control of water pumping can be
used in cases of dynamic conditions, for example starting,
breaking, and changing from one operating condition to
another. The using of PLC and frequency control of water
pumping system will change all variables of the system
gradually until reaching the desired operating condition.
Consequently, it is possible to prevent hydraulic hummers
and dynamic stresses in mechanical elements in water
pumping system. Also it is possible to avoid dynamic
currents in the three-phase AC machine. From the
comparison of the experimental curves in Figure 6 and
Figure 7, and the theoretical curves in Figure 10 and
Figure 11, it is obvoius that they are very similar. This
means theoretical model can successfully represents the
real behavior of water pumping system with PLC and
frequency control.

6. Conclusions

In this work, small capacity water pumping system is
designed, constructed and experimented by using PLC and
frequency control. The designed system shows the
capability for full control of flow rate from zero to
maximum for any required range of time in case of
increasing or decreasing the flow rate. It can be concluded
from the experimentation of the water pumping system
that all wvariables of the system would be changed

gradually until reaching their required operating points.
The proposed mathematical model of the system
successfully represents the real behavior of water pumping
system with PLC and frequency control.
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Abstract

An approach is proposed to determine the stress-strain state of soft shells having rectangular shape. The finite element
method is applied to investigate the plane problem of strains and stresses calculation. The model is based on assuming that
the density of strain potential energy of the textile shell material is a function of the macroscopic strain measures of the soft
shell. The results obtained from the calculations display that the internal boundary layers begin at the vertices of the aperture.
The calculations show that progressive cracks are developed due to the destruction of filaments forming the fabric along the
boundary layers. The calculations are characterised by zero approximation and exact estimates of the maximum values of

stresses are determined.
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1. Introduction

For the design and operation of textile industries [1, 2],
studies are requested to investigate the stresses and strains
resulted from the application of forces at the boundaries of
afabric having arectangular form.

In order to calculate the actual strains of a fabric, a
minimization of the energy functional are implemented
which can be fulfilled by finite elements methods with a
various choices of these elements [3, 4]. For each choice,
this approach is based on the calculation of the nodal
values of unknown functions as a solution of a system of
non-linear algebraic equations [5, 6]. In this study, a
reduction to a solution of Cauchy problem corresponding
to some parameters which characterize the rigidity of the
baric is used of the calculation of the actual strains. A zero
value parameter relates to forces with negligible small
elongations in the filaments of the fabric. By assuming a
zero value of this parameter, the deformation of the fabric
can be only resulting from the changing of angles between
filaments. In the Cauchy problem approach, the initial
conditions are taken as the deformations of the fabric at the
zero value of the parameter. Different deformations of the
fabric having a net structure with sguare meshes are
obtained when such initial conditions are applied [7, 8]. By
applying various boundary conditions, the fabric can be
divided into zones with bi-axial or one-axial deflected
mode, and these zones can be separated by concentration
lines and disruption lines of the stresses. The elastic
properties of the fabric are considered in the calculations

" Corresponding author. m_nawafleh@hotmail .com.

which is the most essential condition to the zero order
solution, which are observed in the surrounding of the
concentration lines and disruption lines. To determine the
geometric characteristics of the finite elements, the
knowledge of the properties of these lines is of great
importance.

: ‘r ny B
trratlerfr
.

«—

T
Figure 1. Deformed fabric with aperture.

In this study, a method is developed to investigate
fabrics which have or haven’t some inner cuts. Also, the
conditions of the fabrics disruption at the cuts ends are
studied. Further studies are essential to understand the
loca mechanical damages which produced from the
manufacturing and the following processes, as these
damages concentrate in areas of so small measure.

—
— ] ]
T

2. The Problem of Energy Functional Minimization

Let us consider the plane rectangular section of
orthotropic shell including may be a rectangular aperture
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[9, 10]. The deflected mode of this section is supposed (see
Fig.1) to be axially symmetric with respect to Ox -axis
and Oy -axis, tensileloads W T and p P applied to the
section edges are respectively parallel to the axes
mentioned above, where L is a parameter, which is
introduced in such way that all investigation may be easily
and exactly fulfilledif #£=0.

For indication of plane location of any shell’s particle
two coordinate systems are used: Cartesian coordinate
system Oxy and material (Lagrangian) system OE&n
identifying shell’s particles. We assume that material
coordinates &, M of any shell’s particle coincide with its
Cartesian coordinates x, y when the shell is in non-
deformed state.

In view of mentioned assumption it is possible to
indicate the location of any shell’s particle by equalities

x=&+u(Em), y=m+v&n), @

where u(&,m) and v(E,m) are displacements of the
shell’s particle with Lagrangian coordinates E_,, N aong
Ox -axisand Oy -axis respectively.

Extensional strains of coordinate curves M = const and
§ = const are defined by expressions

‘ - (Hm(w] +(5V(~in)] )

i : * - )
(m(&,n)J +(1+5P(~‘;ﬂ)] .
an an

On the assumption of the absence of external forces
distributed over the shell surface the following vector
equilibrium equation takes place [1, 2]:

O o o)), a( . JaEnl)_,
% n D+an(°2@’")‘ % D @

Here

Gl(i,ﬂ) =60, t80,, O, En)= €0, + €05, (4
Where
o JEM flor@m| | _or@Em) JlorEm)
A AR

r(&m)=x(Em)i+y(Em)] -isradiusvector
(with respect to point()) of the shell's particle
corresponding to Lagrangian coordinat%&, n.
Let us consider the fabric section restricted by the lines
E=FL and the linesn=FH . Suppose that the
rectangular aperture is enclosed between the lines
& =F [ and the linesn) = F 4. It is quite reasonable to
content ourselves with consideration of the quarter of the
section located in the first quadrant of the plane Oxy and
to set up the following zones. The first one is restricted by
thelines =0, =1, nN=h, n= H ; the second one
—bythelines =1, E=L, n=h, n=H ; the third
one—bythelinesE=1,E=L, n=0,n=h.

The analysis of the deflected mode of the soft shell is
based on variational methods under the supposition of

e

elasticity of the shell material; therefore the equilibrium
state of the shell reduces its energy functiona to a
minimum. This functional can be represented in the
form(equation 5):

v D B T
u u 4 v
U—IS_.'F[Mg,%,E.ﬁjdidn—ﬂT.([u(L,n)dn—ﬂPlv(é.H)dé
where the double integral is taken over the whole fabric,
function /' under the integral sign is the density of strain
energy which is supposed to be known.

For greater definiteness of our considerations we shall
assume, that the shell is linearly elastic network with
rectangular cells. In this case it is possible to copy (5) in
the form of (equation 6):

H L
U= ”(klsf +hgeZ Jigin - ur f u(L,m)dn —ﬂPjv(f,H)dg,
N 0 0

where kq and k, arethe coefficients describing elastic
properties of the fabric.

3. Finite Elements Method

Definitional domain of functions u(§,m) and
v(€,M) is subjected to triangulation according to the
scheme shownin Fig. 2.

1

2 7 m
T 1 A A A T A

[p-1pn+1 P
2
o+l A 3 g+
- B
1 £ b
(+ L1 A/ 4|7 (o+ 2
o N A
bl
(24 21 LS| — (43
. (p—gh
I
I
| [r-ghu+l [p—g+lm—r
| 3
I
L_lp=2pm-mg (p—ghner

Figure 2. Triangulation of functions domain.

Without essential loss of generality one could suppose
legs of al triangles to be equal, so that the following
identities hold on [11, 12]:

L | _H h
m r n (g

These equalities in particular define the sense of
integersm ,r g andn.

As it can be seen in Fig.3, we dea with two types of
elements. Let usintroduce functions (eguation 8):

)

AEmE M) =l+%(§k —1 =& +1),

fEmen) =S -n). FEmEm) = (€&

S
which distinctive feature isthat f; equals 1in apex i
and eguals zero in other apexes, corresponding to the
elements of type 1; everywhere outside of the element
these functions are zero.
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Type 1
T
(é—k :'?? .t) (§k+3=?}1.&)
1
3
27 Em-s
£
) ]
! Tspe 2 (&+6)
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(&)
(& —5.7,) 1 ¢
(b)

Figure 3. (@), (b). Two types of finite elements.
Similar functions correspond to the elements of type 2:

&8 =1+;1(§—§k /ax/]
©)

PAEREM =11, P =G4

Now it is easy to obtain following approximation of
displacements u andV :

MN-mn MN-mn g
uuén= D ul&n, Wuém= D & wo)
k=1 k=1

where U © and Vk are easily construed of functions
given by (8) and (9).

Substitution of expressions (10) into energy functional
(5) transmutes it into the function of required coefficients

up = uy (1) =u(u, & ,my;)

andvy = v (1) =v(i,$e 1) -

By dint of eguating the partia derivatives of this
function with respect to mentioned coefficients ;. and
Vv, with zero, a system of algebraic equations could be
obtained as the solution of which the coefficients could be
found.

This system can be written as follows (equation 11):

_ H
kls_L BUk kg ou AU, -
k222 7 2k igin— | U, (Ln)dn =
.”(Hsl o) oE 1+.€2817 an i -Ek( dn=0

BU=2J' k& avaVk+k262 14

gk S ke 22

LT
1+ 05 0 1+£2 on)on o K

4. Zero-Approximation Solution

In order to analyze this nonlinear system let us
differentiate all equations with respect to parameter lL . As

the result a system of linear equations in regard to
derivatives du, | d it and dv, | d i isobtained.
This system isfollowing:

Clu, X (W) ==

0 Blw, X (), (12)

where C is amatrix of aformat X¢, B isavector of
length ¢, X is a required vector of the same length

t=2(n—q)m=-1)+(m-r)g-2))

Here the next designations are used

up =Xop_o, Vi =Xopq, (13)

while k < 2(’” - 1)(” - 6]) .Otherwise

um(n—q)+r = XZ[m(n—q)+r—l]’ vm(n—q)

Thus, the system (13) represents system of the ordinary
differential equations from which should be found u;, ()
andvy () -

Solution of this system leads to Cauchy problem if u;, (0)
and v, (0) , or more definitely X, (0) , are known values.
Having written down (13) in the form of

ax
du

= XZ[m(n—q)+r]—l' (149

= C M, X ())B (1, X (1)), (15)

we can construct the decision under the recurrent formula
(16):
dX|

Xop)=x10)+ 2

o Au=X0+C0X(0)80 X(0)aw,
1

Xy +Aﬂ)=X(ﬂk)+d*X Aut= X )+ C g, X ) Bl X (1) A
=t

Thus, caculation of the shell’s deformation at any
value (4 can be carried out, if the decision of this problem
is known a4 =0, or in other words, at the first
approximation.

Zero-approximation  X(0)  required to begin
caculations by formulas (16) is construed under
suppositionthatto ¢ =0 corresponds net-like fabric with
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square meshes made of non-extensible threads [13, 14]. In
this case it is readily seen that for the first of above
mentioned zones the following equations are valid:

ulgm)=ti(&), WEn)=n(¢) a7)

For the third zone the equations

u(&n)=Us(n), v(&n)=V,0n) (18)
are satisfied.

For the second zone we have

u@n)=C, v(En)=C¢, (19)

where C, and C, are arbitrary constants subjected to
search.

Let us write out the equilibrium equations for indicated
zones. For the first zone one obtains that

ag( o, (E.m) (1+U/(8)))=0 (20)
a( A3 n)V(i))+—n( oL,EM)=0 @)
The equilibrium equations for the third zone are given

by

i(cfl(i’n))+i(0§2(§,n)U;(ﬂ)) =0 (2

g an
0
n( »EM(1+7,(m)))=0 23)

For the second zone the following equations are carried
out

1 iz ' =0 (24)
g( 2(&m)=0 n(° €mn))

In equations (20) — (24) the upper indexi,i =1,2,3, in
designations G, and G, is used to identification of
stresses in corresponding zone of the fabric section.
Equations (20)-(24) are easily integrated

s(n) V) ]
_ o

G = e OGS0 a&.( e Ol @
S =5,

&, en=-—18_ om0l L0 | m| @0
25V anl1+7m) ’

0® =4,

oL EM=GM), o5EM)=F() @7)

whae fE)  s0)  4® g FE g

G (M) are the desired functions,
According to the problem statement the following
boundary conditions should be satisfied:

o (6, h) = —S( )1( hE)

% mj+f(§) =0 (29

o (&, H) = —S(H)a%(%}f@ =P @9

Gfl(l,n)=—Q(l)i( U.(n)

—2 =0 (30
an 1+V2'(n)J+g(n) (30)

&3,(L.m) = —Q(L)i{UZ—(“)

— |tgMm)=T (31
on| 1+ Vz(n)]

GL(LM)=GM)=T, 05EH)=F(E)=P (3

Furthermore, on the border of the first and the second zone
as well as on the border of the second and the third zone
the conditions of normal stresses conjunction should be
satisfied. Satisfying these and also geometrical conditions
of zones conjunction, as well as the symmetry conditions
one can easily obtain that

L TH-R | P P Y
U= ™y 1{1(1{—;1)&) JONC:)

G=4a

_ L P(L-D) T T Y| (3
V(m=-n+ T In[P(L_Z)m 1+(P(L_[)nn,

C,=V,(h)

P ?
LEMN) =T, [1+] ——E | |
Gll(& n) \/+(T(H—h)§] (35)

3 T Y
GZZ(é’n)_P\/l—i_[P(L—l) n]

The displacements of the shell’s particlesV; (&),
U,(m) should be obtained by dint of equations (25), (26)
which accomplishes exact investigation of zero-
approximation. This approximation is used as initia
condition when the desired solution is numericaly
construed by continuation by parameter L .

Obtained results alow us to calculate in zero-
approximation coefficients u;, (0) andv, (O) .

For considered textile structure of fabric the stresses are
defined by formulas:

o1=e011=2E€;, G =€00,=2tky, 0jp=0=0 (36)

The calculations performed in this paper have shown,
that the internal boundary layers beginning at vertices of
the aperture and dividing specified above zones arose.
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Along these lines destruction of filaments forming the
fabric leads to development of progressive cracks. In zero
approximation exact estimations of the maximal values of
stresses are received.

5. Conclusions

The strains of the fabric were calculated using finite
element methods. In the calculations the elastic properties
of the fabric are considered. The model developed takes
into account the types of fabrics which posses some inner
cuts also the model applies for fabrics haven't such inner
cuts. Referring to the different boundary conditions, the
fabric is divided into stress deformed states which are bi-
axia or uni-axial. Lines of concentrations as well as lines
of disruption are used to describe the boundaries of the
stress deformed zones. The conditions expected from the
calculations based on the zero ordered solution are found
to be applicable in the vicinity of the lines of concentration
and lines of disruption. The calculations showed also that
the conditions of fabric disruption appease at the end of the
cuts.
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Abstract

A double slope single basin, passive type, still with basin area of 1.75 m? is fabricated and tested under |aboratory conditions.
The solar radiation heat is simulated by using 2 kW electrical resistance heater placed below the inner basin. The heat supply
is varied using control circuit. The still is tested for varying input condition to simulate the actual solar radiation condition
with different minimum depths of water in the basin ranging from 2 cm to 0.2 cm. The experiment is aso carried out at
different constant input conditions with a constant depth of water. The variation of different parameters with production rate
has been studied. It is found that the production rate increases with the increases of water and glass temperature. But at higher
operating temperature, the production rate increases with the decrease in temperature difference between water and glass. A
new model is recommended for the still with shallow basin. The experiment is also conducted with the same till at actual
sunshine conditions and compared with the model. The experimental values are in close agreement with model values.
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Symbols Greek symbols
2:
A Area (m) a Specific humidity of air, kg of vapour/kg of
C Specific heat (Jkg K) dry air.
Gr Groshof number € Emissivity of the glass,
he Heat transfer coefficient (W/m?K) Subscripts
he Evaporative heat transfer coefficient based :
on temperature difference (W/m?K) a Atmosphere, air
New Evaporative heat transfer coefficient based b Basin
on pressure difference (W/m?K) g9 Glass
hg Latent heat of evaporationof ~ the water ga Glass to atmosphere
(Jkg) 5 Saturation condition
Nga Heat transfer coefficient of the glass upper w Water
surfaceto air (W/m?K) ws Water vapour at saturation condition
k Thermal conductivity (W/m K)
Lc Length (m)
M Molecular weight 1. Introduction
m Mass production rate (gr/min or kg/m?/h)
Nu, Nu§se|t number A lot of works have been done on improving the
P Perimeter (m)z effectiveness of the simple solar till, which converts the
p Pressure (N/m°) . . .
Pr Prandtl number brackish water into frqeh water, using s_ola}r energy.
Q Heet transfer rate (W) Recently, _the authors r_ex/leweq the progress in improving
Qe Convection heat transfer rate from water the effectiveness of simple single basin solar still [1].
surface to glass (W) Studies show that basin water temperature is the
Qe Evaporation heat transfer rate from water significant parameter that affects the effectiveness of the
surface to glass (W) still. The basin water temperature is at maximum when the
Ra Rayleigh number heat capacity of the basin is less. The heat capacity of the
T Temperature, °C basin depends on the depth of the water in the basin. For

* Corresponding author. ponsathya@hotmail.com
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given solar intensity variation, the still production rate is
higher, when depth is at minimum [2-6].

A Number of studies in the literature is available to
examine heat transfer process of the still. The most widely
acceptable study was made by Dunkle [7]. Since then,
most of researchers used the prosed Dunkle's [7] model
for their analysis. But, the above model is suitable for
mean basin water temperature of 50°C. Clark [8]
conducted steady state experiment on solar still; and
examined the validity of the various correlations, proposed
earlier for evauating the heat transfer coefficients.
Shawagfeh and Farid [9] investigated heat and mass
transfer processes and recommended new correlations for
internal convective heat transfer coefficient. Kumar and
Tiwari [10] recommended to test and model the fabricated
till for various atmospheric conditions for predicting the
performance at a particular place. An experimental still has
been tested, and analysis have been made to study the
water to cover heat transfers by Porta et a. [11] and a
correlation to calculate the production rate of the still is
also recommended [12]. Recently Tripathi and Tiwari [3,
13] studied the effect of basin water depth on the internal
heat transfer coefficients.

The authors aready conducted experiment with a
laboratory solar still, for layer of water with different basin
materids;, and studied the performance and noted the
peculiar behavior of the till at higher basin water and
glass temperatures [14]. At lower depths, the basin water
temperature is high, and the production rate of the still is
not in proportion with basin water temperature and the
difference between the basin and glass temperatures. The
objective of this work is to conduct three experimental
works to analyze the performance of the double slope
single basin solar still. Two works are carried out in
laboratory conditions; one with varying heat input
condition. Here, the experiments are carried out with
varying depths ranging from 2 cm to 0.2 cm. Thiswill help
in studying the effect of solar insulation on productivity.
The second experiment is conducted with constant heat
input condition to study the variation of production rate
with various temperatures. Hence, constant depth of 1 cm
is also maintained. A new model for the still is proposed
from the above analysis. The model is verified by testing
the still at actual solar radiation condition for minimum
depths of water in the basin. For the still at actual sunshine
condition, the heater is taken out, and the bottom is leveled
with cement concrete. This concrete layer stores excess
heat during noon and releases heat during evening and
night. Thisincreases the nocturnal production.

2. Internal and External Heat Transfer Processes

The modes of heat transfer inside the still between the
water surface and the glass cover are convection
accompanied with evaporative mass transfer in the form of
water vapour and radiation. The radiation heat transfer is
very small if compared with other two heat transfers, and
the production of the still is not affected significantly by
this heat transfer. The evaporative heat transfer is
responsible for the transportation of water mass from water

surface to cover. This evaporative heat transfer increases
with the vapour pressure difference between the water and
glass; and is responsible for bulk motion of air inside the
still. This bulk motion increases the convection heat
transfer. Hence the convection and evaporation heat
transfer inside the still are interrelated.

Dunkle [6] used the following correlation developed by
Jakob [15] to estimate the convection heat transfer
coefficient inside the till, (Relation.1)

(pw - pg XTW + 27315)
268900- p,,

2
3

h, =0884(T, T, )+

The convective heat transfer isgiven by [7],

QC :Abhc(rw _Tg) &)
The evaporative heat transfer coefficient as per the
detailed derivation given by Malik et a. [16] is given by,

h. = Mwhfgp h
T MLCL(p —p)(P —Pg) ©

Dunkle [6] assumed that the p,, and py are considerably
smaller than the total pressure p, and the mean operating
temperature is 50°C and estimated the value of h, as,

hey / D, = 0.016273 €)

In equation (3), the values p,, and pgy are considerably
smaller than p for lower range of basin water and glass
temperatures. When the still is with shallow basin, the
mean water and glass temperatures are higher than 50°C;
and the equation (4) can not be used. At higher
temperatures, the partial pressure values are considerably
higher, and the equation (4) will not yield a constant value.
The evaporative heat transfer is given by [16],

Qe = Ayhg, (Py — Pyg) 5)

The mass transfer rate of water vapour is given by [16],

= Qe
w hf

©)

m

(6)
9

At higher basin water temperature, the water is more
susceptible to evaporation and the water mass proportion
in the till air is high. The percentage of mass of water
vapour present in the air inside the still is given as by
assuming the air as saturated,

a)S
x 100 (7)
1+ w,

percentage of vapour =

where @ is the kg of vapor present in the one kg of
dry air at saturated condition and it isgiven as[17],

0, =0.662— s ®
p- pws
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Figure 1. Single basin double slope laboratory still.

The increase in pys With temperature is exponential.
Hence, at higher basin and water temperature, the
productivity depends on rate of heat transfer from the glass
cover to the atmosphere. The effect of the temperature
difference between the water and glass, which is the
driving force for the bulk motion of air inside the still on
condensation and transportation of water mass from basin
to glass, isless significant.

The evaporative heat transfer coefficient, he based on
the temperature difference between the water and glass can
be calculated using following relation,

Qe:mwhfg :Abhe(Tw_Tg) 9)
The amount of heat transfer from the glass upper
surface to the atmosphere is given by:

Qu = A{hy (T, —T)+e, [(T, + 273)*

- (T, +273)']} (10)

In most of the studies this values is taken as constant of
4.5 W/m? K as recommended by Duffie [18] including the
rediation effect for no freeze condition. In this work, the
actual convection heat transfer coefficient of the inclined
surface was calculated using the procedure given by
Incropera and Devwitt. [19].

The relation for average Nusselt number for the glass
cover for entire range of Rayleigh number has been
recommended by Churchill and Chu [20] and is of the
form: (Relation.11)

1
0.387Ra’ _ hyLe
=

11
0.825+ )

Nu, =

9z
1+(0.492/ Pr)16

Ay

wherelL, = —=1.18m.

The overal heat transfer coefficient of the glass
surface, including the radiation heat transfer to atmosphere
and without considering sky radiation, can be calculated
as:

an = Aghga(Tg _Ta)

(12)

3. Laboratory and Solar Still

A single basin double slope solar still has been
fabricated with mild steel plate, as shownin Figure 1. The
overal size of the inner basin is 2.08 m x 0.84 m x 0.075
m, and that of the outer basinis 2.3 m x 1m x 0.25 m. The
gap between the inner and outer basin is packed with rice
husk as insulation material. The top is covered with two
glasses of thickness 4mm, inclined a 30° on both sides,
using wooden frame. The outer surfaces of the still are
covered with glass wool and thermo cool insulation. The
condensed water is collected in the V-shaped drainage
provided below the glass lower edge of the ill. The
condensate collected is continuously drained through
flexible hose and stored in a jar placed on the electronic
weighing machine on both side of the still. A hole in the
basin side wall allows inserting the thermocouples for the
measurement of the basin water, still, and condensate
temperature. To measure the basin temperature, four
thermocouples were placed at the basin at different
locations. Two thermocouples were dipped into the water
in the collecting drainage on either side. The hole is closed
with insulating material to avoid the heat and vapour loss.
One thermocouple is exposed to atmosphere to measure
the atmospheric temperature. This thermocouple is placed
in a shadow area to prevent the variation in temperature
due to incidence of sun radiation on the thermocouple.
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Figure 2. Single basin double slope solar still.

Another hole is provided for water inlet. Through this
hole, a small tube is inserted to supply raw water
continuoudly to the basin from storage tank through a flow
regulator to keep the mass of water in the basin always
constant. The heating coil of 2000 W is placed below the
inner basin to supply necessary heat energy to the basin.
The input to the heater is given through a control circuit,
which controls the input electrica energy. An energy
meter is fitted with the circuit to measure the input energy.

To convert the laboratory still into an actua solar till,
the heater and power supply and measurement systems
were removed. The inner basin is also removed. The
bottom of the dtill is leveled with 5 cm thick cement
concrete to minimize heat loss through the basin and to
spread the minimum depth of water uniformly, shown in
Figure 2. The concrete surfaceis black painted to improve
the radiation absorption capacity. The distillate output was
recorded with the help of a measuring jar. The solar
intensity was measured with the calibrated PV type sun
meter.

4. Experimental Procedure

The experiment was carried out in the fabricated
laboratory still at Steam Laboratory, National Engineering
College, Kovilpatti (9°11'N, 77°52'E), a city in southern
India during December 2005 to February 2006. In the
laboratory still, the heat input is given to the solar still
using heating coil through control circuit. For a given
constant depth of basin water condition, the input to the
heater is varied for every 15 minutes from 0 - 775 W/m?
between 6 AM an 12 noon and from 775 - 0 W/m?
between 12 noon and 6 PM to match with the local
average solar radiation condition [8]. During night, the
heater supplies no heat. For given depth, al the
observations are taken for 24 hours duration, starting from
6 AM. The temperature of the atmosphere, basin water,
and the condensate are noted for every 15 minutes. The

energy meter readings and condensate collected on both
side of the ill are aso noted. The experiments were
conducted for 2 cm, 1.5 cm, 1 cm, 0.5 cm and 0.2 cm
depth of water in the still basin for same solar condition
without freeze. For experimentation with depth of water
0.5 cm and 0.2 cm, a light black cotton cloth is used to
spread the water through the entire area of the basin. The
condensate temperature is taken as the temperature of the
glass cover. Figure 3 shows energy input given to the
laboratory dtill at various times and corresponding
variation in atmospheric temperature.
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Figure 3. Input energy and atmosphere temperature variation in
the simulated solar still.

The still is also tested under various constant input
conditions with different depths of water in the basin. Heat
is supplied by the heater until the still reaches steady state
condition. Then power is cut off and the still is alowed to
cool down naturally to reach equilibrium state with
amosphere. The readings are taken for every 15 minutes
from the time the still starts to deliver water production
until it delivers significant amount of output. The
experiments are carried out for the constant input powers
from 300 W to 1500 W.

The experiments with solar till at actual sunshine
conditions were conducted during February to April 2007
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for various depths ranging from 10 cm to 0.5 cm. The
observations are taken for 24 hours duration, starting from
6 AM. The total radiation on horizonta plane, the
temperatures of the atmosphere, basin water and
condensate and the mass of condensate collected are noted
for every 30 minutes.
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Figure 4. Variation in temperatures and production rate for
laboratory still with varying input — set |.
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Figure 5. Variation in heat transfer coefficients and production
rate for laboratory still with varying input

5. Results and Discussion

5.1. Analysis of Laboratory Sill at Variable Input
Condition

The evaporative heat transfer coefficients are calculated
using equation (9), and the overall heat transfer coefficient
of the glass surface to the atmosphere is calculated using
equations (10) to (14). Figure 4 shows the variation of
water and basin temperatures, water-glass temperatures
difference, and glass-atmospheric temperatures difference,
and water production rate with time for laboratory still
with a depth of 0.5 cm and under varying input condition.
The variation of al parameters with production rate is
normal and as expected. The variation of difference in
temperature between water and glass is also different here.
Initially, during morning hours when the input power is
less, the production rate increases with this temperature
difference.

When water temperature exceeds 50°C, this
temperature difference reaches a maximum value and
starts to decrease there after. The till production rate
continues to increase until the difference in temperature
between glass and atmosphere increases. The difference

between the glass and atmospheric temperatures is at
maximum when the production rate is at maximum. Then
al water and glass temperatures and difference in
temperatures start to decrease with production rate.

The variation of the internal evaporative heat transfer
coefficient and overall heat transfer coefficient for glass
with local hours are in relation with production rate, shown
in Figure 5. This variation is similar for different depths of
water in the basin.
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Figure 6. Variation in temperatures and production rate for
laboratory still with varying input —set 11.

The variation of the water and glass temperature and
difference in water-glass and glass-atmospheric
temperatures, are similar for the still with different lower
depths ranging from 2 cm to 0. 2 cm. The starting time and
the duration in which the production rate increase with the
decrease of the temperature difference between water-
glass. Figure 6 shows the variation of these parameters for
a still with 1 cm depth. For this still the peculiar behavior
starts around 12 Noon and lasts up to around 2 PM. For the
still with 0.5 cm depth, the peculiar behavior occurs during
10 PM and 1 PM [Figure 4].

For a given solar intensity variation in lower depth still,
this peculiar behavior starts early and lasts longer duration
and for higher depth, and starts early and lasts for shorter
duration. For deep basin still, during lower solar intensity
variations in a day, the still may not experience this
peculiar operation. If a still experience this peculiar
behavior for longer duration, the production per day will
be high.

5.2. Analysis of Laboratory Sill at Constant Input
Condition

The variation of the different parameters of the
laboratory still at constant input of 1500 W is shown in the
Figure 7. The production rate of the still increases with the
increase of water and glass temperatures during heat
supply period. Also the production rate increases with the
increase in water-glass temperature difference during this
period. The production rate decreases with these
parameters during cooling. This is the normal operation of
the still.

During heating period, the production rate increases
with the decrease in water-glass temperatures difference. It
isthe peculiar behavior of the still. During heating, the rate
of decrease of water-glass temperature difference is
minimal, and the corresponding rate of increase in
production rate is higher. This peculiar behavior is
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observed only during heating. During cooling, normal
behavior is observed.

Figure 8 shows the variation production rate, interna
evaporative heat transfer, and the externa overall heat
transfer coefficient of the glass cover with for the till. The
variations of these parameters are in relation with the
variation of production rate.

For the laboratory still with constant input, the
variations of different parameters are similar for different
constant input powers. For higher input power, rate of
temperature rise for water and basin is higher, and
production starts early. The water-glass temperatures
initially increase with production rate for lower water and
glass temperatures as shown in Figure 7. When the water
temperature is around 55°C, this difference temperature
attains a maximum value then starts to decrease. Similar
variations are observed for the till with 1200 W input also
as shown in Figure 9.

5.3. Modeling of Sill

To study the production rate variation with water and
glass temperatures, water-glass and glass-atmosphere
temperature differences, a correlation plot is drawn by
using the observations of the still under varying operating
conditions as shown in the Figure 10. Both water and glass
temperatures and difference between glass and
atmospheric temperature are increasing with production
rate. The overall variation of the difference between water
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Figure 9. Variation in temperatures and production rate for
laboratory still with 1200 W constant input.
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Figure 10. Variation of production rate with different temperatures
for laboratory still.

glass temperatures is different. Initially this value
increases with production rate, attains a maximum value
and starts to decrease. The maximum value of this
different corresponds to a water temperature around 55°C.
The production rate is 5 g/min when the temperature
difference between water and glass is in the range 5°C to
20°C. Similarly other parameters also have a range of
values for aparticular production rate.

At lower temperatures of water and glass, the water
vapour present in the air inside still is in minimum
proportion. The water mass proportion increases
exponentialy with the still air temperature, (equations (7)
and (8)). Hence, production rate of the till depends on
basin water and glass temperatures. At higher water
temperature, water is more susceptible for evaporation,
and the water vapour proportion in the still air is high.
When the glass temperature is high, both heat transfer
from glass to atmosphere and the production rate are also
high. When the water and glass temperatures are higher,
their difference is less, and the production rate is high.
Thisisthe reason for the peculiar operation of the still.

The amount of condensation at the glass lower surface
mainly depends on the mass of air circulated, and in
contact with the glass lower surface. This circulation
depends on the temperature difference between water and
glass. If the glass temperature is higher or water
temperature is lower, this difference will be low and the
production rate is also low. Hence the production rate is a
complex function of water and glass temperatures and the
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Figure 12. Performance of the solar still with medium depth

difference between
atmospheric temperatures.

The observation from laboratory still experiments at
constant depth with varying constant input and with
varying depth with constant varying input are used to
establish aregression equation using Mathcad-12 software.
Two-degree fitting function is used. The following
equation is obtained for the production rate of the still in
kg/m?h.

The above equation (equation 15) is taken as a new
model. Using this model, the production rate is calculated
using the observations of laboratory still experiments, and
the calculated values are compared with actual values. The
Figure 11 shows the comparison between the actual and
calculated production rate values by using the model. It is
found that most calculated values are closer to actual
values with a correlation coefficient of 0.974.

5.4. Analysis of the Still Under Solar Radiation Condition

The same laboratory still is tested under actual solar
radiation condition for different depths of water in the
basin. Both Figures No. 12 and and No. 13 show the
performance of the stills when the depths of water are 3
cm and 1cm. The production rate of the till varies
proportionally with different water, glasstemperatures,

the water-glass and glass

(15)
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Figure 13. Performance of the solar still with lower depth .
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Figure 14. Comparison between actual and calculated values of
production rate for actual solar still

and difference between glass and atmospheric
temperatures. Similar with laboratory still, for actual still
also, the production rate increases initially with the
increase of the temperature difference between water and
glass, but at higher temperature when the basin water
reaches around 55°C, this difference is at maximum. But
the production rate increases until the difference between
the glass and atmospheric temperatures starts to decrease.

Hence the dtill, and under actual sunshine conditions,
behaves similarly to laboratory still with varying input.
Using the observed values of different temperatures, the
new model is used to calculate the production rate for the
actual solar still with different depths of 4 cm, 3cmand 1
cm. The actual values and calculated values are compared
by using the new model. The Figure 14 shows the
comparison between the actual and values calculated,
using the new model. The most of the calculated values are
close to actual values with a correlation coefficient of
0.8646. The deviation in values due to sky radiation effect
and wind velocity effect even though, during experiment
time, no appreciable wind is observed.
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6. Conclusion

A double slope single basin, passive type, still with
basin fabricated; and tested under laboratory conditions.
The heat is supplied to the basin using electrical resistance
heater placed below the inner basin. The heat supply is
varied using control circuit. The still is tested for varying
input condition to simulate the actual solar radiation
condition with different minimum depths of water in the
basin ranging from 2 cm to 0.2 cm. The experiment is aso
carried out at different constant input conditions with a
constant depth of 1 cm water. The variation of different
parameters with production rate variation has been studied.

It is found that the production rate increases with the
increases of water and glass temperature. At lower water
and glass temperatures, the production rate is proportional
with the temperature difference with water and glass. At
higher operating temperatures, the production rate
increases with the decrease in temperature difference
between water and glass until the difference between the
glass and atmospheric temperature increases. This is the
peculiar behavior of the till. The reason for this behavior
is the higher proportion of water vapour at higher still
temperature. The still overall production rate per day will
be high when the still operation in this peculiar behavior
for longer duration.

A new model is proposed for the still with shallow
basin. The experiment is also conducted with the same still
at actual sunshine conditions. The still under solar
rediation condition with lower depth behaves similarly to
laboratory still. The experimental production rate values
are in close agreement with model values. The proposed
model can be used to predict the production rate of the still
with minimum depth of water in basin in the range of 2 cm
to 2 mm and for the basin water temperature up to 80°C.
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