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Abstract 

In order to achieve a faster rotation speed and lower impact load of the machining center armless type tool magazine 

during the rotary indexing process, the rotation and positioning characteristics of the rotary indexing mechanism were 

studied. The structural design of the Geneva mechanism used to drive the tool magazine was completed, and the optimized 

design scheme of the new double-pins without the locking arc Geneva mechanism to replace the single-pin locking arc 

Geneva mechanism was finally determined. The tTwo schemes were modeled and compared by kinematics based on NX and 

ADAMS. The results of kinematics contrast simulation show that the double-pins Geneva mechanism structure without 

locking arc has the advantages of being faster in rotational speed, smaller in impact load and more stable running condition, 

so that the speed of machine tool change while greatly reducing device wear and improve the durability of the device. 

© 2020 Jordan Journal of Mechanical and Industrial Engineering. All rights reserved 

Keywords: Geneva mechanism, optimization design, tool magazine, machining center. 

1. Introduction 

CNC machining center is the mainstream and popular 

equipment of the current manufacturing industry [1, 2]. Its 

biggest feature is the tool storage and automatic tool 

change function, which is mainly realized by the tool 

magazine and automatic tool changer [3, 4]. At present, the 

operating efficiency and reliability of the tool magazine 

components have become an important factor restricting 

the operation efficiency and reliability of CNC machine 

tools. Although domestic and international research has 

been done to improve the tool change speed and tool 

change stability [5-12], but there is still a lot of 

improvement. Therefore, it is necessary to study the 

rotation and positioning characteristics of the tool 

magazine drive mechanism to achieve a faster rotation 

speed and a lower impact load during the tool change 

process. 

In this study, the 16T armless type rotary indexing 

mechanism was taken as the research object. Firstly, the 

initial scheme of the rotary indexing mechanism was 

designed. Then, through the optimization design 

calculation of the mechanism, the final rotary indexing 

mechanism was determined to be a double-pin without 

locking arc, which is a brand-new tool magazine drive 

mechanism, which increases the rotation speed while 

reducing the impact load, reduces the tool magazine wear, 

and improves the tool magazine durability. Based on NX 

and ADAMS software, the 3D modeling and kinematics 

comparison analysis of the pre-optimized and optimized 

mechanisms were carried out, and the rotation and 

positioning characteristics of the mechanism were 

obtained. From the comparison of the kinematics 

simulation results, the rotational speed of the optimized 

structure was doubled compared with the old structure, and 

the impact load was greatly reduced, Consequently, the 

wear of the tool magazine was reduced, and the durability 

of the tool magazine was improved. 

2. Methodology of design and optimization for rotary 
indexing mechanism 

2.1. Analysis of tool change process in tool magazine 

The main part of the armless type tool magazine is 

mainly composed of the base body, the connecting seat, 

the sliding rail, the indexing plate, the tool magazine plate 

and the driver plate pins. The main part of the armless type 

tool magazine is shown in Figure 1. 

  

* Corresponding author e-mail: zucczj@163.com. 
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1. Indexing plate 2. Connecting seat 3. Base body 

4. Sliding rail 5. Tool magazine plate 6. Driver plate & pin 

Figure 1: Armless type tool magazine main part structure diagram 

The following is a simple analysis of the tool change 

action of the armless type tool magazine. 

1. The spindle moves to the tool change position; 

2. The spindle is stopped; 

3. The tool magazine moves to the tool change position 

(grabbing the old tool); 

4. The spindle releases the old tool; 

5. The spindle moves upwards (let the tool magazine 

rotate the positioning space); 

6. The tool magazine is rotated and positioned to the new 

tool position; 

7. The spindle moves downward (moving to the tool 

change position); 

8. The spindle grasps the new tool; 

9. The tool magazine is retracted to the initial position 

(end tool change). 

During this entire tool change process, the forward and 

backward movement of the tool magazine is completed by 

the cylinder drive. This action can already achieve a faster 

speed. Therefore, the efficiency of the entire tool change 

process is mainly determined by the speed of the indexing 

plate rotation and positioning. It is necessary to select a 

more suitable rotational positioning scheme to increase the 

indexing plate rotation speed while ensuring a smooth 

rotation process and to reduce impact during positioning 

and startup 

2.2. Determination of the rotary indexing mechanism 

The rotary indexing mechanism is mainly used to 

realize the indexing and turning motion of the tool 

magazine, so it is very important to ensure the speed and 

reliability of the tool magazine. At present, most of the 

armless type tool magazines use the single-head double-

lead worm gear mechanism, the double-lead cylindrical 

cam mechanism and the Geneva mechanism to realize the 

rotary indexing of the tool magazine. Among them, the 

single-head double-lead worm gear mechanism can adjust 

the transmission gap of the worm and worm at any time to 

achieve accurate indexing index, but the structure of the 

transmission mechanism is complicated and difficult to 

process. The double-lead cylindrical cam mechanism has 

strong bearing capacity and stable indexing, and is suitable 

for a mechanism with a large load, but at the same time, its 

disadvantage is that the structure is complicated and the 

processing cost is high [13]. The Geneva mechanism has 

high rotational efficiency, small impact load, stable 

operation, simple structure and easy manufacture [14]. 

Therefore, the rotary indexing mechanism of the tool 

magazine is realized by the Geneva mechanism. 

The Geneva mechanism is a mechanism that can 

convert the continuous rotation of the active part into a 

periodic intermittent motion of the driven part, and is 

commonly used in various rotary indexing mechanisms. 

The Geneva mechanism can be classified into external 

meshing, internal meshing and spherical Geneva 

mechanism according to different meshing modes. The 

armless type tool magazine adopts an external meshing 

Geneva mechanism to realize the rotary indexing action. 

The active part of the external meshing Geneva 

mechanism is the driver plate and the pin, and the driven 

part is the indexing plate. The working principle is as 

follows: the active part performs a continuous rotary 

motion at a constant angular velocity, and the driven part 

performs a periodic intermittent rotary motion. When the 

pin does not enter the indexing plate, the locking limit 

action is completed by the concave locking arc of the 

indexing plate and the convex locking arc of the driver 

plate. After the pin enters the indexing plate, the lock arc is 

released and the driver plate drives the indexing plate to 

rotate. In this way, a one-way intermittent rotational 

motion is outputted in a loop. 

2.3. Calculation of the parameters of the Geneva 
mechanism  

Different slot number can result in different angular 

velocity and angular acceleration changes: the less the slot, 

the greater the change in angular acceleration and the 

greater the impact and wear. Therefore, the number of 

slots of the external meshing Geneva mechanism for the 

tool magazine should not be less than 8. The known 

research object is a 16T armless type tool magazine, so the 

number of slots is set to 16. According to the working 

requirements of the tool magazine, the number of driver 

plate pin is initially selected as 1. 

 
Figure 2: External meshing Geneva mechanism size parameter  
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The size parameters of the external meshing Geneva 

mechanism are shown in Figure 2. Specific values can be 

obtained by the following design calculations: 

Center distance: The value of the center distance is 

determined by the size of the machine space and the form 

of the tool magazine structure. The larger center distance 

makes the indexing plate indexing process more stable, but 

at the same time, the quality of the indexing plate is 

increased, and the motor driving power is synchronously 

improved. The smaller center distance can cause the 

impact at the meshing of the mechanism to become larger. 

Taking into account the above factors, the value is 

determined as: mmL 501  

Indexing plate movement angle: 
5.22 / Z22 2       (1) 

Driver plate movement angle: 
5.15722 21     (2) 

Pin center track radius: mmLR 30sin 2                 (3) 

Pin radius: mmRr 5/6                                                     (4) 

Slot top radius: mmLrs 147)cos( 2
2

2          (5) 

Slot top sidewall thickness: mmb 5~3                             (7) 

Slot depth: 

mmmmrRLsh 35)5~3()]([          (8) 

Radius of locking arc: mmbrRR 020                (9) 

Motion coefficient: 4372.022)/-Z(/22 1  Z (10) 

The geometric parameters of the Geneva mechanism 

are listed in Table 1: 

Table 1: Geneva mechanism geometric parameters 

Parameters Value 

Number of slots/Z 16 

Number of pins/n 1 

Center distance/L 150 mm 

Indexing plate movement angle/22 22.5° 

Driver plate movement angle/21 157.5° 

Pin center track radius/R 30 mm 

Pin radius/r 5 mm 

Slot top radius/s 147 mm 

Slot top sidewall thickness/b 5 mm 

Slot depth/h 35 mm 

Motion coefficient/ 0.4372 

Locking arc radius/R0 20 mm 

2.4. Parametric modeling of Geneva mechanism based on 
NX  

NX is an interactive CAD/CAE/CAM software system 

that is powerful enough to easily construct a variety of 

complex parametric entities and models, as well as 

kinematics and dynamics simulation of related models 

[15]. It has been widely used by multidisciplinary 

researchers. 

The modelling dimensions of the Geneva mechanism 

are determined by the above parameters, the 2D drawing is 

drawn first, and the 3D model is finally completed by NX. 

The 3D model of the Geneva mechanism is shown in 

Figure 3. 

 
Figure 3: 3D model of Geneva mechanism 

2.5. Optimization design of the Geneva mechanism 

In order to achieve a higher rotational speed and 

stability of the tool magazine, the Geneva mechanism is 

optimized by the following two steps. 

2.5.1. Increase rotation speed 
It is known that the number of the driver plate pins of 

the Geneva mechanism is 1 (n = 1), and the number of 

slots is 16 (Z = 16), that is, the driver plate is rotated for 

one week, and the indexing plate is rotated by 22.5 

degrees, thereby realizing the rotary indexing operation of 

the tool magazine. At the same time, when n = 1, its 

motion coefficient  = 0.4372 < 0.5, that is, the indexing 

plate movement time is less than the stop time, and the 

motion efficiency is low. In order to increase the rotational 

speed of the indexing plate and increase the coefficient of 

motion without increasing the rotational speed of the 

driver plate, it is necessary to increase the number of pins 

of the driver plate. 

When the number of slots of the external meshing 

Geneva mechanism is greater than or equal to 6, the 

number of pins cannot be greater than 2, so the numbers of 

pins are 2 (n = 2). In this way, without increasing the 

driver plate rotation speed, the rotation speed of the 

indexing plate is doubled, the motion coefficient is also 

doubled, and the movement time is greater than the stop 

time. 

However, the increase in the number of pins of the 

Geneva mechanism causes the central angle of the locking 

arc to become smaller, and its value is calculated by the 

following formula (11): 

 5.225.1571802n / 2 1              (11) 

In the formula (11): n is the number of pin, and 21 is 

the driver plate movement angle. 

Figure 4 is a comparison diagram of the structure of the 

Geneva mechanism in the case where the number of round 

pins is equal to 1 (Figure 4a) and equal to 2 (Figure 4b). 

The double pins in Figure 4b double the rotational speed, 

but because there is still a locking arc in the structure, it 

still needs to complete the typical intermittent movement. 

During the positioning process, a large impact load is 

generated when the pin enters the slot every time, and it 

can be seen from the figure that the locking arc of the 

double-pins mechanism becomes very small only 22.5 

degrees. This results in a locking arc that is prone to wear 

and its durability is greatly reduced. Therefore, it is 

necessary to further optimize the design. 
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2.5.2. Improve stability 
In order to improve the stability of the rotary indexing 

movement of the tool magazine, we have determined the 

following improvement requirements: avoiding the rigid 

impact during the operation of the mechanism and 

reducing the wear during the operation of the mechanism 

to obtain a precise positioning position. According to the 

above design requirements, the double pins structure is 

still adopted, and the parameters, such as the center 

distance, the indexing plate movement angle, the driver 

plate movement angle, the pin center track radius, the pin 

radius, and the slot depth are unchanged. An optimized 

double-pins Geneva mechanism without locking arc was 

redesigned as shown in Figure 5 below. 

As can be seen from the above Figure 5, the optimized 

slot top radius (s1) is larger than the initial slot top radius 

(s). It can be seen from the above Figure 5 that the value of 

s1 is calculated by the formula (12): 

mmrRL 152)(s1 22              (12) 

In the formula (12): L is the center distance, R is the 

pin center track radius, and r is the pin radius. 

It can be seen from Figure 5 that a transitional arc is 

newly designed between the initial slot top circle and the 

optimized slot top circle. When the pin 1 is disengaged 

from the slot along the transitional arc, the pin 2 just enters 

the transitional arc of the slot. The transitional arc acts as a 

lock and positioning. At the moment of Figure 4, the 

Geneva mechanism is in a stationary state. When the 

Geneva mechanism is in this state, the line between the 

centers of the two pins and the line between the center of 

the indexing plate and the center of the driver plate are 

perpendicular to each other, that is, the instantaneous 

angular velocity of the rotation of the indexing plate is 0 

( = 0), thereby avoiding the rigidity of the mechanism. At 

the same time, the optimization mechanism cancels the 

original small locking arc design, which reduces the wear 

during operation and improves the durability of the 

mechanism, thus achieving the optimal design 

requirements. 

 

(a)                                        (b) 

Figure 4: Different number of pins comparison chart 

 

 

Figure 5: Optimized Geneva mechanism 2D drawing 
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3. Comparative analysis of kinematics for rotary 
indexing mechanism 

3.1. Parametric modeling of rotary indexing mechanism 
based on NX 

The optimized Geneva mechanism model and other 

parts models of the tool magazine are built in NX 3D 

modeling software. These parts are assembled together as 

required, and finally assembly model of the rotary 

indexing mechanism of the tool magazine as shown in 

Figure 6. 

 
 

1. Tool magazine plate 2. Driver plate & pin 3. Indexing plate 

Figure 6: Assembly model of rotary indexing mechanism 

3.2. Comparative analysis of mechanism kinematics based 
on ADAMS  

In order to verify the optimization effect of the new 

Geneva mechanism, the ADAMS software was used to 

compare the kinematics of the old and new Geneva 

mechanisms. 

The first step is to simplify the tool magazine assembly 

model in the NX software, remove excess parts, and 

finally retain only the necessary components such as 

indexing plate, driver plate and pins. Export the Parasolid 

format (.x_t format file) and import it into the ADAMS 

software. Set the unit to MMKS, add the gravitational 

acceleration and material properties, and finally complete 

the pre-processing. 

The second step is to constrain the indexing plate and 

the ground through the revolute joint in the ADAMS 

software. The driver plate and the ground are constrained 

by the revolute joint. The pin and the driver plate are 

constrained by the revolute joint. The driver plate and the 

indexing plate, the pin and the indexing plate are 

constrained by the contact joint. The specific parameters of 

the contact joint are set as follows: the stiffness is 10e6, 

the force exponent is 1.5, the damping is 10, the 

penetration depth is 0.01, and the static friction factor is 

0.1, the dynamic friction factor is 0.08. A rotational drive 

with a rotational speed of 45r/min was applied to the driver 

plate, and finally the simulation model was constructed. 

4. Results and discussion 

The new and old simulation models are submitted to 

the solution, and the angular velocity and angular 

acceleration curves of the indexing plates in the old and 

new mechanisms are plotted in the post-processing section. 

The results are shown in Figure 7 and Figure 8. 

 

(a) 

 

(b) 

Figure 7: AV-Curve comparison chart of old & new mechanisms 

 

(a) 

 

(b) 

Figure 8: ACC-Curve comparison chart of old & new 

mechanisms 

In Figure 7, the red curve is the angular velocity curve 

of the old mechanism indexing plate in [16], and the blue 

curve is the angular velocity curve of the new mechanism 

indexing plate. In Figure 8, the red curve is the angular 

acceleration curve of the old mechanism indexing plate in 

[16], and the blue curve is the angular acceleration curve 

of the new mechanism indexing plate. 

After comprehensively comparing and analyzing the 

curves of Figure 7 and Figure 8, the following conclusions 

can be drawn: 
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1. In the same 10 seconds, when the new mechanism 

turned 15 indexing stations, the old mechanism only 

turned 7.5 indexing stations, so the new mechanism’s 

rotation speed doubled. 

2. In both the old and the new mechanisms, the angular 

velocity and angular acceleration of the indexing disc 

are constantly changing. The angular velocity is 

maximized when the center of the indexing plate, the 

driving plate and the pin are collinear. The angular 

acceleration is exactly zero when the angular velocity is 

maximum. 

3. The old mechanism indexing plate has a period in 

which the angular velocity is equal to 0 in the cycle, so 

that an impact phenomenon occurs during acceleration. 

The angular velocity of the indexing plate of the new 

mechanism is not in the state of 0 for a long time, and it 

is not necessary to repeatedly overcome the static 

inertia, so the impact load is greatly reduced, the wear 

is reduced and the durability is improved. 

In summary, the optimized new Geneva mechanism 

doubles in rotational speed and is approximately in 

continuous motion. The reduction in the angular velocity 

variation causes the mechanism to not repeatedly 

overcome the static inertia. At the same time, because of 

the existence of a transition arc, the impact and vibration 

are also smaller than the old mechanism. These have 

proven that the optimized new Geneva mechanism can 

completely replace the old Geneva mechanism. 

5. Conclusion 

In this study, the rotary indexing mechanism of the tool 

magazine was designed and optimized. The newly 

designed double-pins without locking arc Geneva 

mechanism has been proved by motion simulation to prove 

that it can completely replace the old single-pin Geneva 

mechanism with locking arc. At the same time, the 

simulation analysis results show that the new mechanism 

rotation speed is doubled and the impact load is greatly 

reduced, which provides an important reference for 

subsequent research. 

In the next stage, this study will test the movement of 

the new mechanism under actual conditions to further 

verify the angular velocity and angular acceleration of the 

mechanism. The research on the influence of the 

manufacturing process on the running state of the Geneva 

mechanism is completed to achieve a more optimized 

design of the rotary indexing mechanism. 
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Abstract 

The service-oriented architecture model (SOA) is highly open, hierarchical, and can support parallel / distributed 

information interaction. Through well-defined interfaces and contracts to contact different services of applications, it has 

many applications in the field of power system. The SOA architecture is used to realize multi-source power outage 

information fusion and provide data support for power outage risk assessment and hierarchical early warning.For the problem 

of repeated multiple blackouts in the distribution network, based on the SOA framework design, the multi-source information 

fusion technology of the distribution network is used to provide data exchange for online monitoring and early warning 

technology. By analyzing the factors affecting the repeated multiple blackouts risk and the blackout grading warning of the 

distribution network, every impact factor scoring standards are given respectively. The Delphi method is used to establish an 

indicator evaluation system to evaluate the repeated multiple blackouts risks and the indicators of power outage classification 

warnings in the distribution network, and calculate the weights of each indicator. A repeated multiple blackouts assessment 

was conducted for an actual blackouts instance, and the comprehensive probability value and hierarchical warning level of 

repeated multiple blackouts are obtained to realize online monitoring and early warning, which provided a new technology 

for dealing with repeated multiple blackouts. 

© 2020 Jordan Journal of Mechanical and Industrial Engineering. All rights reserved 
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1. Introduction 

Many problems exist in the distribution network, such 

as weak grid, low equipment reliability, backward 

information level, insufficient scheduling capability and so 

on. Thereby, repeated multiple blackouts led to frequent 

accidents and frequent user complaints, which seriously 

affected the service quality and social image of the power 

supply company.According to the “Clear description of the 

acceptance criteria for low-voltage and frequent blackout 

complaints” by the marketing department of State Grid 

Corporation, Repeated Multiple Blackouts is defined as: 3 

or more power blackouts occurred in a station for two 

consecutive months. Domestic and foreign research gaps 

on Repeated Multiple Blackouts, lack of effective 

governance methods. The causes for power blackouts can 

be divided into two categories: Planned blackouts and 

Fault blackouts. Planned blackouts can be known in 

advance through announcements, etc. Therefore, the Fault 

blackouts is studied mainly. 

There is a lot of Equipmentin distribution network, the 

current operational and historical data come from multiple 

systems. It is difficult and inaccurate to evaluate the status 

of a certain area or line based on a single information. 

Compared with the single source information evaluation 

method, multi-source information fusion technology can 

improve the robustness and accuracy of the system. It is 

the basic links of realizing blackouts monitoring and early 

warning to achieve integration of multi-source blackouts 

information in distribution networks and the cross-system 

service linkage mechanism. This study adopts the SOA 

architecture based on Web Service to realize the fusion of 

multi-source information and online detection and early 

warning. 

The causes of Repeated Multiple Blackouts are 

complex, including human factors, external factors, natural 

factors and equipment factors. How to target different 

causes, it is the key and difficult point of solving repeated 

Multiple Blackouts effectively to govern blackouts 

differently. Index weights are used to reflect the influence 

of various factors on the blackouts and the relative 

importance of the indicators. Determining the weight of 

the indicators is an important issue in the comprehensive 

evaluation. At present, the methods for determining the 

weight coefficient are: subjective weighting method, 

* Corresponding author e-mail: 493441872@qq.com. 
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objective weighting method, and subjective and objective 

comprehensive weighting method. 

In reference [2], OPA model is applied to power grid 

outage accident simulation to calculate the risk value of 

power grid security events, which is suitable for high-

voltage transmission system. Literature [3] Based on fault 

tree and analytic hierarchy process (AHP), established four 

levels of indicators based on large-scale outage fault tree, 

and analyzed structural risk, technical risk and equipment 

risk layer by layer, so as to calculate the comprehensive 

risk degree of large-scale outage risk. In reference [4], by 

analyzing the outage probability caused by various 

emergencies, the outage risk of distribution network under 

emergencies is calculated, and the emergency warning 

level is determined based on this criterion. In reference [5], 

a risk assessment model of distribution network 

considering various factors is proposed. In the model, a 

new method is adopted to calculate the outage cost of 

distribution network. This method reflects the 

comprehensive influence of outage frequency, outage 

duration and outage power on outage cost. In the existing 

research results of distribution network risk assessment, 

the assessment method combining empirical analysis and 

qualitative analysis based on subjective factors is more 

common, there is no standard unified assessment system, 

and some quantitative assessment methods consider 

relatively single risk factors [1-5], and most of them are 

not applied in practice, only stay in theoretical analysis. In 

this paper, based on the SOA architecture to achieve multi-

source outage information fusion, the Delphi evaluation 

system is used to evaluate and analyze the indicators of 

various influencing factors, and the risk and classification 

early warning model of repeated multiple outage in 

distribution network is constructed to realize online 

monitoring and early warning, providing new help for the 

governance of repeated multiple outage in distribution 

network. 

2. Multi-source Information Fusion and Literature 
Review 

The source system related to the multi-source 

information of the distribution network includes:PMS2.0

（Lean management system for equipment (property) 

operation and maintenance）, Distribution Automation 

System（A kind of automation system that can make the 

distribution enterprise monitor, coordinate and operate the 

distribution equipment in real time in the distance）Power 

Collection System（Through the collection and analysis of 

power consumption data of distribution transformers and 

end users, the power consumption monitoring, step 

pricing, load management and line loss analysis are 

realized）, OMS（A scheduling integrated management 

system which integrates scheduling production, 

professional management and scheduling business 

processing.）, and the like. Multi-source information 

fusion technology was launched in the 1970s to study the 

comprehensive processing and utilization of multi-source 

uncertainty information[5]. Common information fusion 

methods are: Artificial Neural Network method [6-8], 

Bayesian Network method [9], Fuzzy Reasoning method 

[10-11], Dempster-Shafer Reasoning method, etc. 

[12].Service-Oriented Architecture (SOA) is a highly 

open, hierarchical, component model that supports 

parallel/distributed information interaction and loose 

coupling [13].It links the different services of the 

application through well-defined interfaces and contracts 

between these services, it links the different services of the 

application through well-defined interfaces and contracts 

between these services, whose interface specifications 

generally complying with the IEC61968 and IEC61970 

protocols. And has been applied widely in the field of 

power systems [14-16].The SOA architecture solves the 

coupling problem of the subsystem to the greatest extent 

and minimizes the coupling degree of each subsystem. It is 

an effective mechanism to solve the encapsulation, 

interaction, integration, and reuse of each subsystem. 

Web Service is used to implement the SOA 

architecture, the Web Service interface adopts Apache 

Axis2 technology. The client and the server interact with 

each other with the SOAP protocol through HTTP. The 

client generates a SOAP request message according to the 

WSDL description document and sends it to the server. 

The client generates a SOAP request message according to 

the WSDL description document and sends it to the server, 

the server parses the received SOAP request, invokes the 

Web Service, and then generates a corresponding SOAP 

response and sends it back to the client. 

The Web Service server adopts the dual-system hot 

backup mechanism. Through the dynamic IP drift 

mechanism, when the running machine fails, the IP 

automatically drifts and points to the hot backup machine 

to achieve trouble-free operation. Web services are 

published in the JBOSS server using the Axis2 framework. 

All source system data (model, real-time data, fault 

information, etc.) is pushed to the enterprise information 

bus through the Web Service, and pushed to the data 

adapter from the bus to the multi-source blackouts 

information buffer pool to perform model checking, model 

conversion, model splicing and model fusion. Then it is 

stored in the multi-source blackouts information database 

to provide data support for the risk assessment, prevention 

and control application of the distribution network 

Repeated Multiple Blackouts, as shown in Figure 1. 
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Figure1. Information fusion architecture 

3. Delphi method evaluation system 

Delphi is a method that fully integrates expert 

knowledge, experience and information in the field, also 

known as expert scoring. The key of Delphi’s method is 

that it seeks expert opinions in an anonymous manner, and 

the decision opinions tend to be consistent and 

approximate the actual value through information 

communication and cyclic feedbackexperts, n indicators 

(assuming each expert evaluates all indicators). 

3.1. Delphi method main statistical analysis function  

3.1.1. Expert authority level 
Expert authority level has an important influence on the 

accuracy of the weight coefficient judgment results. The 

higher the authority of the pert, the more reliable the 

weight coefficient obtained. Expert authority level is 

generally decided by the basis of expert judgment and 

expert familiarity with the index. The calculation formula 

is: 

2

ai si
Ri

C CC 
 ( 1, 2... )i m                                     (1) 

3.1.2. Weighted arithmetic mean EjC  

EjC reflects the concentration of expert ratings. The 

larger the EjC , the more important the indicator. The 

calculation formula is: 

1

1
* ( 1,2... , 1, 2... )

m

Ej Ri ji
i

C C C i m j n
m 

     (2) 

EjC : the weighted arithmetic mean of indicator j,

jiC :the score of expert i on indicator j. 

3.1.3. Coefficient of variation 
The coefficient of variation jv  mainly reflects the 

volatility of the experts’ evaluation of the indicators, that is 

the degree of coordination. The calculation formula is: 

i
j

Ei

Sv
C

                                                                                 (3) 

iS : the standard deviation of the evaluation index i score. 
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3.1.4. Coordination coefficient of expert opinion w 
The expert opinion coordination coefficient W reflects 

the coordination degree of the expert group’s weighting 

coefficients for all indicators, ranging from 0 to 1. 

Generally, after 2 to 3 rounds of consultation and 

coordination, the coordination coefficient generally 

fluctuates within the range of 0.5 and the error control is 

better. 
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n: the total number of indicators; jR  : the index i evaluation level 

and; R: the evaluation level and the mean value of all indicators; 

3

0
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T t t


                                                               (6) 

L: the number of groups having the same evaluation value among 

the expert evaluation values; 

lt : the same number of levels in the L group. 
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3.1.5. Expert positive coefficient  
jk is the interest level of experts on indicator i. The calculation 

formula is: 

j
j

m
k

m


                                                                                 

(7) 

jm : the number of experts who evaluated the indicator j. 

Under the assumption of this paper, k=1. 

3.1.6.  indicator weight  
The indicator weight is the weight coefficient of the 

index j: 

1

j
wj n

j
j

C
k

C






                                     (8) 

4. Risk model of distribution network Repeated 
Multiple Blackouts 

4.1. Risk indicators of distribution network Repeated 
Multiple Blackouts 

The repeated multiple blackouts risk assessment of the 

distribution network accounts for the main characteristics 

of the repeated multiple blackouts scenarios. There are 

three main factors affecting the repeated multiple 

blackouts in the distribution network: equipment level, 

operation and maintenance level, and grid structure level. 

At the same time, it also takes into account the influence of 

external factors such as meteorological and historical 

blackouts, and makes full use of the current situation data 

and historical data of the distribution network in the multi-

source information fusion system, which effectively 

reflects the comprehensive probability level of repeated 

multiple blackouts in the distribution network. 

4.1.1. Equipment level 
The probability of distribution network blackouts is 

closely related to the equipment level. The advanced and 

reliable power equipment is the hardware guarantee for 

safe operation of the distribution network. The indicators 

affecting the equipment level and scoring criteria are 

shown in Table 1 

4.1.2. Operation and maintenance level 
In the operation and management of the distribution 

network, whether the inspection is in place and whether 

the defects are eliminated is in time, which is related to 

whether the hidden dangers of the equipment can be 

detected and solved in time, thus affecting the failure rate. 

The index scores that affect the level of operation and 

maintenance are shown in Table 2. 

Table 1. Scoring standard of sub-indicators affecting the level of equipment 

              Score 

Sub 

indicator 

10-20 30-40 50-80 

Protection level 

against lightning 

Lightning arrester Perfectly 

installed 

Install lightning arrester only on 

the high voltage side of the power 

transformer 

No lightning arresters 

Insulation level All lines are insulated Some lines are insulated Unused insulated wire 

Number of old 

equipment 
No old equipment Small amount of old equipment 

Large quantity of old 

equipment 

Distribution network 

protection device 

configuration 

All configured Partial configured No configured 

 

Table 2. Scoring standard of sub-indicators affecting the level of operation and maintenance 

Score  
 

Sub 

 indicator  

10-20 30-40 50-80 

Uninterruptible 
operation level 

Third and fourth types of 
operational capabilities 

Only the first and second types of 
simple operation capabilities 

No ability 

Repair ability Stronger Medium Insufficient 

Live detection and 

online monitoring 
technology 

Stronger Medium Not possess 
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4.1.3. Grid structure level 
Many problems exist in the distribution network, such 

as weak grid, and the repeated multiple blackouts led to 

frequent accidents and frequent user complaints. So, the 

grid structure needs to be strengthened. The index scores 

that affect the level of the grid structure are shown in 

Table 3. 

Table 3. Scoring standard of sub-indicators affecting the level of 

grid structure 

Score 

Sub 

 indicator 

10-20 30-40 50-80 

Line “N-1” 

pass rate 

Stronger 

transfer 

ability 

Medium 

transfer 

capacity 

No ability 

Section 

switch 

installation 

3 paragraphs 

and above 
Less than 3 None 

Power 

supply radius 

Standards 

compliant 
—— 

Exceeding 

provisions 

4.2. Distribution network repeated multiple blackouts risk 
indicator weight 

4.2.1. Indicator weights 
Figure 2 shows the process of determining the weight 

coefficient of each index. According to the statistical 

analysis function of the Delphi method in Section 2.1, the 

scores of all experts are analyzed and summarized 

circularly. Synthesizing many power experts’ 

understanding for the importance of distribution network 

repeating multiple blackouts risk assessment indicators and 

the ratio of complaints held by the comprehensive 

management department, combined with the multi-source 

information fusion platform. After corresponding 

mathematical calculations, the weights of each indicator 

are obtained, and finally the weights of the 10 indicator 

features in the indicator system can be obtained, as shown 

in Table 4. 

Establish an 
expert group

Determine the weight 
coefficient

Re-determine the weight 
coefficient based on the 

analysis report

Result

Summary expert analysis 
and judgment results and 

form an analysis report

 Disagree

Agree

 

Figure 2. Process to get the index weight 

Table 4. The coefficient of each index weight 

Specific indicators Weights 

Protection level against lightning 0.12 

Insulation level 0.08 

Number of old equipment 0.08 

Distribution network protection device 

configuration 

0.12 

Uninterruptible operation level 0.06 

Repair ability 0.06 

Live detection and online monitoring 

technology 

0.08 

Line “N-1” pass rate 0.16 

Section switch installation 0.16 

Power supply radius 0.08 

Note：Number of experts：10 

4.2.2. External factors 
External factors mainly include meteorological 

conditions and repeated power outages. The value of the 

repeated power outage factor is 1 for the power outage in 

the previous month and 1.5 for the power outage last 

month. 

4.3. Evaluation results 

The cumulative probability of repeated multiple 

blackouts can be derived from equations (9) and (10). 

0 * *P P Q T                                                                    (9) 

0

1

*
n

wi i
i

P k U


                                                                (10) 

P:the comprehensive probability of repeated multiple 

power outages;P0:the base probability of repeated multiple 

blackouts; Q: the meteorological condition factor; T:the 

repeated blackouts factor; Ui: the score of each indicator. 

The comprehensive probability value of repeated multiple 

blackouts ranges from 0 to 100, and if the calculated value 

exceeds 100, it is calculated as 100. 

According to the comprehensive probability value of 

repeated multiple blackouts in the distribution network, the 

probabilityof repeated multiple blackouts is divided into 

five levels(from large to small): I, II, III, IV, V, as shown 

in Table 5. The comprehensive probability value is a 

comprehensive score that takes into account various 

influencing factors, and reflects the repeated multiple 

blackouts probability level of the whole distribution 

network, and does not represent the percentage probability 

of repeated multiple blackouts. 

Table 5. Repeated multiple outages of comprehensive probability 

of hierarchical and quantification 

Level I II III IV V 

P >70 40-70 20-40 10-20 <10 
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5. Classification early warning model of distribution 
network repeated multiple blackouts 

According to the comprehensive probability value of 

repeated multiple blackouts, when the probability exceeds 

70, that is, when repeated multiple blackouts occur “very 

likely”, an early warning should be issued. 

According to the different consequences of 
repeated blackouts, a grading warning is carried out. 
That is, the risk is quantified in combination with the 
consequences of repeated blackouts. According to 
the risk grading results, the corresponding level of 
early warning is issued, and the corresponding 
measures are taken to provide the basis for 
prevention and control. 

5.1. Consequences of repeating multiple blackouts 

The factors affecting the consequences of repeated 

multiple blackouts mainly include four aspects: the 

importance of power load, the repeated blackouts 

complaint rate, the time and scope of blackouts. Therefore, 

different impacts should be considered in the repeated 

multiple blackouts warnings, and graded warning should 

be implemented. Quantitative scoring of each influencing 

factor index is analyzed and calculated by Delphi method, 

and the effect value of repeated multiple blackouts is 

obtained finally. The risk level of repeated multiple 

blackout events is determined according to the magnitude 

of the consequence value, and a corresponding level of 

warning is issued. 

5.1.1. Consequence indicators of repeating multiple 
blackouts 
1. The importance of blackouts load 

For the distribution network, the greater the proportion 

of important loads, the greater the loss caused by 

blackouts. The load factor will be determined based on the 

specific gravity of the level I and II loads, as shown in 

Table 6. 

Table 6. The importance of the load 

Proportion of level I and II 

load 

30% 60% 80% 100% 

Score 60 70 80 90 

When the load weight data is not available, the 

distribution of the load has regional characteristics, which 

can be used to reflect the importance of the load. Four 

types of areas—the center of city, urban area, town, 

village— are selected. Each type of area corresponds to a 

load area characteristic factor, which is used to 

characterize the load importance factor, as shown in Table 

7. 
Table 7 .The importance of the load  

Characteristics 

of load area 

the 

center of 

city 

urban 

area 
Town village 

Score 90 80 70 60 

2. Complaint information of repeated blackouts 

The areas with more repeated blackouts complaint 

taking place will lead to more complaints, so consider the 

repeated blackouts complaint rate indicator in the region to 

characterize the region’s tolerance to repeated blackouts, 

as shown in Table 8. 

0
100%T

TP
T

                                                              (11) 

PT: the repeated multiple blackouts complaint rate; T0: 

the number of repeated power outage complaints in the 

region; T: the number of user complaints in the region. 

Table 8. The index of outages complaint history information 

Complaint 

rate (%) 
0-10 10-20 20-30 30-40 

40-

50 
>50 

Score 50 60 70 80 90 100 

3. Time of blackouts 

The time factor considers three cases: general working 

days, holidays, and special power supply periods, as 

shown in Table 9. 

Table 9. The index of time of occurrence of Repeated multiple 

outages 

Time 

factor 

General 

working days 
Holidays 

Special power 

supply periods 

Score 50-60 70-90 90-100 

4. The scope of blackouts 

For the distribution network, the range of blackouts, 

such as the whole line outage and the branch line outage, 

have different effects on the repeated blackouts of the 

distribution network, as shown in Table 10. 

Table 10. Influence sphere of Repeated multiple outages 

Range of 

blackouts 
Branch line outage 

Whole line 

outage 

Score 20-50 80-90 

5.1.2. Consequences indicator weights of repeating 
multiple blackouts 

The Delphi method is also used to derive the weight of 

each indicator, as shown in Table 11. 

Table 11. Each index weight of consequence of Repeated 

multiple outages 

Influencing factor indicator Weights 

The importance of load 0.3 

Historical blackout complaint information 0.2 

Time of blackouts 0.1 

Range of blackouts 0.4 

5.1.3. Quantitative assessment of the consequences of 
repeated multiple blackouts 

After obtaining the scores of the indicators that affect 

the consequences of repeated multiple blackouts in the 

distribution network, according to the formula (3-1) (3-2), 

the scores of the repeated multiple blackouts are obtained. 

According to the magnitude of the consequences of the 

blackouts, the severity of the consequences is divided into 

five levels, as shown in Table 12. 

 



 © 2020 Jordan Journal of Mechanical and Industrial Engineering. All rights reserved - Volume 14, Number 1  (ISSN 1995-6665) 13 

Table 12.  Hierarchical and quantification of consequence of 

Repeated multiple outages 

Loss 

of 

LevelI 

Loss of 

Level II 

Loss of 

LevelIII 

Loss of 

LevelIV 

Loss of 

LevelV 

>70 40-70 20-40 10-20 <10 

5.2. Failure risk classification warning 

According to the quantified distribution network failure 

consequence value, the risk of repeated multiple blackouts 

in the distribution network is classified, and the warning 

level is determined according to the classification of the 

corresponding risks, so that the risk response measures can 

be taken conveniently in management. According to the 

normal distribution network risk grading theory, the 

distribution network repeated multiple blackouts risk 

warning is divided into five levels, namely, level I, level II, 

level III, level IV and V, as shown in Table 13. 

Table 13. Hierarchical and quantification of consequence of 

Repeated multiple outages 

Alert level Consequence value 

Level I ≥70 

Level II [40-70) 

Level III [20-40) 

Level IV [10,20） 

Level V <10 

6. Example analysis 

6.1. Case introduction 

In July 2016, a distribution network line in a county 

town suffered blackouts due to two lightning arrester 

breakdown accidents during the summer. This line 

supplies power to some enterprises in the county. 

Collecting basic data such as power equipment, network 

structure, operation and maintenance records, and fault 

records in the area where the blackouts occurred in the 

multi-source information system, the equipment with a 

long operating life in this area is put into operation early, 

most of the equipment is aging seriously, and the relay 

protection device is simple in configuration. The scores of 

the benchmark probability indicators for evaluating 

repeated multiple blackouts are given in four aspects: 

comprehensive equipment level, operation and 

maintenance level, external force protection level and grid 

structure level. 

In the region, lightning was frequent in the summer of 

June-August, and the meteorological factor was 1.2. The 

blackouts had occurred 2 times last month, and the 

repeated multiple blackouts factor was 1.5. 

6.2. Score of evaluation index  

The collected distribution network basic data is 

processed, and the scores of the respective indicators are 

given. The results are shown in Table 14. 

Table 14. Score of factors 

Index Score 

Lightning protection level 70 

Insulation level 80 

Ratio of old equipment 80 

Distribution network protection device 

configuration 

60 

Uninterruptible operation level 30 

Repair ability 30 

Live detection and online monitoring technology 70 

Line “N-1” pass rate 30 

Section switch installation 60 

Power supply radius 10 

The calculated baseline probability index value is 52.8. 

After considering the meteorological factors and the 

repeated blackouts factor, the comprehensive probability 

value is 95.04. A repeated multiple blackouts warning 

should be issued. 

Table 15. Score of consequence 

Influencing factor indicator Score 

The importance of load 70 

Historical blackout complaint 

information 
50 

Time of blackouts 60 

Range of blackouts 30 

The value of calculated repeated blackouts 

consequence is 48. Therefore, the warning level 

should be level II. 

6.3. Analysis of case evaluation results 

The probability of the event evolving into repeated 

multiple blackouts exceeds 70. The event is “very likely” 

for repeated blackouts, and an early warning should be 

issued. According to the calculation of the consequence 

indicator value, the early warning level is determined to be 

a level II. The event will evolve into repeated multiple 

events, and measures should be taken in time to avoid the 

occurrence of repeated multiple events. Therefore, the 

electricity sector should formulate corresponding measures 

according to different repeated multiple blackouts warning 

levels and consequence risk levels, and the operation and 

maintenance personnel can take corresponding measures 

accordingly to prevent the blackouts event from evolving 

into repeated multiple blackouts events, causing serious 

consequences. 

7. Conclusion 

1. Using SOA framework of WebService service, multi-

source outage information fusion is realized, which 

provides data support for on-line monitoring, early 

warning and control of repeated multiple outages in 

distribution network; 

2. Based on the analysis of multi-source information, the 

influencing factors, scoring standards and quantitative 
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scope of the two models are analyzed. Based on the 

Delphi method evaluation system, the risk model and 

outage classification early warning model of repetitive 

outage in distribution network are established to 

provide new technologies for the control of repetitive 

outage in distribution network. 

3. In the future application process, the the risk model and 

outage classification early warning model of repeated 

multiple blackouts will be improved and improved 
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Abstract 

The performance of transmission gears has a great influence on the overall reliability, NVH performance and transmission 

efficiency of a gearbox. When the gear strength requirement is met, the gear transmission with low vibration and low noise is 

designed. In view of the NVH problem of automobile transmissions, the third pair of gear pairs of an electric vehicle gearbox 

is taken as the research object. Based on the nonlinear dynamic model theory of the gear transmission system, the gear profile 

modification and tooth orientation are comprehensively used to select a reasonable shape modification scheme. The stiffness 

matrix, mass matrix and position information of the shell extracted from the finite element software are combined with 

dynamic model of MASTA and the gear pair is optimized for microscopic shaping. Observing the simulation results, it can be 

seen that the gear pair transmission error and the maximum contact stress after the shape modification are significantly 

reduced compared with those before the shape modification, and the contact stress map distribution is more uniform. 

Therefore, selecting a suitable modification scheme can significantly improve the gear meshing effect. The gear transmission 

error is reduced, and the stress concentration of the gear teeth caused by the assembly error and the elastic deformation is 

improved, thereby reducing the vibration and noise generated by the gear transmission process. 

© 2020 Jordan Journal of Mechanical and Industrial Engineering. All rights reserved 

Keywords: Gear; micro-modification; optimization; transmission error; contact stress. 

1. Introduction 

As the core component of the automobile gearbox, the 

smooth running of the gear will have a great impact on the 

overall reliability NVH (Noise Vibration and Harshness) 

performance and transmission efficiency of a gearbox. 

With the development of modern industry, the gear 

transmission is gradually developing in the direction of 

high efficiency, precision and intelligence, and the 

requirements for the working performance of the gear are 

getting higher and higher. When the gear strength 

requirement is met, the gear transmission with low 

vibration and low noise becomes the goal of the study of 

gear dynamics research. Correct design of the parameters 

and accuracy of the gear can reduce its dynamic meshing 

force, and proper dynamic shaping can also reduce the 

impact. Based on the dynamic model and analysis of the 

gear transmission system, the overall simulation of the 

gearbox is carried out to obtain the NVH response of the 

gearbox, which helps to reduce its vibration and optimize 

its design. At this stage, the NVH performance of the 

gearbox is improved mainly by improving the structure, 

optimizing the process and the control method, gear 

shaping, and so on. And the gear shaping is an effective 

method of the lowest cost. Gear shaping is widely used in 

traditional vehicle transmissions, but there is currently no 

mature solution for electric vehicles [1-3]. 

The methods of tooth profile modification are mainly 

divided into the following five methods: empirical formula 

method, differential geometry method, elastic mechanics 

method, function method and finite element method [4, 5]. 

The empirical formula method considers various 

factors that affect the deformation of gears under different 

working conditions, and gives the corresponding empirical 

formula to determine the amount of modification [6]. Yang 

Tingli et al. synthetically considered the factors, such as 

the manufacturing error and elastic deformation of gear 

teeth, and finally determined the optimum modification 

amount of gear teeth according to the corresponding 

formula [7]. 

Elasticity mechanics method is to use the theory of 

elasticity to analyze the forces acting on the gears in 

meshing, and calculate the modification amount needed for 

the elastic deformation of the tooth surface [8]. Cheng 

Yikang et al. used the finite element method to analyze the 

contact strength of the tooth surface under the condition of 

different tooth tip modification [9]. 

The function method is to determine the curve equation 

of the modified section by establishing the shape 

* Corresponding author e-mail: zhqy@fjut.edu.cn. 
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increment function of the tooth top section, the middle 

section of the tooth profile and the root section of the tooth 

profile, or by using the curve transition method to 

determine the modification amount. Singh and Comparin 

studied the undamped vibration phenomenon of multi-

degree-of-freedom systems, and obtained its approximate 

solution by harmonic balance method and function 

description method [10].  

Finite element method (FEM) is a popular modification 

method in modern times. It is a discrete numerical 

simulation method. The basic idea of the finite element 

method is to discretize the solution object and divide the 

solution domain of the problem into a series of units. Each 

unit is connected by nodes, and the unit node quantity 

equation is established from the energy relationship and 

the balance relationship, then form each unit equation 

group into an overall algebraic equation group, and select 

an appropriate calculation method to solve according to the 

specific conditions of the equation group[11].Gao Xiaoyu 

obtained the involute equation, the root transition curve 

equation and the spiral equation according to the involute 

gear meshing principle and three-dimensional modeling of 

the helical gear was carried out and the contact finite 

element analysis was carried out [12]. Combined with the 

tooth profile modification theory, the amount of tooth tip 

modification of the helical gear was determined according 

to the contact simulation result. The two types of shaping 

curves were used to modify the helical gears. The 

comparison of the shaping effects determined the gear 

shaping curve of the wind turbine gearbox under certain 

working conditions. Oguz Kayabasi first analyzed and 

calculated the load distribution on the gear tooth profile by 

experimental methods. Then the mathematical model of 

gear tooth profile was established, the tooth profile was 

optimized by finite element method, and various stress 

distribution clouds are drawn [13]. Wang Yi et al. used the 

finite element method to analyze the gear transmission 

process, determine the shape modification parameters and 

perform tooth surface modification to reduce gear 

vibration and noise [14]. 

As for the tooth orientation modification, Litvin [15] 

gave the design method of tooth orientation and tooth 

width direction to optimize the gear transmission error. 

Xiang Ya calculated the effective contact width and drum 

shape of gears based on the meshing tooth error and gear 

tooth deformation, and gave the tooth-shaped drum shape 

modification curve equation. By creating three-

dimensional models of gear pairs with different drum 

shapes, the three-dimensional contact finite element 

method was used to calculate the longitudinal load 

distribution of tooth [16]. Xing Bin et al. considered the 

influence of installation error and used the finite element 

quasi-static analysis method to quantitatively calculate the 

meshing stiffness and load distribution coefficient of 

different modified gears. The influence of installation 

error, gear modification amount on gear meshing stiffness 

and load distribution coefficient is obtained [17]. Xiong 

Hegen et al. studied a two-stage helical gear reducer by 

static strength analysis and transmission error analysis, it 

was found that the contact strength safety factor of high-

speed gears was low and there existed danger of pitting 

corrosion; The low-speed transmission error was relatively 

large. In order to improve the transmission performance, it 

was considered to adopt a comprehensive modification 

method combining the tooth direction drum shape 

modification and the tooth inclination degree modification. 

Based on the Romax Designer software, the genetic 

algorithm was selected to optimize the comprehensive 

modification of the tooth direction, and the corresponding 

optimization and modification scheme was obtained [18]. 

Although a lot of research on tooth shape modification 

has been done, the tooth shape modification in the 

dynamic analysis, especially the nonlinear dynamic 

analysis, is often neglected, and the final result can not 

truly reflect the influence of the shape modification. In 

view of the above deficiencies, this paper takes a three-

speed gearbox of an electric vehicle as the research object, 

based on the nonlinear dynamic model theory of gear 

transmission system, the gear profile modification and 

tooth orientation are comprehensively used to select a 

reasonable shape modification parameter. The gear pair is 

optimized to provide a theoretical basis for improving the 

NVH performance of the transmission. 

2. Modeling of transmission drive system 

2.1. Dynamic modeling of the gearbox without body 

The mechanical model of the gearbox is built based on 

MASTA. The model is shown in Fig. 1. The vehicle 

transmission studied in this paper is a three-speed 

automatic transmission. The gears are helical ones, which 

are mainly used in the powertrain of new energy vehicles 

to improve the dynamics of the vehicle and the operating 

conditions of motors. At the same design power, the use of 

the gearbox increases the rated motor speed and reduces 

motor torque, thereby reducing the size, weight and 

manufacturing cost of the motor. 

 

Figure 1. Gearbox two-dimensional model diagram 

2.2. Importing of the gearbox housing 

When the traditional transmission system is modeled, 

the gears and bearings are regarded as rigid bodies, and the 

boundary conditions are set to infinite stiffness. The elastic 

deformation of the shell, bearing, gear hub and other parts 

during working is not taken into account. Apparently, there 

is a certain difference from the actual situation, which can 
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not accurately reflect the actual working state of 

gearboxes. Therefore, it is necessary to consider the effect 

of actual stiffness of shell and other parts to get more 

accurate calculation results. 

In this paper, the MASTA software is used to establish 

the node finite element model. Combined with the 

MASTA structural flexible module, the stiffness matrix, 

mass matrix and position information of the shell extracted 

from the finite element software are imported into the 

MASTA. The partial data of the stiffness matrix and the 

mass matrix are shown in Tables 1 and 2[19].  

The assembly of the shell is completed by matching the 

condensed joints with the corresponding bearings, thus 

introducing the stiffness effect of the whole system, which 

is more in line with the actual situation, as shown in Fig. 2 

and Fig. 3. Considering the actual stiffness effect, the 

system deformation analysis and gear micro-modification 

simulation analysis are carried out. 

 

Table 1. Stiffness matrix of the shell 

 Node 1 Dx Node 1 Dy Node 1 Dz Node 1 Rx Node 1 Ry Node 1 Rz 

Node 1 Fx 5004146300 2489301.5 1310509.4 203011.71 91125243 935473.21 

Node 1 Fy 2489301.5 248991450 15394431 -1634935.2 232809.22 289414.83 

Node 1 Fz 1310509.4 15394431 7339887000 -915190.66 -187594.06 138778.59 

Node 1 Mx 203011.71 -1634935.2 -915190.66 2629860.7 -83975.229 17659.09 

Node 1 My 91125243 232809.22 -187594.06 -83975.229 59606291 -202385.85 

Node 1 Mz 935473.21 289414.83 138778.59 17659.09 -202385.85 2276400.8 

Table 2. Mass matrix of the shell 

 Node 1 Dx Node 1 Dy Node 1 Dz Node 1 Rx Node 1 Ry Node 1 Rz 

Node 1 Fx 24.54375 0.02878 0.01885 0.00091 -0.47793 -0.07083 

Node 1 Fy 0.02878 5.2774 2.04046 0.07637 -0.00056 0.00076 

Node 1 Fz 0.01885 2.04046 15.00319 0.12783 -0.00218 0.00154 

Node 1 Mx 0.00091 0.07637 0.12783 0.01037 -0.00017 0.00015 

Node 1 My -0.47793 -0.00056 -0.00218 -0.00017 0.02934 0.00284 

Node 1 Mz -0.07083 0.00076 0.00154 0.00015 0.00284 0.00922 

The position information of the housing is as shown in Table 3 

Table 3. Location information of the housing 

Name 
Position (m) 

X Y Z 

4766 2.1631E-19 0.0375 -3.4694E-18 

4767 -0.101 0.0375 0.17494 

4768 0.101 0.0375 0.17494 

4769 -2.7039E-19 -0.212 -3.4694E-18 

4770 -0.101 -0.212 0.17494 

4771 0.101 -0.212 0.17494 

 

                                         
 

Figure 2. The model of the shell                                                                   Figure  3. Overall model of the gearbox 
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3. Nonlinear vibration model and equation of gear 
system 

3.1. Nonlinear vibration model 

The concentrating mass method is used to establish the 

dynamic model of the automobile gearbox [20]. The 

frictional force and the influence of the oil film during the 

meshing process are neglected. The helical gear system 

can be simplified into the gear-bend-torsion-shaft coupling 

vibration system and the power of a couple of helical gear 

pairs. The model is shown in Fig. 4, where the system is a 

three-dimensional vibration system [21]. 

 

Figure 4.  Dynamic model of the helical gear pair 

3.2. Nonlinear vibration differential equation 

From Fig. 5, assuming that the direction of rotation of 

the driving gear is right-handed and the helix angle is  , 

the relationship between the lateral direction and the axial 

vibration at the meshing point can be expressed as: 

tanx y                                                                            (1) 

Regardless of the inter-tooth surface friction, the 

system has 6 degrees of freedom, and its generalized 

displacement array is: 

   =
T

p p p g g gy z y z  
                                              (2) 

where:  ,
i i i

y z i p g  are the translational 

and angular vibration displacements of the driving wheel 

midpoint
p

O and the passive wheel midpoint
g

O in they

direction and thez direction, respectively. 

Therefore, the relationship between the vibration 

displacement at point
p

O and the vibration displacement of 

the driving wheel and
g

O point and the generalized 

displacement of the passive wheel is: 
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Assuming that the normal stiffness of the tooth 

engagement is m
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，normal damping is m
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and normal 
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Therefore, the tangential dynamic meshing force
y

F of 

the system is: 

   y my p g y my p g yF k y y e c y y e     
 (6) 

The axial dynamic meshing force
z

F of the system is: 

   z mz p g z mz p g zF k z z e c z z e     
     (7) 

Therefore, the dynamic equation of the model can be 

derived as follows: 
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                                (8) 

4. Gear microscopic modification 

4.1. Gear tooth direction microscopic modification 

The tooth orientation modification is to trim the tooth 

surface in a slight amount along the tooth direction, so as 

to deviate from the theoretical tooth surface, thereby 

improving the uneven distribution of the load along the 

tooth contact line and improving the bearing capacity of 

gears. The tooth direction modification mainly includes 

three methods of drum shaping, tooth end thinning and 

spiral angle modification. 

The drumming is to make the teeth bulge in the middle 

of the tooth width, and the two sides are symmetrically 

distributed. Drumming is a well-adapted shaping method 

that compensates for the elastic deformation of gears, as 
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shown in Fig. 5. The parameters for the drum shaping are 

generally used as the initial value of the elastic 

deformation of the tooth contact, and the formula for 

calculating the elastic deformation is: 

=1.16 nF
LE


                                                                         (9) 

where:
n

F is the normal load  N of the gear meshing;

L is the length of the contact line  mm ; E is the elastic 

modulus. 

 Fgi.5 Drumming modification 

 Figure 6. Tooth end thinning 

Tooth end thinning means that one end or both 

ends of the gear teeth are gradually thinned toward 

the end at a small length of the tooth width, as shown 

in Fig. 6. The amount of modification is determined 

only by the amount of elastic deformation. For 

helical gears, the range of modification is 

0. 013 0. 035mm mm  , 0. 25L b ，

b is the effective width  mm of the gear. The helix 

angle modification refers to a slight change in the 

helix angle of the gear so that the actual tooth 

surface deviates from the theoretical tooth surface 

position, as shown in Fig. 7. 

 

Figure 7. Spiral angle modification 

4.2. Gear profile micro-shaping 

During the gear meshing transmission, since gears are 

alternately engaged by single and double teeth, there is a 

significant abrupt change in the load distribution. As the 

load changes, the gear teeth also undergo corresponding 

deformation, resulting in an increase in the transmission 

error of gears, which in turn generates vibration, shock, 

noise and other issues. The tooth profile modification is to 

cut off the interference part of the tooth surface during the 

gear meshing process to reduce the transmission error and 

increase the meshing transmission stability, thereby 

avoiding the phenomenon of sudden load change. The 

profile modification mainly includes the top edge 

trimming and the root modification. The tipping edge is 

the position at which the teeth contact the line when the 

tooth begins to enter the engagement at the addendum of 

the driven wheel and the root of the drive wheel. To avoid 

early contact, the driven wheel is generally trimmed near a 

portion of the crest. The roots are shaped to not only be in 

the vicinity of the crests, but also to correct the roots of the 

mating gear teeth that are intended to mesh. 

The profile modification parameters are mainly the 

amount, the length and the curve of modification. The 

initial shape modification is generally acquired by the 

calculation of the tooth profile elastic deformation amount

a
 : 

t

r
C




                                                                           (10) 

where:
t

 is the unit tooth width load  /N mm ;

r
C is the meshing stiffness of the gear

 /N mm m . 

The calculation
t

 of is as follows: 

t

t

F

b
                                                                           (11) 

where: 𝐹𝑡 is the tangential force (N) on the gear index 

circle.  

The Cr is acquired as follows: 

 1 21

i

r

i i

Fn
C

i  



                                (12) 

where 𝛿1𝑖  and 𝛿2𝑖 are the comprehensive deformation 

of the driving wheel and the driven wheel respectively; 𝐹𝑖 
is the contact force of gears (N); n is the number of 

contacting teeth. 

The modification length can be divided into long 

modification and short modification. The long 

modification is from the starting point (or termination 

point) of meshing to the alternation of single and double 

pairs of teeth. Short modification is one-half of the starting 

point (or termination point) of meshing to long 

modification. The long modification will cause the 

meshing part of gears to be less than one base pitch, which 

easily causes the meshing discontinuity of gears to produce 

impact. Therefore, the short modification is often used in 

the profile modification. The long modification is 

calculated according to formula (13) and the short 

modification is calculated according to formula (14). 

 1
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r bt
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where: E


is the contact ratio of gears; 
bt

p is the 

pitch of gears. 

The shape of gear modification varies with the 

parameters. The general formulas are as follows: 

max
=

X

L


 

   
 

                                             (15) 

Where X is the length from any point in the meshing 

area to the point meshing in or meshing out; L is the 

length of the meshing area of two teeth; 
max

 is the 

maximum modification amount of gears;  is the index, 

and 1＜ ＜2 can be taken. 

5. Gear modification design and result analysis 

5.1. Scheme design 

The gearbox is a three-speed gearbox with four pairs of 

gears engaged in meshing. The gear parameters are shown 

in Table 4. 

Table 4 Gear pair parameters 

Gear pair 

Modulus Number 

of teeth 

Helical 

angle (°) 

Pressure 

angle (°) 

Rotation 

directio

n 

The First 

pair 

Input 5 33 6 20 Left 

Output 5 47 6 20 Right 

The 

second 

pair 

Input 5 33 6 20 Right 

Output 5 47 6 20 Left 

The 

third 

pair 

Input 5 33 10 20 Left 

Output 5 47 10 20 Right 

The 

fourth 

pair 

Input 5 31 13 20 Right 

Output 5 48 13 20 Left 

Before defining the load spectrum, input and output 

power flows should be added to the input and output axes 

of the gearbox model respectively. The loads on the 

transmission system are constantly changing and the 

frequency with which different gears are used at work, that 

is, the time taken for each gear is also different, so the 

relation forms a load spectrum. The load spectrum of the 

actual working of the gearbox provides accurate input 

conditions for the operation of the transmission system, so 

that accurate calculation results of the force of each part 

can be obtained. 

The working conditions of the third gearbox are shown 

in Table 5. 
Table 5. First gear condition of gearbox 

Load Case 

(%) 

Duration 

(hr) 

Ambient Air 

(°C) 

Speed 

(r/min) 

Torque 

(N·m) 

25 60 20 1000 400 

50 30 20 1000 600 

75 60 20 2000 800 

100 30 20 2000 1000 

 

 

The input of the gearbox model is defined mainly 

according to the load spectrum, which is the combination 

of different working conditions of the gearbox, and the 

working conditions refer to the speed, torque and acting 

time on the gearbox under a certain power flow. For the 

same vehicle, the actual load spectrum will be affected by 

road conditions and driver operation. Therefore, a number 

of tests are carried out on different roads and driving habits 

by special testing instruments. Statistical data are extracted 

as the reference load spectrum for the design of 

transmission system. The load spectrum is defined 

according to Table 5, as shown in Table 6. 

Because all gears engage in meshing when the gearbox 

works in first gear, and the gearbox loads are the largest at 

this time, this paper mainly checks the influence of loads 

on each pair of gears in first gear. 

Table 6. Load Spectrum of First Gear of Gearbox 

Design 

state 

Load 

Case 

Duration 

(hr) 

Power Load Speed 

(r/min) 

Torque 

(N·m) 

1st 

Design 

State 

25% 

Load 

60 Input Power 

Load 

1000 400 

Output Power 

Load 

223.5469 -1789.3336 

50% 

Load 

30 Input Power 

Load 

1000 600 

Output Power 

Load 

223.5469 -2684.0004 

75% 

Load 

60 Input Power 

Load 

2000 800 

Output Power 

Load 

447.0939 -3578.6672 

100% 

Load 

30 Input Power 

Load 

2000 1000 

Output Power 

Load 

447.0939 -4473.3339 

Without any optimization of gears, the damage rate and 

safety factor of each pair of gears can be obtained by 

implementing the advanced system deformation, as shown 

in Table 7. The safety factor is that in engineering design, 

in order to prevent the consequences caused by material 

defects, manufacturing and assembly errors, and external 

force surges, the theoretically capable force of the force 

part must be greater than the actual force，that is, the ratio 

of allowable stress and actual stress, the theoretical safety 

factor of the gear should be greater than 1. If equal to 1, 

that is, the allowable stress and the actual stress are equal, 

the safety factor has no meaning; If it is less than 1, the 

gear system will be close to the critical value, which will 

cause unsafe accidents in case of external load surge. 

Different pairs of gears have different safety factors due to 

different manufacturing quality, reliability, external load 

force and other factors. From Table 7, it can be seen that 

the bending safety factor of the third pair of gears does not 

meet the theoretical requirements, which is the weakest 

link in the whole system. 
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Table 7. Gear safety factor and damage rate 

Gear pair 

Contact Bending 

Safety 

factor 

Damage 

 rate 

Safety  

factor 

Damage 

rate 

First 

pair 

Input 1.5921 0 1.3141 0 

Output 1.6439 0 1.2823 0 

Second 

pair 

Input 1.4273 0 1.6099 0 

Output 1.4745 0 1.0089 92.49 

Third  

pair 

Input 1.0684 41.12 0.9712 129.88 

Output 1.1048 26.36 0.9678 141.71 

Fourth 

pair 

Input 1.0896 31.76 1.1193 21.82 

Output 1.1247 20.87 1.2431 121.7 

Therefore, in order to optimize the contact stress of the 

tooth surface and improve the service life of the gear pair, 

the micro-modification of the third pair of gears is carried 

out in this paper. According to the calculation results, the 

initial modification parameters of the pinion and big gear 

are determined. By comparing the simulation results, the 

modification parameters are adjusted and optimized. The 

contact spots, transmission errors and the reduction of 

maximum tooth contact and root bending stress are taken 

as evaluation criteria. Finally, the micro-modification 

quantity of pinion and big gear is determined as shown in 

Table 8. 

Table 8. Results of micro-modification results of the third pair of 

gears 

Shape 
modification 

Tooth drum  

shape (μm) 

Tooth helix 
angle (μm) 

Tooth Profile 

Drum 

Quantity (μm) 

Pinion 5 35 15 

Big gear 30 40 22 

The modification curve is shown in Fig. 8 and Fig. 9. 

5.2. Analysis of micro-modification results 

After modification, the safety factor and damage rate of 

the third pair of gears are shown in Table 9. The damage 

rate decreases, the bending safety factor of pinion 

increases from 0.9712 to 1.2342, the bending safety factor 

of big gear increases from 0.9678 to 1.233, the bending 

safety factor of gears is greater than 1, and the contact 

safety factor also increases, which all meet the theoretical 

requirements of the gear safety factor. Therefore, the 

results show that the micro-modification of gears can 

improve the safety factor of the gear and prolong its 

service life. 

Table 9. Gear safety factor and damage rate after modification 

Gear pair 

Contact Bending 

Safety 

factor 
Damage 

rate 

Safety 

factor 

Dama

ge 

rate 

The 

third 

pair 

Input 1.2825 1.63 1.2342 0.033 

output 1.3258 0.92 1.233 0.18 

Fig. 10 is a comparison of the transmission error of the 

third pair of gears before and after shaping at different 

torques. Fig. 10(a) is the comparison of the transmission 

error before and after the gear modification at 25% torque, 

and Fig. 10(b) is the comparison of the transmission error 

at 50% torque. Fig. 10(c) is the comparison of the 

transmission error before and after the gear modification at 

75% torque. Fig. 10(d) is the comparison of the 

transmission error before and after the gear modification at 

100% torque The overall analysis shows that the periodic 

variation of the transmission error curve after gear 

modification is smoother. 
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Figure 9. Tooth profile modification 
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(a) Transmission error under 25% torque        (b) Transmission error under 50% torque 
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(c) Transmission error under 75% torque   (d) Transmission error under 100% torque 

Figure 10.  Comparison of transmission error before and after gear shaping 

Although the transmission error value after 

modification is larger than that before the modification, the 

variation range of the transmission error under the four 

conditions after modification is known from Fig. 11, which 

are significantly smaller. The peak value is reduced by 

about 60% and the modification effect is remarkable. 

Among them, the transmission error of pinion and large 

gear is reduced from 22.2μm to 5.7μm under 50% torque, 

and the transmission error of pinion and large gear is 

reduced from 27.2μm to 9.6μm at 75% torque. Therefore, 

it can be seen that the micro-modification of gears can 

reduce the fluctuation range of the transmission error of 

the gearbox of the electric vehicle, so that the gear 

transmission is more stable and the vibration noise is 

reduced. 

Fig. 12 shows the change of contact spot before and 

after modification under different torques. It can be 

concluded that the stress on the front tooth surface is not 

uniform, the stress on the left end of the gear is large, the 

gear teeth are prone to fracture during meshing, and the 

service life of the gear is low. After modification, the 

eccentric load of tooth surface is eliminated, the contact 

spot is uniformly stressed, and the maximum contact stress 

is close to the center of the gear. The load per unit length 

of the tooth surface is reduced by about 25% under 

different torques and the effect is remarkable. The 

maximum stress at 50% torque decreased from 1679 Mpa 

to 1212 Mpa, and the maximum stress at 75% torque 

decreased from 1894 Mpa to 1363 Mpa. Therefore, 

considering the transmission error and contact stress of the 

modified gear, the micro-modification can prolong the 

service life of the gear teeth and improve the gear meshing 

performance, achieving the expected effect. 

 

Figure 11.  Comparison of peak value before and after 

modification 
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(a) Before modification under 25% torque        (b) After modification under 25% torque 
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(c) Before modification under 50% torque           (d) After modification under 50% torque 
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(e) Before modification under 75% torque        (f) After modification under 75% torque 
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(g) Before modification under 100% torque          (h) After modification under100% torque 

Figure 12. Comparison of contact spots before and after gear modification 
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6. Conclusion 

1. The finite element model of the gearbox joint is 

established through the software of MASTA. The 

safety factor and damage rate of the four pairs of gear 

pairs of the gearbox are obtained through system 

deformation analysis. It is judged that the safety factor 

of the third pair of gears is less than 1, which is easy to 

cause damage, and this is used as the modification 

target gear. The transmission error, maximum contact 

stress, and contact spot diagrams are obtained by 

simulation. The optimum shape is determined by 

comparison and analysis before modification, so as to 

improve the safety factor and optimize the gear 

meshing performance. 

2. Based on the common operating conditions of electric 

vehicles, at 75% torque, the transmission error of the 

third pair of gears decreased from 27.2 m to 9.6 m after 

the modification, which was about 65% lower than that 

before the modification, and the transmission error 

curve changed more smoothly periodically. The 

maximum contact stress of the gear after modification 

decreased from 1894Mpa to 1363Mpa, about 28% 

lower than that before modification, and the contact 

spot becomes even, eliminating the off-load 

phenomenon of the tooth surface, which greatly 

improves the stability of the gearbox in work, and 

extending the service life of the gear transmission 

system. 

3. Gear transmission error analysis and load contact 

analysis play a good role in optimizing the performance 

of transmission NVH. Through the contact analysis of 

the gear, the contact situation can be directly judged, 

and the gear shape modification can be guided to 

improve the transmission error of the gear and the 

contact between the gear teeth. 
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Abstract 

The traditional UAV aerial photography system has the disadvantages of unclear imaging, low system efficiency and poor 

flight control effect. Thus, a digital aerial photography system based on wireless sensor network is proposed. Firstly, the 

principle of aerial photography system is analyzed, and the wireless sensor network is set up. A large number of wireless 

sensor nodes are deployed in the interval whose functions such as wireless communication and calculation are completed by 

nodes. For example, the SN-RN data acquisition layer, the RN-UAV relay transmission layer, and the UAV-DC mobile 

aggregation layer are designed to form a wireless sensor network architecture, and the UAV digital aerial photography 

technology is combined to form the wireless sensor network. Experiments show that the medium error, maximum error and 

medium error limit of the digital aerial photography of the UAV are low, the total working time of the system is short, and 

the accuracy of the flight execution of the UAV is maintained between 93%-95%, and always stable. Therefore, the overall 

imaging effect of this method is better, the system work efficiency is higher, the system control effect is better, and it is more 

practical and advantageous. 

© 2020 Jordan Journal of Mechanical and Industrial Engineering. All rights reserved 

Keywords: wireless sensor network; UAV; node; aerial photography; system design. 

1. Introduction 

Unmanned aerial vehicles (uavs), referred to as uavs, 

are unmanned aircraft operated by radio-controlled 

equipment and self-contained programmed controls, or 

operated autonomously, either completely or 

intermittently, by onboard computers. With the 

development of science and technology, UAV technology 

has been continuously improved. The digital aerial 

photography of UAV plays an increasingly important role 

in various fields due to its simple operation and high 

efficiency [1]. A set of UAV digital aerial photography 

system is mainly composed of flight platform, aerial 

photography system, ground control system and influence 

processing system. It uses UAV as flight platform and uses 

high-resolution CCD digital camera, air and ground 

control system and other equipment to achieve route 

planning and monitoring, video capture, acquisition, 

transmission pre-processing functions such as digital aerial 

photography system [2]. 

Wireless sensor network (WSN) is a combination of 

embedded technology, network technology, and sensor 

technology. It is used in military, industrial, agricultural, 

and other fields for information acquisition and object 

tracking, which is a hot topic at home and abroad. [3]. 

In the WSN of the UAV digital aerial photography 

system, a large number of nodes with low power 

consumption are often randomly scattered [4]. A node is a 

micro-embedded system that senses and collects 

information from the environment. The UAV digital aerial 

photography system WSN requires self-assembled 

network and data transmission as a whole. Each node is 

required to be able to collect, process and transmit local 

information and data. It is also required to perform 

operations, such as storage, calculation, and aggregation 

on data forwarded by other nodes. Since the nodes are 

generally powered by batteries, the functional design 

requires that the nodes must be low-power, so the 

processing power, storage capacity and communication 

capabilities of the nodes are relatively weak [5, 6]. Due to 

the complex environmental conditions of aerial 

photography, it is unrealistic to replace the energy of a 

node or a supplementary node. Therefore, how to use 

fewer nodes to achieve efficient and reliable aerial 

photography has become one of the hotspots in recent 

years. 

Literature [7] proposed a method for designing wireless 

sensor networks on UAV. This method gave the overall 

architecture and hardware and software design of the 

wireless sensor network combined with UAV application 

by analyzing the demand monitoring status of the UAV. 

However, the resulting aerial image resolution is not ideal. 

The method of literature [8] was based on the aerial 

photography system of the micro-autopilot. The method 

was mainly composed of the following parts: micro-

automatic pilot aircraft (platform), aerial photography 

subsystem (i.e. ordinary or digital camera and electronic 

* Corresponding author e-mail: wangrui@lnpu.edu.cn. 
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shutter control), aerial photography subsystem (digital 

CCD camera or digital video camera) and image real-time 

transmission, display and the recording subsystem, which 

could simultaneously carry the meteorological sounding 

subsystem. Atmospheric temperature, pressure and 

humidity could be obtained simultaneously during aerial 

photography or aerial photography, but the system 

performed poorly on planned routes. Literature [9] 

proposed the design of a multi-rotor UAV route planning 

system, introduced the architecture of the multi-rotor UAV 

aerial photogrammetry system, analyzed the characteristics 

of the multi-rotor UAV, and summarized its advantages. 

Based on the calculation method of related parameters, a 

route planning algorithm was developed based on this 

algorithm, and a multi-rotor UAV route planning system 

that could be used with the multi-rotor UAV ground 

station was designed and implemented. The overall work 

efficiency was not ideal.   

Avoiding the shortcomings of traditional methods, this 

paper proposes a digital aerial photography system based 

on wireless sensor network. Firstly, the principle of aerial 

photography system is analyzed. On this basis, the wireless 

sensor network is set up, a large number of wireless sensor 

nodes are deployed in the interval, and the wireless 

communication and computing functions are completed by 

the nodes. the SN-RN data acquisition layer, the RN-UAV 

relay transmission layer and the UAV-DC mobile 

aggregation layer are designed to form a wireless sensor 

network architecture, and the UAV digital aerial 

photography technology is combined to form a UAV 

digital aerial photography system based on the wireless 

sensor network. At the same time, the system architecture 

can extend the life of the sensor node by alleviating the 

transmission task of the sensor node in the WSN; by 

increasing the function and power supply of the relay 

node, the resource consumption caused by the failure of 

the transmission node is reduced; the data acquisition 

efficiency and system life of the UAV digital aerial 

photography system are improved by the good network 

communication quality provided by mobile nodes. 

2. Material and Methods 

2.1. Principle Analysis of Digital Aerial Photography 

System for UAV Based on Wireless Sensor Network 

When the fluid is flowing in the pipeline, on the surface 

of the plate or on the surface of an object with a certain 

shape, some or all of the fluid will change from laminar 

flow to turbulent flow with the change of conditions. At 

this point, friction coefficient and resistance coefficient 

will change significantly. The Reynolds number at the 

transition point is the Reynolds number technique. There 

are many characteristics analysis based on IEEE 802.15.4 

low-power network and cellular network. Therefore, this 

study mainly analyzes the characteristics and performance 

between UAV and RN. The schematic diagram of the data 

exchange between UAV and RN is shown in Figure 1 [10]. 
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Figure 1. Plan of data exchange between UAV and RN  

Note: H  is flight height, m; S  is flight distance, m; 

cS  is communication flight distance, m; pS  is change 

flight distance, m; R  is communication radius, m;   is 

angel, (° ). 

According to Figure 1, the following equation can be 

obtained: 

 H R sin                                                   (1) 

where: H  is the height of the UAV from the ground, 

that is, the flying height; R  is the communication radius 

of the RN;   is the angle between the connecting line 

between the UAV and the RN and the horizontal plane.  

 S 2R cos                                                   (2) 

where: S  is the distance that the UAV and RN actually 

fly within the communicable range.  

 c pS S S                                                   (3) 

where: cS  is the distance the UAV can fly from the 

time the UAV enters the RN communication range to the 

time it can establish communication with each other. pS  is 

the distance the UAV flies during the data exchange 

between the UAV and the RN [11]. 

  
22R= H  S / 2                                (4) 

The time between UAV and RN for data exchange 

should meet the following equation: 

 
P

e

S
t

V
                                                                    (5) 

where: et  is the time required for the data exchange 

and processing of the UAV and the RN, and V  is the 

flight speed of the UAV. The data exchange between the 

RN and the UAV should satisfy the following equation 

[12]:  

  eL b t / 8                                                   (6) 

where: L  is the length of the number of data bytes 

exchanged between the RN and the UAV; b  is the data 

transmission rate between the RN and the UAV. 

Equation (5) is substitute into equation (6), it can get: 

 
/ 8PD

L b
S

 
  
 

                                                 (7)  

To ensure that all data cached in the RN can be 

collected by the UAV during the communication time, the 

RN’s cache size should be greater than or equal to L . The 
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actual communication time between the UAV and the RN 

is greater than or equal to the sum of the time between the 

establishment of the connection and the time of data 

exchange [13, 14]. 

 c et t t                                                   (8) 

where: t  is the time from the UAV entering the 

communication range of the RN to the communication 

range from the R; ct  is the time required for the UAV to 

enter the RN communication range to establish a process 

that can communicate with each other. The UAV speed is 

variable. When the UAV searches for a relay node along a 

set trajectory or in a dynamic random flight mode, the 

UAV cruises at a higher speed (usually 5 to 15 m/s) when 

the UAV enters the relay node communication range of the 

ground. In order to ensure good transmission quality and 

ensure that the data stored in the relay node can be 

completely transmitted to the UAV, the UAV flies at a 

lower speed and hovers in the air (usually 0-5 m) /s), to 

perform data collection tasks. After the data transmission 

is completed, the UAV returns to the original cruise speed, 

continues to search for the next relay node, or returns to 

the base [15-17]. 

2.2. Design of Digital Aerial Photography System for UAV 

Based on Wireless Sensor Network 

2.2.1. Composition of Wireless Sensor Networks 

The wireless sensor network is composed of SN (sensor 

node), relay node (RN, relay node), unmanned aerial 

vehicle (UAV), data center (DC, data center) and other 

elements, as shown in Figure 2. 

... ...

... ... ...

Data center

Drone aircraft

Relay sensor

Sensor node

 

Figure 2. Wireless sensor network system 

The nodes of the wireless sensor network have the 

characteristics of small size, low energy consumption, low 

price, and have the functions of sensing the external 

environment, performing wireless communication and 

computing. Such nodes can sense and collect data and 

information from a large number of environments. A large 

number of such wireless sensor nodes are deployed in a 

large geographic area that will form a dense wireless ad-

hoc sensing network [18]. 

The most important function of the relay node is to 

connect the nodes of the wireless sensor network, the UAV 

communication, and the data transmission bridges and 

hubs. The relay node itself does not need to perceive the 

environmental information, and it acts as the data 

concentration node of the wireless sensor network. The 

sensor node in the area where it is located is notified to 

collect data, the data is stored in the buffer of the relay 

node, and the data is transmitted to the UAV within a 

given communication time. The distance between each 

relay node can be very long and does not need to 

communicate with each other [19]. In general, the relay 

node has a relatively strong power supply and a long life 

period relative to the sensor node, and can provide a large 

communication range by means of antenna gain and 

others. 

The UAV is a fixed-wing or rotary-wing unmanned 

aircraft with its own power, controllable and mobile 

communication equipment. It can be reused without a 

cockpit, but equipped with autopilot and flight attitude 

control. The mobile communication device carried by the 

UAV supports a variety of communication protocols and a 

variety of communication interfaces, and can communicate 

with the ground or air devices in a variety of 

communication modes. Since the UAV can provide power, 

the portable device has certain computing power and 

storage function, which can realize data compression and 

processing. When the communication quality is not good, 

the data received from the ground can be stored in the 

cache and recovered well. Data is transmitted to the data 

center when the communication quality is good [20]. 

The data center is composed of resources, such as 

servers, storage devices, databases, geographic information 

systems, and high-speed network bandwidth. The data 

center is responsible for receiving data transmitted by the 

UAV. In order to ensure the integrity and reliability of the 

data, the data center will perform statistical analysis and 

data mining on the collected information, and make 

decisions based on the results of the analysis or take 

corresponding actions (such as issuing instructions to the 

UAV, adjusting the path to collect data, etc.). Data in the 

data center can be accessed by users, computers or other 

devices, providing access to the service terminals via the 

Internet or mobile internet, and displaying the analyzed 

data information in a friendly and intuitive interface [21]. 

2.2.2. Architecture of Wireless Sensor Network  

The architecture of wireless sensor network consists of 

the SN-RN data acquisition layer, the RN-UAV relay 

transport layer and the UAV-DC mobile aggregation layer, 

as shown in Figure 3. 
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Figure 3. Wireless Sensor Network Architecture 
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1. SN-RN data acquisition layer 

The data acquisition layer consists of a network 

established between the sensor node and the relay node. 

The data acquisition layer network has the following 

characteristics [22]: 

 Limited hardware resources: therefore, the protocol 

layer of the operating system of the wireless sensor 

node needs to be simplified. 

 Limited energy: since the wireless sensor node has less 

energy resources and cannot replenish energy at any 

time, once the energy is exhausted, the wireless sensor 

node will not continue to work normally. 

 Distributed: multi-distributed structure is adopted, in 

which wireless sensor nodes can enter and leave the 

network at any time. 

 Self-organization: through layered protocols and 

distributed algorithms, wireless sensor nodes can 

spontaneously schedule their work processes 

appropriately. When deployed to a specific area and 

activated, the corresponding network can be organized 

spontaneously. 

 Dynamic topology: the system is a dynamic network, in 

which the wireless sensor nodes will exit the network 

due to running out of power or damage, and will be 

added to the current network because of the task, so the 

topology of the network is dynamically changed.  

 Dense distribution: in order to enhance the task 

monitoring in the target information collection area, a 

large number of wireless sensor nodes will be deployed 

to this area. 

Due to these characteristics of the data acquisition 

layer, this layer usually uses the IEEE 802.15.4 network 

communication protocol to achieve the above functions. A 

typical use of the IEEE 802.15.4 protocol is Zigbee. The 

transmission rate of the IEEE 802.15.4 protocol is 

generally less than 1 Mbps. IEEE 802.15.3 can also be 

used if the data transfer rate is required to increase. But 

high transmission rates also mean higher energy 

consumption. This layer is usually meshed by mesh, and 

the network hierarchy is usually a star structure or a tree 

hierarchy. 

At the SN-RN layer, sensor nodes are dispersedly 

deployed in the aerial image area. When a star network 

hierarchy is adopted, each sensor node is centered on only 

one relay node, and the sensor nodes are only fixed with 

one at each monitoring cycle. The relay node 

communicates and monitors the data transmission. The 

sensor node and the sensor node are kept at a certain 

distance and do not communicate with each other. The 

data collected by all sensor nodes are directly aggregated 

to the designated relay node [23]; When adopting a tree-

like hierarchical structure, the sensor nodes at the 

outermost periphery are only responsible for the function 

of data collection and uploading data, the sensor nodes in 

the middle are responsible for data collection and data 

forwarding, and the sensor nodes communicate with each 

other. The data collected by all sensor nodes is directly or 

indirectly aggregated to the designated relay node, in order 

to minimize the energy consumed by the sensor nodes in 

the data transmission process, the level of the tree 

hierarchical structure cannot exceed 3 floors. In contrast, 

the star structure system has a longer life cycle, and the 

tree-level structure covers a larger monitoring area. Each 

relay node forms an autonomous sensor network area with 

a number of sensor nodes surrounding it [24]. 

2. RN-UAV relay transport layer 

The relay transport layer consists of a network 

established between the relay node and the UAV mobile 

node. The relay transport layer network has the following 

characteristics: 

1. Simple structure: direct communication between UAV 

and RN, that is, only one hop direct connection. 

2. More energy: RN is generally powered by solar energy, 

and UAV can be powered by a rechargeable battery. 

3. Stable and reliable: UAV communicates with the 

ground RN in the air, which may be less likely to be 

blocked by plants or houses, and the packet loss rate 

will be reduced. 

4. Long communication distance: good communication 

quality, can provide antenna coverage with larger 

power. 

From the perspective of compatibility, the relay 

transmission layer can use the IEEE 802.15.4 protocol for 

enhanced signals, or the IEEE 802.11 protocol with longer 

transmission distance. The network topology between the 

RNs of this layer is dominated by a linear structure or a 

grid structure. This topology facilitates the UAV to 

perform tasks in a straight line. For UAVs with single or 

multiple rotors, the UAV can enter the next straight line of 

data acquisition at the corner of the acquisition information 

area at a right angle.  

In the RN-UAV layer, the relay nodes are deployed in a 

linear manner according to the rules. Many relay nodes are 

arranged in a row, and the adjacent two nodes are 

distributed in a distance of several hundred meters. There 

is no limit on the number of relay nodes in each row, and 

no communication and data transmission between any two 

relay nodes. The relay node is not responsible for the task 

of direct data collection. It is responsible for storing the 

monitoring data transmitted by the adjacent sensor nodes 

in its own buffer, waiting for the UAV to collect data. 
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5. UAV-DC mobile aggregation layer 

The mobile aggregation layer consists of a network 

established between a single or multiple UAVs and a data 

center. A cellular data network is directly connected 

between the UAV and the DC. The mobile aggregation 

layer network has a very long communication distance, has 

error detection and packet loss retransmission function, 

supports real-time or delayed data transmission, and has a 

simple structure. 

2.3. UAV Aerial Photography System Based on Wireless 

Sensor Network 

2.3.1. Composition of UAV Digital Aerial Photography 

System 

 
Figure 4. Composition of UAV low-altitude remote sensing aerial photography system 
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Figure 5. UAV aerial photography system technical process 

2.3.2. Technical Process 

Like traditional aerial photography, digital aerial 

photography of UAVs based on wireless sensor networks 

also requires steps. such as route design, aerial 

photography, quality inspection, fly-fill or fly-back, and 

image-controlled measurement. The difference is that the 

route design of the UAV aerial photography is small, so 

there is no need to consider the change of the curvature of 

the earth; the inspection of the aerial quality can be 

completed at the aerial scene without the need to print 

photos; Photographic measurement work under certain 

conditions must first create a full-area fast mosaic. The 

UAV aerial photography system technical process is 

shown as Figure 5. 

1. Work permit and airspace coordination 

At the first time after entering the photographic area, it 

should contact the local people’s government or the 

competent department of surveying and mapping, timely 

inform the relevant projects, and coordinate the local 

personnel in traffic, accommodation, flight safety, 

guidance, medical treatment and other aspects to help, etc. 

If there is a confidential unit, military area or airport near 

the survey area, it is necessary to go to the air reference 

center under the jurisdiction of the survey area to handle 

airspace coordination procedures. 

2. On-site survey 

After coordinating local conditions and airspace, 

personnel should be organized to conduct on-site 

reconnaissance and collect relevant information. These 

materials include: 

1. The weather conditions in the photography area in 

recent days. 

2. Using the handheld GPS, the corners of the 

photography area is drilled and corresponding records 

are made. Google Earth can be used to verify the 

correctness of the four corners coordinate point of the 

survey area and confirm whether the photography area 

is correct. 

Looking around the survey area, it is to see if there is a 

high mountain, and estimate whether the height of the 

mountain and height difference have an impact on 

flight safety, whether there is snow on the mountain, 

and whether the image affects the quality. 

3. A suitable landing site is found according to the type of 

aircraft. 

3. On-site route design 

Digital photography of UAVs is generally performed 

on digital aerial photography in a small area. Unlike 

traditional aerial photography, there is no need to consider 

the curvature of the earth in the design of the route, and it 

is not necessary to know the elevation of the ground point 

very accurately. Traditional aerial photography has clear 

operating specifications and procedures. It is necessary to 

use a 1:10000 or 1:50000 topographic map or use the 

existing DEM for the design of the reference surface. If it 

is necessary (when the height difference is greater than 1/6 

altitude), photographic partitioning is set. For digital aerial 

photography of UAVs based on wireless sensor networks, 

in general, the four-corner coordinates of the camera zone 

can be known for route design. Photographic partitioning 

is set under very special conditions [25]. 

1. According to the scale of the map, the approximate 

ground resolution is determined. The corresponding 

ground resolution should be selected before the relative 

altitude is determined. 

2. Viewing the general situation of the photography area: 

the coordinates of the photography area or the 



 © 2020 Jordan Journal of Mechanical and Industrial Engineering. All rights reserved - Volume 14, Number 1  (ISSN 1995-6665) 

 

31 

coordinates of the photography area required by Party 

A are entered into Google Earth in the computer to 

check whether the basic situation of the photography 

area is consistent with the mastery of the situation, 

whether there are an area of mountains, military 

facilities, airports, etc. that is not conducive to aerial 

photography. 

3. Selection of the base plane of the photography area: 

according to the condition of photography area 

displayed in Google Earth, the highest and lowest 

elevations of the area are counted, and the datum of 

photography area is determined according to the 

maximum and minimum elevation values. The datum is 

generally the average of the maximum and minimum 

elevations in the photography area. 

4. Selection of the appropriate heading and side overlap: 

the heading and side overlap required for the map are 

selected. For example, the target area of Longma Hotel 

in Cangzhou City, Hebei Province is to measure 1:2000 

orthophotos, the heading overlap can be set to 65%, 

and the side overlap is set to 35%. 

5. The heading and side overlap of the highest point, and 

the ground resolution at the lowest point in the area are 

calculated. 

 

6. Adjusting the ground resolution and overlap for 

recalculation: when the minimum ground resolution of 

the photography area exceeds the resolution required 

by the map, or when the highest overlap of the 

photography area is less than the mapping requirement, 

the ground resolution must be changed. The relative 

altitude, the lowest point ground resolution, and the 

highest point overlap are recalculated until the 

requirements are met. 

7. Coordinate transformation in route design: WGS84 

latitude and longitude coordinates - used in UAV flight 

control 

8. Plane coordinates must be used in the route design. If 

Party A has given a certain plane coordinate, it can be 

directly input into the route design software for 

calculation. If the four-corner coordinates are selected 

in Google Earth, it can be converted to WGS84 plane 

coordinates and then designed. Then it is converted into 

WGS84 latitude and longitude coordinate input flight 

control. 

9. Calculating the coordinates of each exposure point: 

according to the set value, the route design software is 

entered and the coordinates of the exposure points are 

calculated. Statistics of the number of flights, number 

of photos, baseline length, side to side distance and 

total voyage of this aerial photograph are given. 

10. Route design under special circumstances: When the 

elevation of the area is greater than 1/6 voyage, in 

principle, a photographic division should be 

established. For the aerial photography of UAVs, the 

elevation is broad. When the elevation of the 

photography area is large, it is to try to increase the 

resolution and increase the overlap method to 

overcome. When this method still does not work, a 

photography partition must be set up. 

4. Debugging of ground monitoring station 

The ground monitoring station personnel designs the 

exposure point coordinates on the day before the flight or 

on the flight site, and introduces the coordinate points of 

exposure point into the ground monitoring software to 

confirm that there is no error before flying. 

5. Take-off check 

At the same time as the route design, in this time, the 

airborne flight control, camera, etc. are installed. This 

series must be checked after installation, or whenever the 

aircraft falls before entering the flight. There are mainly 

the following checks: 

1. Yaw check: the gyro zero point is correct, and the right 

turn is positive. In UAV mode, when the PID value of 

running channel is not 0, the rudder deflects the 

damping yaw change in the corresponding direction. 

2. Altimeter check: if there is a condition to get the air 

pressure value of the current control box, set the current 

air pressure value and the current altitude value on the 

ground station. The height of the aircraft is changed, 

and the height display value will be changed 

accordingly. 

3. Speed check: if the aircraft is equipped with a speed 

sensor, the engine is turned by hand to see if there is a 

speed display on the ground station, and the speed 

division setting is corrected. 

4. GPS positioning check: the time from power on to 

GPS3D positioning should be about 1 minute. If it is 

more than 5 minutes, it can’t be positioned, and the 

GPS antenna connection or other interference are 

checked. After positioning, the number of satellites is 

generally more than 6 and the PDOP horizontal 

positioning quality data is as small as possible, 

generally between 1 and 2. 

5. Vibration test: when the engine starting, the jitter of the 

sensor data at different speeds, and the beating of the 

control surface are observed, especially the attitude 

data shown by the attitude table (level meter). All 

beating must be in a small range, otherwise the 

damping measures should be improved. 

6. Battery test: the effective working time of the battery is 

determined through the discharge test to ensure that the 

future flight is within a reliable and guaranteed power 

supply time. The alarm voltage of the ground station is 

set to: main power of 7V, servo power of 4.6 V. 

7. Impact of digital transmission on the sensor: in UAV 

mode, if the impact is large, the actual value in the 

sensor data is checked to see if the gyro value is around 

zero; otherwise the transmitter antenna position must 

move. Other transmitters must also be tested this way. 

8. Flight data check: if the flight path data has been 

uploaded for flight controlcheck. 

6. Aerial camera preparation 

The camera first needs to adjust the focus to infinity, 

fix it with mechanical devices, and purchase a professional 

camera to place the equipment box for safe transportation. 
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The following preparations should be made before taking 

off: 

1. Firstly, it is shoot on the ground, the purpose is to 

detect whether the image is illusory, and the aperture 

and shutter required for this flight are set. 

2. When loading and unloading from the aircraft, it is 

handled gently to avoid touching the lens. 

3. It is checked if the M file is used before the day, the 

lens cover is open, the camera is working properly, and 

there is power. 

4. During the flight, a person is scheduled to record the 

exposure of each route, in order to compare with the 

final number of images. 

5. After the flight is over, if the total quantity is correct is 

seen. The purpose is to stop the camera from working 

when the flight is halfway, and the total number is 

correct to download the image. Whether each piece can 

be opened is checked, a few images (urban, urban edge, 

mountain area) are selected to view the actual pixels in 

the PS. 

6. One person is ready to record the flight situation, and 

whether there is any problem with the rise and fall. if 

there is any problem, it should specify the situation, 

process and result of the problem. In addition, basic 

information, such as weather, site conditions, and 

shooting conditions should be recorded. 

7. The flight team should send the record (document) 

back to the technical person in charge every day. If the 

delay is caused by the lack of access to the Internet, 

etc., the delay should be notified by SMS. 

7. UAV digital aerial photography 

During the digital aerial photography of the UAV, 

attention should be paid to the monitoring of the flight 

state of the aircraft and the working state of the airborne 

sensor. There should be a response plan for various 

possible emergencies to ensure the safety of the flight 

process and the quality of the mission completion. 

8. Field data finishing 

After the UAV has landed, the image data should be 

downloaded in time, and some necessary basic checks 

should be performed on the acquired data. 

1. Image overview check 

Data is organized in such a way that each original 

image can be opened, each storage is complete, and the 

exposure is not moderate. 

 It is checked whether the number of exposure points is 

consistent with the number of images. If it is 

inconsistent, the cause is found in time. 

 It is checked whether the recorded value of each route 

is consistent with the number of images actually flying. 

For example, if 20 images are recorded in the ground 

station of the first route and 005 is the first, it is 

checked whether 05-024 is the first route, especially the 

relationship between 024 and 025. 

 The images are loaded in folders according to the 

number of routes, and the number of images on each 

route should be the same. 

2. The flight record form is filled in.  

3. Image naming rules 

At present, the exposure point name of the flight 

control output starts with 1 and the serial number is 

recorded. In order to ensure that the coordinate name of 

the exposure point is consistent with the image name, it is 

convenient to map the image to the exposure point when 

the exposure point is displayed, and the image name does 

not need to be changed. However, before the aerial 

photography is carried out, the original image in the 

camera should be deleted and set from 1 to ensure that the 

aerial photography image starts from 001. After the 

inspection is completed, the name of the image will be 

changed according to the requirements of the national 

basic aerial photography. 

4. Packing and sending 

All the images are packed by route folder, and it also 

includes the flight record table and the coordinate data of 

exposure point. 

9. On-site quality inspection 

1. Initial image inspection: the basic situation of the 

image is checked, including the number of images, the 

number of navigation belts, whether the image quality 

is clouded, foggy, snowy, whether the image is illusory, 

and whether the image is named correctly. 

2. It is checked whether the data is complete: to check 

whether the flight record table, exposure point 

coordinate data, etc. are existed, and whether the 

completeness and specification are filled in. 

3. Displaying the coordinates of the exposure point: it is 

checked whether the coordinates of the exposure point 

are consistent with the actual flight conditions. When 

exposure coordinates are clearly deviated from the 

route, it should make good records and check the 

images. 

4. Image resampling: image resampling is performed in 

the PS, the purpose is to reduce the amount of image 

data, which is convenient for checking operations. 

5. Image rotation: the image is rotated according to the 

method of filling in the flight record table, paying 

particular attention to whether the rotation of the odd-

numbered and even-numbered navigation belts is the 

same. 

6. Quality inspection: inspection records are output, and 

the unqualified images should be recorded accordingly. 

7. Notice to make up and re-fly: if the image quality is 

found to not meet the design requirements, or there are 

relative loopholes or even absolute loopholes, it should 

be timely replenished or even re-flyed. 

In addition, there are a few cases where the angle of the 

roll of the UAV is large, and the displacement of the 

adjacent headings between the heading and the sideways 

appears. When the elevation difference is large, some 

image pairs with small three-dimensional overlap will 

affect the turning point of the relative directional 

connection point in the later period, forming the so-called 

image island, which affects the construction of the free 

network, and must be supplemented. 

When flying a certain route, it should not be re-float 

according to the original design. When the roll angle is 

large and the fly is made up, it is recommended that the 

first exposure of the fly-fill route be designed and flowed 

forward by adding half of the photographic baseline at the 

original first exposure point to ensure the heading and the 

adjacent airfoil. Correspondingly, it is also beneficial to 

insert the supplementary flying aerial film in a certain area 
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with a small degree of overlap, and the baseline between 

the inserted aerial film and the original flying aerial film is 

too short, which causes the intersection angle to be too 

small, and affects the construction of the free network; 

When the overlap is small and the fly is compensated, the 

reference plane of the area can be appropriately raised to 

increase the overlap on the premise that the ground 

resolution does not change greatly. After the calculation, 

the fly-fill reference plane is determined and the flight is 

carried out. 

10. Image processing 

The image that has passed the inspection must be pre-

processed before calling the customer or the next process, 

including: 

1. Format Transferring: different internal storage formats 

of camera may be different. Generally, all images need 

to be saved as TIF format. 

2. Distortion error correction: correction of the distortion 

is performed by the pre-processing software according 

to the identified camera calibration parameters. The 

blackened edge of the corrected image indicates that 

the correction has been completed. When the 

parameters are input in the post-empty three 

measurements, all the distortion parameters are zero. 

3. Submission of image results: the image results are 

organized, generally including the following: 

 original image of the submarine zone;  

 image after correction of the distortion of the 

submarine; 

 flight record table;  

 coordinate file of exposure point; 

 image inspection record;  

 data compilation record; 

 camera parameter file;  

main point offset file after distortion correction. 

3. Results 

In order to test the validity of the paper, the design 

experiment is verified. 

3.1. Experiment Setting 

Flight platform setting: the flight platform is a hand-

dive UAV, the production material is Elapor foam, and the 

length of wingspan is 163 cm. 

The length of plane is 120 cm, the take-off weight is 

2.7 kg and it has a lithium polymer battery (18.5 V, 5300 

mAh). The suitable flying height is 59-750 m, the average 

wind speed of wind resistance is 50 km/h, the suitable 

temperature is -20°C-45°C, the maximum endurance time 

is 50 min, and the cruising speed is 65 km/h. The area 

covered by a single flight is shown in Table 1. 

Table 1. Single flight coverage area of UAV system 

Ground 

resolution/cm 

Row 

height/m 

Side overlap 

65% 

Side overlap 

85% 

Aerial 

area/km2 

Side overlap 

20%  

Side overlap 

80%  

Aerial area/km2 

1.6 59.4 0.7 1.62 

2.6 96.5 1.13 2.65 

3.2 119 1.42 3.20 

5.0 186 2.25 5.12 

10.0 371 4.54 9.97 

20.0 743 8.67 18.20 

Since the stability of the UAV’s flight is easily affected 

by the airflow, in order to ensure that the aerial 

photography image does not have a loophole, the heading 

and the side overlap should be increased. Therefore, the 

design heading overlap is 70%, and the design side overlap 

is 50%. 

3.2. Performance Testing 

3.2.1. Aerial imaging effect 

By using the method of this paper, the method of 

literature [7] and the method of literature [8], low-altitude 

aerial photography (70 frames in 1:2 000 frames) is carried 

out in a region of about 50 km2, and the error in relative 

orientation is 4 μm (the pixel size is 6.4 micron m). The 

error plane in the encryption point is 0.5 m and the height 

is 0.5 m. The median error of DOM detection point is 0.63 

m. The accuracy of aerial imaging results under different 

methods is shown in Table 2. 

Table 2 .Accuracy comparison of aerial imaging results 

Method  Number 

of DOM 

checkpo

ints 

Mediu

m 

error/m 

Maximu

m error/m 

Medium 

error 

tolerance

/m 

The 

proposed 

method 

30 0.63 1.07 1.2 

Method of 

literature 

[7] 

30 0.78 1.43 1.44 

Method of 

literature 

[8] 

30 0.92 1.32 1.48 

Analysis of Table 2 shows that under the same number 

of detection points, the medium error, maximum error, and 

medium error tolerance of the digital aerial photography of 

the UAV by using the proposed method are 0.63 m, 1.07 

m, and 1.2 m, respectively, which are lower than the that 

of the method of literature [7] and the method of literature 

[8]. Therefore, the aerial imaging accuracy of the proposed 

method is higher and the imaging effect is better. 
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3.2.2. Comparison of system work efficiency 

The experimental is set to test the work efficiency of 

system by using the proposed method, the method of 

literature [7] and the method of literature [8] method, a 

total of 4 sets of experiments are designed. The working 

time of the system is recorded as shown in Table 3. 

Table 3. Comparison of system working hours under different 

methods 

Number 

of trials 

RN-

UAV 

operati

on 

Adjust 

/s 

Total 

working 

time of 

using the 

proposed 

method/s 

Total 

working 

time of 

using the 

method of 

literature 

[7]/s 

Total 

working 

time of 

using the 

method 

of 

literature 

[8]/s 

1 723.11

4 

6215.712 32417.991 29845.37

6 

2 3892.2

31 

78923.11

5 

253241.98

8 

395412.6

24 

3 4231.8

92 

81229.31

5 

293134.22

1 

264584.3

35 

4 633.20

1 

5332.633 27214.454 9478.560 

Analysis of Table 3 shows that when the RN-UAV 

operation adjustment time is the same, the proposed 

method is used for aerial photography, the total working 

time of the system is 6215.712 s, 78923.115 s, 81229.315 

s, and 5332.633 s, respectively, which are lower than the 

that of the method of literature [7] and the method of 

literature [8]. Therefore, the aerial photography work of 

the design method in this paper is short in time and the 

system works more efficiently. 

3.2.3. Comparison of planned route execution levels 

The proposed method, the method of literature [7] and 

the method of literature [8] method for experimental 

testing is set to plan the route execution effect. According 

to the input aerial range and aerial camera parameters, the 

optimal route of the aerial camera area is solved, the 

coordinates of the aerial camera center point are solved, 

coordinate conversion is performed at the same time, and 

the flight route data is transmitted to the control center via 

the wireless sensor network. The accuracy of the flight 

path of the UAV under the three methods is counted. The 

result is shown in Figure 6. 

Analysis of Figure 6 shows that when the flight height 

of the UAV is 69-750 m, the accuracy of the UAV 

execution of the planned route flight by using the method 

of literature [7] is between 81% and 78%, and that of the 

method of literature [8] is maintained between 84% and 

79%, and both of them show a trend of decreasing 

accuracy; while the accuracy of the proposed method is 

maintained at 93%-95%, and always stable. Therefore, the 

proposed method used for executing the UAV’s planned 

flight route has high accuracy and better system control 

effect. 
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(b) Document [7] method to plan route execution accuracy 
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(c) Document [8] method to plan route execution accuracy 

Figure 6. Comparison of planned route execution accuracy under 
different methods 

4. Discussion 

4.1.  Comparison of aerial imaging effect 

According to the above experimental results, under the 

same number of detection points, the medium error, 

maximum error, and medium error tolerance of the digital 

aerial photography of the UAV by using the proposed 

method are 0.63 m, 1.07 m, and 1.2 m, respectively; 

medium error, maximum error, and medium error 

tolerance of the digital aerial photography of the UAV by 
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using the method of literature [7] are 0.78 m, 1.43 m and 

1.44 m respectively, and those of the method of literature 

[8] are 0.92 m, 1.32 m, and 1.48 m, respectively. 

Therefore, the error values under the proposed method are 

lower than those in the literature [7] and the literature [8]. 

It proves that the aerial imaging of the proposed design 

method has higher precision and better imaging effect. 

4.2. Comparison of system work efficiency 

According to the above experimental results, when the 

RN-UAV operation adjustment time is the same, the 

proposed method is used for aerial photography. The total 

working time of the system is 6215.712 s, 78923.115 s, 

81229.315 s, and 5332.633 s, respectively. When the 

method of literature [7] is used for aerial photography, the 

total working time of the system is 32417.991 s, 

253241.988 s, 293134.221 s, and 27214.454 s respectively. 

When the method of literature [8] is used for aerial 

photography, the total working hours of the system are 

29845.376 s, 395412.624 s, 264584.335 s, 9478.560 s 

respectively. Therefore, the system work time under the 

proposed method is lower than the system work time of the 

method in literature [7] and literature [8]. It proves that the 

aerial photography work of the design method in this paper 

is short in time and the system works more efficiently. 

4.3. Comparison of execution levels of planned route 

According to the above experimental results, when the 

flying height of the UAV is 69-750 m, the accuracy of the 

UAV’s execution of the planned route flight under the 

proposed method is maintained between 93% and 95%, 

and it is always stable; The accuracy of the UAV’s 

execution of the planned route flight under the method of 

literature [7] is between 81% and 78%; while that of the 

method of literature [8] is maintained between 84% and 

79%, showing a downward trend. It is proved that the 

UAV execution of planed route of the proposed method 

has high accuracy and the system control effect is better. 

In summary, according to the experimental results, the 

digital aerial photography system based on wireless sensor 

network designed in this paper has good accuracy of aerial 

imaging results, short aerial working time, and high 

accuracy of planned route execution. The imaging effect is 

better, the system works more efficiently, the system 

control effect is better, and it is more practical and 

advantageous. 

5. Conclusions 

Aiming at solving the problems of unclear imaging, 

low system efficiency and poor control effect of traditional 

aerial photography, a digital aerial photography system 

based on wireless sensor network is proposed. Based on 

the principle of aerial photography system, a wireless 

sensor network is established, and a large number of 

wireless sensor nodes are deployed in the interval time. 

Wireless communication and computing functions are 

completed by the nodes. The sn-rn data acquisition layer, 

rn-uav relay transmission layer and uav-dc mobile 

convergence layer are designed to constitute the wireless 

sensor network architecture. Combined with uav digital 

aerial photography technology, a uav digital aerial 

photography system based on wireless sensor network is 

built. The experiment shows that the method has better 

overall imaging effect, higher system efficiency, better 

system control effect, stronger practicability and 

superiority. By reducing the transmission task of sensor 

nodes in WSN, the service life of sensor nodes can be 

extended. By increasing the function and power supply of 

the relay node, the resource consumption caused by the 

failure of the transmission node is reduced. The mobile 

nodes provide good network communication quality and 

improve the data acquisition efficiency and system life of 

UAVdigital aerial photography system. 
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Abstract 

At present, the hoisting mechanism of existing large-tonnage auto crane has mostly adopted open loop hydraulic system; 

for security reasons, the load loop tends to input larger load, causing unnecessary energy loss of engine. In order to solve this 

problem, the closed hydraulic system for the load loop carries on constant power control for load input power to ensure the 

constant control of optimal load rate of engine, which achieves the safety and energy saving of the auto crane. According to 

the principle that the power of hydraulic system is equal to the product of pressure and flow in the system, as long as carrying 

on constant control for the pressure and flow in hydraulic system, the closed loop control of hydraulic system can be realized. 

© 2020 Jordan Journal of Mechanical and Industrial Engineering. All rights reserved 

Keywords: Auto crane; Load input; Constant power control. 

1. The working principle of Closed hydraulic system 
for lifting mechanism of autocrane  

Because of the hydraulic transmission with large output 

force, small volume, light weight, simple structure, labor-

saving transmission and operation, it iseasy to realize 

stepless transmission and automatic control etc., hydraulic 

lifting mechanism widely applied. Especially in modern 

engineering crane, automobile crane and crawler crane 

widely use the hydraulic transmission mode [1]. 

Auto crane hoisting mechanism has two main systems, 

namely the valve-controlled motor open-loop control 

system and the pump-controlled motor closed-loop control 

system.  

The valve-controlled motor open-loop control system 

belongs to the restrictive-flow regulating system. Its 

biggest characteristic is simple system device, low costs 

and easy design as well as a large speed range, which is 

very beneficial to the micro-motion of auto crane [2]. 

However, due to the existing damper loss and low working 

efficiency, the system’s calorific value is higher.  

The pump-controlled motor closed-loop control system 

is a kind of volumetric speed control system. Because this 

kind of circuit does not have the throttling and overflow 

energy loss, the system is not easy to heat and its 

efficiency is high. It is widely used in high power 

hydraulic drive system, but due to the required high 

manufacture precision and the complicated structure, the 

cost of the hydraulic device is higher. 

The schematic diagram of closed Hydraulic System for 

Hoisting mechanism of Auto crane is shown in Figure 1. 

The oil inlet and outlet of the variable electro-hydraulic 

proportion pump 2 are connected with the oil inlet and 

outlet of variable motor 5 respectively to form a closed 

circuit, so that the ascending or descending of main 

windlass can be achieved. To supplement the internal 

leakage of the motor due to the volumetric efficiency, a 

charging pump (usually a dosing pump) is added to the 

system to charge the system. This charge pump also 

provides the system with a source of controlling oil. The 

variable electro-hydraulic proportion pump2 can change its 

output through its variable servo. The electro-hydraulic 

proportion motor can also change its displacement through 

its variable servo so that the system can achieve a wide 

range of speed regulation. 

 
1. variable servo; 2. variable electro-hydraulic proportion pump; 
3. charging relief valve;4. charging pump; 5. variable electro-

hydraulic proportion motor; 6. variable servo 

Figure 1. Schematic diagram of closed Hydraulic System for 

Hoisting mechanism of Auto crane 
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When we operate a crane to make the weight drop, the 

weight’s direction of gravity is the same as the movement 

direction, the weight drives the motor to rotate. At this 

moment, the motor and the pump change in function, the 

winding motor is no longer as executing components to 

absorb the power of the engine, but as a dynamic element 

to provide power to the engine, it will cause the load rate 

of engine lower than zero which leads to the rise of 

rotational speed, when it becomes serious that the engine 

will show "speed" phenomenon. In order to prevent the 

"speed" phenomenon of the engine, it is usually to load 

power and input circuit in the closed hydraulic system of 

automobile hoisting crane, to consume the power produced 

by the load drop of the lifting engine, in order to ensure 

that the engine load rate is greater than zero. The power 

consumed by the load loop is equal to the product of the 

pressure P and the flow Q [3].  

tP PQ
 

The constant control of the input load power in the field 

of the existing large tonnage truck crane is mainly open 

loop control. Due to the shortcomings of low control 

precision, weak anti-interference ability and so on, it 

cannot meet the realistic needs. In practice, it will often 

input greater load for the safety of the crane itself and the 

crane operator, causing high load rate of engine, thus 

resulting in unnecessary energy loss of the engine. 

In order to solve this problem, we adopt the closed 

hydraulic system. When in condition of the main hoist 

down, due to the influence of the factors of wind load and 

inertia force and so on, the load rate of the engine is 

dynamic change. By taking closed control of the system 

pressure P and flow rate Q, it is to realize the optimal 

constant control of engine load rate, which can not only 

ensure the safety of the crane in the condition but also 

ensure the engine output power in the most energy state, to 

realize the constant control of the input load power.  

2. The establishment of physical model of Closed 
Hydraulic System for Hoisting mechanismof Auto 
crane 

Closed hydraulic system for hoisting mechanism of 

auto crane load input circuit mainly includes pilot-scale 

proportional servo flow valve and proportional relief 

valve. As shown in Figure 2 of physical model schematic 

diagram, pressure oil controlling oil passage enters into 

proportional servo console port through action of 

proportional electromagnet of pilot operation 1. It pushes 

valve core 2 of proportional flow servo valve to have 

respondent action. Pilot valve and main valve are slide 

valve structures. If we ignore the effect of flow force, force 

of fiction, valve core weight and spring force of pilot 

valve, then the control force of pilot reducing valve is in 

direct proportion to electromagnetic force. If we ignore the 

effect of flow force, valve core weight and force of fiction 

of pilot valve, control power is in direct proportional to 

main valve core displacement. By changing current of 

input proportional electromagnet, we can control main 

valve displacement and aperture [4]. Hydraulic oil from 

main valve of proportional servo valve enters proportional 

relief valve 3. Proportional relief valve sets its pressure 

through current or voltage value of proportional 

electromagnet 4. Continuous overflow of proportional 

relief valve consumes power created by gravitational 

potential energy of carrying heavy things in over loads, to 

prevent galloping of the engine. 

By comparing the mathematical modeling of the 

electromagnet, the mathematical modeling of the 

proportional relief valve and the mathematical modeling of 

the proportional servo flow valve, we can obtain the 

electro-hydraulic coupling model (not to be deduced here). 

Then we can build a simulation model of hydraulic circuit 

of Hoisting mechanism of Auto crane by using AMESim 

software. 

 

1 proportional servo valve pilot 2 main valve of proportional 

servo valve 3 proportional relief valve 4 proportional 
electromagnet.  

Figure 2. Physical model schematic diagram 

3. The Establishment of closed Hydraulic System 
Simulation Model for Hoisting mechanism of Auto 
crane 

AMESim (Advanced Modeling and Simulation 

Environment for Systems Engineering) is the world 

famous engineering system and advanced modeling and 

simulation platform [5]. It provides a whole, full and 

systematic engineering design and simulation platform, 

which makes it possible for users to establish a complex 

and multidisciplinary electro-mechanical and hydraulic 

integrated system model on a single platform, and conduct 

the simulation calculation and deeper analysis on this 

basis. AMESim is growing rapidly. Its main product 

modules include four operation platforms[6], one 3D 

animation front-back Processing Toolbox, 28 application 

model bases(A total of 3500 models), 5 Interface Tools, 1 

optimal toolbox and 10 real-time simulation code 

generation function[7]. 
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1. Proportional flow valve 2. PID adjustable controller 3, Transfer 

function 4, Overflow valve 5 ,Pressure sensor 6 ,Flow sensor 7, 
Safety valve 8 ,Hydraulic pump 9 ,PID adjustable controller 10, 

Transfer function 11. Step-function signal 

Figure 3. Closed-loop Control Simulation Model 

By using AMESim signal control library, hydraumatic 

library (including pipe model) and hydraulic component 

design library, we conduct modeling on investigative 

control system and hydraulic component, as shown in 

Figure 3. Meanwhile, it depends on its super strong 

computing power to carry out dynamic characteristics 

analysis on the system [8]. 

Pressure (flow) sensor transfers detective real-time 

pressure (flow) data to summator through proportional 

gain. Compared with step-input signal, with regard to the 

different values between them as input signal of PID 

adjustable controller. PID adjustable controller adjusts 

finished signal and acts on valve element of proportional 

overflow through transfer function and spring force sensor, 

so as to reach predicted pressure and flow value ultimately. 

4. Dynamic characteristics of Closed Hydraulic System 
for Hoisting mechanism of Auto crane 

For whatever reasons (external disturbance or system 

internal variation), as long as controlled variable deviates 

from specified value, closed-loop control system will 

generate corresponding control actions to eliminate 

deviations, have a thick skin on component characteristic 

variation and can improve visible response characteristics 

of system. Closed-loop control has stronger capacity of 

resisting disturbance, which can avoid from load rate’s 

fluctuation of hoisting mechanism in suspended loading 

process. Even if it is impacted by dynamic factors of 

dynamic wind load, it also can eliminate interference 

rapidly. 

Simulation parameters for closed-loop control 

simulation model of Hoisting mechanism of Auto crane 

are designed as shown in Table 1. 

 

Table 1. simulation parameters 

parameters names parameters 

motor speed 1000 r 

pump emissions 45 ml/r 

simulation time 10 s 

simulation step 0.01s 

The pressure dynamic curve for inlet of relief valve by 

simulation is shown in Figure 4.  

 

Figure 4. Curve of Closed-loop Control Pressure’s Dynamic 
Characteristics 

Dynamic response time of closed-loop control pressure 

can be controlled within 2 second with overshoot kept 

within 23% [9-11]. 

Dynamic characteristics for outlet flow of electro-

hydraulic proportion multi-way valve are shown in Figure 

5. 
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Figure 5. Closed-loop Control Flow’s Dynamic Characteristics 
Curve 

Dynamic response time of closed-loop control flow can 

be kept within 0.5 second with overshoot kept within 10%. 

5. Experimental verification of Closed Hydraulic 
System for Hoisting mechanism of Auto crane 

Taking the all terrain crane with the rated load of 400 

tons that an enterprise produced as an example, a set of 

closed system is installed on the hoisting mechanism of the 

crane.  
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1. Hydraulic pump; 2. Idle executive component; 3. Cartridge 

reversing valve; 4. Electro-hydraulic proportional multi-way 
valve; 5. Pilot-operated reducing valve; 6. Quick-change 

connector; 7. Pressure transducer; 8. Flow transducer 

 Figure 6. Load input closed-loop control system and test system 

schematic diagram 

As shown in Figure 6, Hydraulic pump 1 provides the 

hydraulic oil source to the system, Pilot-operated reducing 

valve 5 is placed in the right position to control the electro-

hydraulic proportional multi-way valve4. After passing the 

electro-hydraulic proportional multi-way valve, the 

hydraulic oil goes through the cartridge reversing valve 

into the relief valve. When the set relief valve pressure is 

reached, the hydraulic oil will overflow out through the 

relief valve and consume the produced engine power when 

the crane falls down. Therefore, it realizes the 

consumption of energy as heat. When the crane is affected 

by the factors of wind load and inertial force and leads to 

the changes in temperature and pressure, the pressure 

transducer 7 and the flow transducer 8 detect the real-time 

pressure and flow of the load input loop. Compared with 

the set pressure and flow value, it can quickly reach the set 

value through the closed-loop feedback. 

Hydraulic system flow curves for open-loop and 

closed-loop control are collected as shown in Figure 7 and 

in Figure 8 when the main windlass is lifting 8 tons of 

weight. 

77 78 79 81 82 84 85 87 88

 

Figure 7. Hydraulic system flow curves for open-loop when the main windlass is lifting 8 tons of weight 

 

Figure 8. Hydraulic system flow curves for closed-loop when the main windlass is lifting 8 tons of weight 
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It can be seen from the figure that the open-loop control 

system has serious oscillations in the suspension process 

and is greatly affected by the wind load or other factors. 

When the flow rate is set to 18L, the static error exceeds 

1.5 L, accounting for about 8%; The closed-loop control 

response time does not exceed 1s, the static difference can 

be controlled at 0.3L, accounting for about 1.5%, the 

oscillation is significantly reduced, indicating that its anti-

interference ability is significantly better than the open-

loop control system. 

Pressure curve curves for hydraulic system of open-

loop and closed-loop control are collected as shown in 

Figure 9 and in Figure 10. 

 

Figure 9. Pressure curve for open-loop control system when the 

main windlass is lifting 8 tons of weight. 

 

Figure 10. Pressure curve for closed-loop control system when 
the main windlass is lifting 8 tons of weight. 

As can be seen from the figure, compared with the 

closed-loop control, the open-loop control system has no 

significant differences in the speed and oscillation of the 

response time without any other dynamic factors. 

However, when wind loads or other dynamic loads occur 

at 91 seconds in Figure 10, the open-loop control system 

shows obvious oscillations, static increase and can’t be 

eliminated for a long time. In the closed-loop control 

system, the anti-interference ability is obviously better 

than that of open-loop control system. 

We can draw a conclusion of analysis on pressure and 

flow dynamic characteristics that closed-loop control 

system has advantage in anti-jamming capability and 

eliminating offset capacity compared with open-loop 

control system. Therefore, with wind load capacity and 

other strong dynamic load capacity of closed-loop control 

system, can be applied to loan input circuit of crane closed 

winch system in over loan situation. When loan rates of 

engine is reduced, the security of crane is guaranteed. 

6. Conclusions 

When the crane is influenced by wind loads, inertia 

force and other factors, through the closed-loop control of 

system pressure P and flow Q to the loading loop, closed 

hydraulic lifting mechanism changes from being disturbed 

by external dynamic load to the state with stable time 

within 1 second and not produce the “speed phenomenon” 

to the engine so as to ensure not only the safety of crane in 

this situation, but also the output power when the crane is 

in the most energy-saving state, realizing the constant 

control over input load power. 
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Abstract 

Based on a magnetoresistive sensor, an algorithm for speed information monitoring of autonomous vehicles suitable for 

fewer target feature points is proposed. When using a magnetoresistive sensor on the road, the monitoring principle of the 

magnetoresistive sensor is that the magnetoresistive sensor generates a voltage signal and sends it to a signal processing 

module. In the signal processing module, the vehicles signal is compared with a threshold value to determine whether the 

vehicle is present. In the signal processing module, the vehicle signal is compared in the presence of the vehicle, and the node 

time synchronization technology is used to select the two-node autonomous vehicle speed information monitoring method. 

Then, the speed information of the autonomous vehicles in motion is monitored in real time. The vehicle speed information is 

sent to the upper node by using the single chip microcomputer. It is then sent to the coordinator module using ZigBee 

technology in the wireless sensor network. Finally, it is sent to the intelligent traffic monitoring center to achieve speed 

information monitoring of autonomous vehicles. The experimental results show that the accuracy rate of the autonomous 

vehicles’ speed information monitored by the algorithm is above 97%, and the monitored energy consumption is only 13.5 J. 

This shows that the algorithm’s monitoring accuracy and energy consumption have an advantage. 

© 2020 Jordan Journal of Mechanical and Industrial Engineering. All rights reserved 

Keywords: magnetoresistive sensor; autonomous; vehicles; speed; information; monitoring algorithm. 

1. Introduction  

Transportation is the urban arterial system, the link 

between the various social and economic activities of the 

city, and the fundamental condition for the economic 

development of the city and even the country. Properly 

solving the traffic problems will directly affect the 

development of the national economy and the living 

standards of the people. Throughout the history of global 

economic development, reasonable transportation layout 

and planning can promote the economic development of 

the entire society, and vice versa, which seriously restricts 

the pace of social and economic progress [1].Intelligent 

transportation system, as the most direct and effective 

measure to alleviate urban traffic congestion and improve 

transportation efficiency, has become a hot spot in the field 

of transportation. Autonomous vehicles are a type of smart 

car, also known as a wheeled mobile robot, which relies 

mainly on the smart pilot (mainly computer system) in the 

car to achieve autonomous. Monitoring speed information 

is a prerequisite for obtaining traffic parameters [2], which 

provides real-time and reliable parameter basis for 

scientific dispatching and management of intelligent 

transportation system, and is the most basic and important 

part of the system.At present, the most widely used 

monitoring and research methods for speed information of 

autonomous vehicles are toroidal coil monitoring, video 

monitoring, microwave monitoring and infrared 

monitoring. Among these monitoring technologies, there 

are generally disadvantages such as high installation and 

maintenance costs, environmental conditions affected by 

use conditions, and low monitoring accuracy. In order to 

make up for the shortage of the monitoring algorithm for 

the speed information of traditional vehicles, the focus of 

research has shifted to the magnetoresistive sensor 

monitoring technology (AMR) with characteristics of low 

cost, low power consumption, easy networking and micro-

volume [3]. 

At present, the mainstream monitoring algorithms for 

vehicles based on magnetoresistive sensors include fixed 

threshold algorithm, adaptive threshold algorithm, state 

machine monitoring algorithm, artificial neural network 

algorithm and support vector machine algorithm. These 

algorithms generally have problems such as baseline drift, 

fixed thresholds leading to reduced accuracy, and inability 

to accurately discriminate the departure of vehicles [4].The 

monitoring principle of magnetoresistive sensor: The 

distribution of the Earth’s magnetic field is very limited in 

a very wide area (about several kilometers). A 

ferromagnetic object such as a car, whether it is moving or 

stationary, changes in the earth’s magnetic field caused by 

* Corresponding author e-mail: TANGYU041902@163.com. 
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its interference can be monitored by the magnetoresistive 

sensor. 

There are two ways to monitor vehicles speed 

information. The first is a single-axis sensor that can be 

used to monitor the presence of vehicles. The other is to 

monitor the passage of vehicles [5]. Since different types 

of vehicles have different effects on the Earth’s magnetic 

field when passing through, the output waveforms of the 

data acquisition system based on magnetoresistive sensors 

are also diverse.Accurate magnetic field information 

(intensity and direction of the magnetic field) can be 

obtained by using the appropriate magnetoresistive sensor 

and amplifier. The output waveform pattern of the data 

acquisition system is recognized by the single-chip 

microcomputer, which not only can judge the existence of 

the vehicles, but also can identify the vehicle type. That is, 

the presence of the vehicles, the direction and speed of the 

vehicles are determined by the two-axis sensor to obtain 

sufficient information. 

The Earth’s magnetic field strength is 500 to 600 m 

Gauss. When there is no large magnet object, the 

geomagnetic field in this area remains basically constant; 

when there is the large magnet object, the geomagnetic 

field of the area will change, and the magnetoresistive 

sensor can express the magnetic field changes before and 

after the disturbance in the form of voltage [6].The 

autonomous vehicle is a large magnet object. Therefore, 

when the magnetoresistive sensor is placed in the lane, the 

output signal of the magnetoresistive sensor can be 

analyzed to obtain traffic parameters such as traffic 

volume and vehicle speed of the current section. The 

monitoring algorithm for speed information of the existing 

autonomous vehicles has various drawbacks [7]. 

Therefore, designing a monitoring algorithm for speed 

information of autonomous vehicles with high reliability, 

low cost, high precision and low power consumption has 

become the primary task of developing the intelligent 

transportation system. 

In recent years, intelligent transportation has been a 

research hotspot at home and abroad, especially 

autonomous vehicles. At present, scholars at home and 

abroad have made some progress in the monitoring of 

vehicles speed information [8].In 2012, AdiNurhadiyatna 

et al. proposed a new method for monitoring the speed of 

vehicles in real time from video. First, the principal 

components analysis method is used to identify the 

vehicles. The Kalman filter is used to track the past 

vehicles, and then the Euclidean distance method is used to 

estimate the speed of the vehicles. In 2012, Hou Liang et 

al. proposedan adaptive weighted average vehicle speed 

monitoring method based on a laser monitoring algorithm, 

which is processed according to the determined best 

performance monitor data to obtain the fusion value with 

the smallest error. The method has strong real-time 

performance and saves a large amount of data storage 

space, and has high practicability. In view of the target 

tracking algorithm based on SIFT and SURF features has 

the problems of poor real-time performance and large 

computational complexity, Meng Fanqing proposed an 

ORB-based moving target tracking method in 2015.The 

target is extracted from the ORB feature and matched 

between the frames, and then the extracted feature points 

are combined to complete the update and localization of 

the target feature. However, when there are fewer 

matching features or fewer target feature points, the 

accuracy of the algorithm is significantly reduced.Aiming 

at the defects of the above algorithm, the monitoring 

algorithm for speed information of autonomous vehicles 

based on magnetoresistive sensor is proposed.The 

magnetoresistive sensor is applied to the speed monitoring 

of autonomous vehicles, and the algorithm is applied to the 

intelligent transportation system. The system is used to 

monitor the autonomous vehicles’ speed information, 

which is helpful for the further development of 

autonomous vehicles and the improvement of 

transportation efficiency. 

2. Materials and methods 

2.1. Monitoring principle of magnetoresistive sensor 

In the magnetoresistance effect, when the 

magnetization direction inside the nickel-iron magnetic 

alloy is parallel to the external magnetic field direction, the 

resistance value of the nickel-iron magnetic alloy reaches 

the maximum, which is independent of the applied 

magnetic field strength [9].When there is a certain angle 

between the direction of the external magnetic field and 

the magnetization direction in the alloy, the resistance 

value of the nickel-iron magnetic alloy will decrease. 

When the direction of the external magnetic field is 

perpendicular to the magnetization direction in the alloy, 

the resistance value is the smallest, which is the well-

known AMR anisotropic magnetoresistance effect. After a 

large number of experiments, the resistance value of the 

nickel-iron magnetic alloy is the angle function between 

the internal magnetization direction and the bias current 

direction [10], as shown in Figure 1 and formula (1). 

0° 45° 90°-90°

Linear region

ΔR/R

Figure 1.  Principle of anisotropic magnetoresistance 

It can be clearly seen from Fig. 1 that when the 

direction of the applied current is the same as the 

magnetization direction in the alloy ( 0   ), the 

resistance change rate of the alloy strip is maximized; 

when 45   , the resistance change rate of the alloy 

strip has a very good linear characteristic. Therefore, 

usually an internal bias magnetic field is applied so that the 

magnetoresistive sensor operates in the linear region. 
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           2 2 2 2

min maxsin cos sin cosIIR R R R R    


   
(1) 

Where,  
R


 is the resistance value when the bias 

current is perpendicular to the magnetization direction in 

the alloy, 
IIR is the resistance value when the bias current 

is parallel to the magnetization direction in the alloy, and

 is the angle between the direction of the bias current and 

the magnetization direction in the alloy. 

The nickel-iron alloy film is deposited on a silicon 

wafer using a modern semiconductor process to form a 

resistor strip, and then four such resistors are spliced into a 

Wheatstone bridge. When the applied magnetic field 

changes, the Wheatstone bridge can convert it to a 

differential voltage and output it [11]. After the output 

signal of the Wheatstone bridge is amplified, filtered, and 

digital-analog converted, the magnetic field strength in the 

direction of the sensitive axis of the sensor can be 

measured. The wheat stone bridge magnetoresistive sensor 

working diagram is shown in Figure 2 . 

R-ΔR R+ΔR

R-ΔRR+ΔR

Vb

Vout

+

Biasing magnetic field

Applied 

magnetic field

 

Figure 2. Wheatstone bridge magnetoresistive sensor works 

In Figure 2, 
bV is the power supply for the bridge. The 

magnetoresistive sensor is placed in a magnetic field. 

According to the anisotropic magnetoresistance effect, the 

resistance of the two resistors placed oppositely increases, 

while the resistance of the other two resistors decreases 

[12]. The differential voltage of the Wheatstone bridge is 

thus obtained.The Wheatstone bridge magnetoresistive 

sensor is shown in equation (2). 

out b

R
V V

R


 g

                                                                          
(2) 

The output curve of the magnetoresistive sensor with 

the change of the external magnetic field is shown in 

Figure 3. 
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Figure 3. AMR magnetoresistive sensor changes with the change 
of the magnetic field 

In a particular magnetic field, the bridge output is 

positively linearly related to the change in external 

magnetic field strength, and the Earth’s magnetic field is 

just within this linearly correlated range. Therefore, the 

AMR magnetoresistive sensor is used to monitor changes 

in the local earth’s magnetic field to obtain autonomous 

vehicles’ speed information. This is very effective, and it 

is also an important basis for the use of magnetoresistive 

sensor. 

The Earth is a natural magnet with a very weak 

magnetic field, about 0.5-0.6 Gauss. When a large magnet 

object enters the area covered by the Earth’s magnetic 

field, the originally relatively stable geomagnetic field will 

be disturbed in a local range. These disturbances distort the 

magnetic field lines of the earth’s magnetic field, and the 

disturbed earth’s magnetic field is equivalent to the applied 

magnetic field that affects the resistance of the Wheatstone 

bridge [13].The Wheatstone bridge can convert this change 

of magnetic field into the differential voltage. Autonomous 

vehicles are large magnet materials. During driving, it will 

locally disturb the stable earth’s magnetic field and distort 

its magnetic lines of force. At this time, if the 

magnetoresistive sensor is buried below the road surface 

where the magnetic field lines are distorted, the influence 

caused by the autonomous vehicles (the strength, direction, 

time, and the like of the earth’s magnetic field) can be 

expressed in the form of voltage. After the voltage signal 

is conditioned and analyzed, the speed information of the 

autonomous vehicles can be extracted. Finally, the traffic 

parameters such as the speed information of the 

autonomous vehicles are transmitted to the collection 

center of the traffic information in real time by using the 

wireless network. This is the basic principle of the 

magnetoresistive sensor to monitor the speed information 

of autonomous vehicles. 

The flow chart for monitoring the speed of autonomous 

vehicles using the magnetoresistive sensor is shown in 

Figure 4. 
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Figure 4. Magnetoresistive sensor monitoring speed information 
of driverless vehicles 

As can be seen from Figure 4, when autonomous 

vehicles are driven on the road surface with the 

magnetoresistive sensors, the magnetoresistive sensor 

generates the voltage signal and sends it to the signal 

processing module. The vehicle speed information is sent 

to the upper node by using the single chip microcomputer. 

It is then sent to the coordinator module. Finally, it is sent 

to the intelligent traffic monitoring center to achieve speed 

information monitoring of autonomous vehicles. 

When autonomous vehicles pass the road surface with 

the magnetoresistive sensor, the disturbance curve of the 

earth’s magnetic field collected by the magnetoresistive 

sensor is shown in Figure 5.It can be seen from Figure 5 

that autonomous vehicles have obvious regularity and 

variation characteristics on the earth’s magnetic field 

during driving [14], so various parameters of road traffic 

can be obtained by analyzing the collected magnetic field 

curves. 

Magnetic field

Time/s

 

Figure 5. Earth’s magnetic field curve disturbed by driverless 
vehicles 

2.2. Monitoring algorithm for speed information 

Currently, two intelligentoresistive sensor nodes are 

generally used in intelligent transportation systems to 

estimate the speed information of autonomous vehicles. 

Assuming that the distance between two magnetoresistive 

sensors is s , and the times of autonomous vehicles passing 

through two magnetoresistive sensors are 1t and 2t , then 

the speed formula of autonomous vehicles can be obtained 

as follows: 

 2 1/v s t t                                                                          (3) 

However, because the distance between the two 

magnetoresistive sensors is very close, and the 

autonomous vehicles are very fast when passing through 

two magnetoresistive sensors, the estimated speed is far 

from the actual situation which inclued friction, inertia, 

acceleration and deceleration [15]. Therefore, a series of 

measures to improve the accuracy of the algorithm are 

implemented, such as further analysis of signals. 

This article uses two nodes to obtain the speed 

information of autonomous vehicles. Assuming that the 

signal frequency is the same in the detection range of the 

magnetoresistive sensor, the vehicle runs at a constant 

speed between the two magnetoresistive sensor nodes. 

Through the hardware setting [16], the access point 

performs time synchronization to nodes A and B at 

intervals, which can offset the clock skew. The monitoring 

model of the speed information of autonomous vehicles is 

shown as Figure 6. 

B

Driving direction of driverless vehicles

 

Figure 6. Unmanned vehicle speed information monitoring model 

Assume that the length between the nodes of the 

magnetoresistive sensor is ABL
, the time of autonomous 

vehicles reaching the sensor nodes A and B is ,A upt
 and 

,B upt
 respectively, and the time of autonomous vehicles 

leaving the nodes A and B respectively is ,downAt  and 

,downBt , then the monitoring formula of the vehicle speed 

information v is as follows: : 

, ,up B up A upt t t  
                                                  (4) 

, ,down B down A downt t t  
                                           

(5) 

/up AB upv L t 
                                                               (6) 

/down AB downv L t 
                                                       (7) 

  / 2up downv v v                                                         (8) 

The accuracy of the vehicle speed information obtained 

by the above method is poor. Different magnetoresistive 

sensors have different sensitivities, and it is determined 

that the time of arrival or departure of autonomous 

vehicles may be delayed and varied [17]. Digital filtering 

can also cause delays in time monitoring, so the sensitivity 

of the magnetoresistive sensor is introduced. Assume that 

the correction parameter of the autonomous vehicles 
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arrival time is , and the correction parameter of the 

departure time is  , then 

up upt t                                                                       (9)
 

down downt t                                                                   (10)
 

     

/ /

/

up down AB up AB down

AB up down AB up down up down

up down

v v L t L t

L t t L t t t t

v v

    

       

             
 

 

(11) 

The magnetoresistive sensor is different, and the 

correction parameters introduced should also be 

different. Here, the same correction parameters are 

used for the convenience of calculation, and  and 

 are extremely small. In order to reduce the 

complexity of the algorithm, an approximation 

method can be used, but the accuracy of the 

algorithm is also reduced. This algorithm is 

performed under the premise that the sensor nodes A 

and B receive signals at the same time. The 

introduction of node time synchronization 

technology makes the monitoring algorithm for 

speed information of autonomous vehicles more 

accurate. 

The ZigBee technology is introduced into a 

wireless sensor network, which consists of the access 

points and nodes of themagnetoresistive sensor.All 

control commands can be communicated directly to 

each sensor node by the access point [18]. Time 

synchronization means that the access point adjusts 

the time of the sensor node to the standard time at 

intervals. Only two sensor nodes are time 

synchronized, and the collected signals of the 

sensors can be analyzed and calculated. During the 

process of sending a message to each sensor node by 

the access point, if the current time of the access 

point is APt
, the time of each node can be 

synchronized to APt 
. (Transmission distance and 

network transmission delay can be ignored). 


 is the 

sum of the time that the message is transmitted at the 

access point and the time that the node receives the 

message. The time synchronization model of the 

wireless sensor is shown in Figure 7. 

A node B node

Access Point

Time tAP

Time t      +t     +tAP

ttras

tras rec

t rec

 

Figure 7. Wireless sensor time synchronization model
 

The vehicles signal is compared to a threshold to 

determine the presence of vehicles. The two-node 

monitoring method is selected to monitor the speed 

information of the autonomous vehicles [19], and the 

flowchart of the monitoring algorithm for speed 

information of autonomous vehicles based on 

magnetoresistive sensors is shown in Figure 8 and 

Figure 9.Figure 8 can determine the presence of 

autonomous vehicles and then monitor the speed 

information of autonomous vehicles by Figure 9. 

As can be seen from Figure 8, the specific process 

for determining the existence of autonomous 

vehicles is as follows: After receiving the monitoring 

signal of the autonomous vehicles, the 

magnetoresistive sensor processes the signal through 

the moving average filtering process. Then, the 

threshold is updated and the threshold is initialized, 

and the signal to be monitored is divided into a 

vehicle state and a carless state by using a threshold. 

After the state is distinguished, the new threshold is 

calculated, and the new threshold is determined to be 

different from the current threshold. When the 

threshold difference is too large, the step of updating 

the threshold is returned; when the difference 

between the new threshold and the original threshold 

is sufficiently small, the state of the autonomous 

vehicles is judged by the state machine. When the 

current state is that there is a car, the result of the 

discrimination is output [20], and whether to 

continue monitoring is required. If it is necessary to 

continue monitoring, the new autonomous vehicles 

signal is read again, and if it is not necessary to 

continue monitoring, the process ends. 
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Figure 8. Unmanned vehicle presence algorithm 

  



 © 2020 Jordan Journal of Mechanical and Industrial Engineering. All rights reserved - Volume 14, Number 1  (ISSN 1995-6665) 48 

After determining the existence of autonomous 

vehicles, the vehicle speed information of the 

autonomous vehicles is monitored by Figure 9. 

Magnetoresistive detector access point sends 

local time t      to nodes A, B

Start

After receiving nodes A and B, set the local 

time to access t
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Figure 9. Sensor information monitoring algorithm for unmanned 
vehicles based on magnetoresistive sensor 

As shown in Figure 9, after determining that 

autonomous vehicles exist, the access point sends the 

local time to the monitoring nodes A and B. After 

the nodes A and B receive the local time, the local 

time is set to access
APt 

. Let 

0; 0tras recA recBT t t   , when the vehicles pass the 

node A, record the arrival time and the departure 

time of the vehicles. When the autonomous vehicles 

pass the node B, the arrival time and the departure 

time of the vehicles are recorded. The speed 

information of the autonomous vehicles is obtained 

by the formula   / 2up downv v v  . 

3. Results 

In order to verify the effectiveness of the 

monitoring algorithm for speed information of 

autonomous vehicles based on magnetoresistive 

sensor, experiments were conducted on a two-way 

lane in a city. The algorithm is applied to the 

intelligent traffic monitoring system. The monitoring 

system includes two monitoring nodes, one upper 

node, one coordinator, one PC, and one 4G router. 

In order to make the monitoring results more 

accurate, the buried depth, monitoring radius 

(sensitivity) and node spacing of the monitoring 

nodes are tested before the formal testing. When the 

parameters meet the best standards for system 

testing, the vehicle speed information monitoring of 

autonomous vehicles begins. The monitoring node 

sends the monitored speed information to the upper 

node of the roadside by wireless, and the data 

processed by the upper node is packaged by the 

coordinator and transmitted to the PC through the 

RS232 MCU. 

The width of the city lane is generally 3.5-3.75 

meters, and the monitoring node consisting of 

magnetoresistive sensors is buried in the center line 

position of the single lane. The monitoring node has 

a monitoring radius of 1.8 meters, which can just 

detect the geomagnetic signal after monitoring the 

vehicle’s interference in the lane. The optimal buried 

depth and separation distance of the monitoring node 

are determined by monitoring the presence and the 

speed information of the autonomous vehicles. 

100 autonomous vehicles will be monitored by 

two monitoring nodes on the road surface. When the 

monitoring nodes are buried at different depths, the 

monitoring results of autonomous vehicles are 

shown in Table 1. 

Table 1. Statistics of buried depth monitoring results of 

monitoring nodes 

Node burying 
depth/cm 

Monitor vehicle 
passing quantity/n 

Actual number of 
vehicles passing/n 

Accura
cy/% 

0 105 100 95 

10 103 100 97 

20 100 100 100 

30 98 100 98 

40 94 100 94 

50 92 100 92 

The experimental data in Table 1 shows that when the 

buried depth of the monitoring node is 0 cm and 10 cm, 

the number of autonomous vehicles monitored by the 

algorithm is higher than the number of autonomous 

vehicles actually passed, and the traffic flow monitoring 

accuracy is low. The reason may be that the monitoring 

nodes are too exposed to the road surface under the 

sensitivity set before the experiment, and the passing 

vehicles of the adjacent lanes are also monitored. When 

the buried depth of the monitoring node is 40 cm and 50 

cm, the number of autonomous vehicles monitored by the 

algorithm is lower than the number of autonomous 

vehicles actually passed, and the traffic flow monitoring 

accuracy is also low. The reason may be that the 

monitoring node is buried too deeply under the sensitivity 

set beforehand, and eventually the autonomous vehicles in 

the monitoring lane are missed.When the buried depth of 

the monitoring node is 20 cm and 30 cm, the autonomous 

traffic flow rate monitored by the algorithm is relatively 

high. It can be seen that the buried depth of the 

magnetoresistive monitoring node has the great 

relationship with the setting of its sensitivity. In order to 

make the monitoring node anti-theft function and easy to 

install, when the monitoring radius is set to 1.8 m, the 

optimal installation depth is 20 cm-30 cm. 
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Autonomous vehicles will pass at a speed of 60 km/h at 

different distances of the monitoring nodes. In this case, 

the speed information of autonomous vehicles is shown in 

Table 2. 

Table 2. Monitoring results of distances of different monitoring 

nodes 

Monitoring 

node 
spacing/m 

Monitoring speed 

information 
results/km/h 

Actual speed 

information 
result/km/h 

Accur

acy/% 

2.5 55.18 60 91.96 

3 56.05 60 93.42 

3.5 57.18 60 95.3 

4 58.31 60 97.18 

4.5 57.35 60 95.58 

5 56.81 60 94.68 

5.5 55.04 60 91.73 

6 54.18 60 90.3 

It can be seen from Table 2 that when the distance 

between two monitoring nodes is 4 meters, the accuracy of 

the speed information monitored by the algorithm is the 

highest.Therefore, when using the algorithm of this paper 

to monitor the speed information of autonomous vehicles, 

the monitoring node is set to have the monitoring radius of 

1.8 m, the buried depth of 20 cm, and the distance of 4 m 

between the two monitoring nodes. 

The algorithm of this paper is used to monitor the speed 

information of autonomous vehicles. The test installation 

diagram is shown in Figure 10. 

1

2

4 meters

PC

processor

Driverless vehicle

 

Figure 10. Experimental installation diagram 

When the monitoring radius of the node is 1.8 m, the 

buried depth is 20 cm, and the distance between the two 

monitoring nodes is 4 m, the traffic parameters such as 

traffic flow, speed and time occupancy rate are counted, 

and the monitoring result is uploaded to the PC through the 

RS232 single-chip (once every minute). 

In order to make the monitoring results accurate and 

reliable, the algorithm is used to carry out 5 tests in a 

number of time periods of the road. The monitored traffic 

flow is shown in Table 3. 

Table 3. Traffic flow monitoring results 

Number of 
experiments 

Actual traffic 
flow/n 

Monitor 
traffic/n 

Accuracy/
% 

1 105 107 98.13 

2 55 56 98.21 

3 75 78 98.34 

4 34 35 97.14 

5 21 21 100 

The time occupancy rate, also known as the lane 

occupancy rate, is an important parameter reflecting the 

traffic situation. The time occupancy rate refers to the ratio 

of the time taken by the vehicles through the cross section 

of the monitoring node to the statistical time during the 

statistical time (the experimental set time is 60 s).Traffic 

flow can reflect traffic conditions. The time occupancy rate 

reflects the intensity of the vehicles on the road from a 

microscopic perspective. It is the most direct response 

indicator of congestion. The time occupancy rate measured 

by the algorithm of this paper is shown in Table 4. 

Table 4. Time occupancy monitoring results 

Number of 

experiments 

Actual time 

share/% 

Monitoring time share 

results /% 

Accurac

y/% 

1 73.5 74.8 98.26 

2 52.1 53.4 97.57 

3 66.8 64.5 96.43 

4 25.9 26.7 97 

5 32.4 31.5 97.14 

Table 3 and Table 4 show that the accuracy of the 

algorithm can be as high as 97% when monitoring the 

traffic volume of autonomous vehicles. The algorithm of 

this paper is used to monitor the time occupation rate of 

autonomous vehicles, and the accuracy rate can be as high 

as 96% or more. It has very good dynamic monitoring 

effect, which shows that the algorithm can effectively 

reduce the complexity of the algorithm and improve the 

monitoring accuracy. It can be widely used in intelligent 

traffic monitoring systems. 

In the traffic flow passed above, an autonomous vehicle 

is randomly selected. In the five experiments, the 

algorithm is used to monitor the speed information of the 

autonomous vehicles. The results are shown in Table 5. 

Table 5. Vehicle speed monitoring results 

Number of 
experiments 

Actual speed of the 
vehicle/km/h 

This algorithm 

monitors the 

speed/km/h 

Accura
cy/% 

1 51.84 52.04 99.62 

2 31.58 32.11 98.35 

3 42.61 42.23 99.11 

4 59.54 60.47 98.46 

5 36.54 36.34 99.45 

In the five experiments, the accuracy of the speed 

information of autonomous vehicles monitored by the 

algorithm is as high as 98%, which indicates that the speed 

information of the autonomous vehicles collected by the 

algorithm is more accurate. 

If autonomous vehicles travel at a constant speed in the 

range of 0-80 km/h, the algorithm is used to monitor the 

situation of autonomous vehicles at different speeds. The 

monitoring results are shown in Table 6.The algorithm is 

compared to the video monitoring algorithm and the laser 

monitoring algorithm, and the results are listed in table 7 

and table 8. 
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Table 6. Algorithm monitoring results 

Serial 
number 

Actual 
speed/km/h 

Monitoring speed 
information/km/h 

Accuracy
/% 

1 10 9.7 97 

2 20 19.6 98 

3 30 30.8 98.34 

4 40 39.1 97.75 

5 50 51.1 97.8 

6 60 60.4 99.34 

7 70 71.3 98.81 

8 80 78.8 98.5 

Table 7. the video monitoring algorithm monitoring results 

Serial 

number 

Actual 

speed/km/h 

Monitoring speed 

information/km/h 

Accuracy

/% 

1 10 9.15 88.25 

2 20 16.25 92.35 

3 30 21.96 91.25 

4 40 27.96 92.46 

5 50 35.97 89.34 

6 60 48.36 91.20 

7 70 57.26 92.37 

8 80 61.87 91.58 

Table 8. the laser monitoring algorithm monitoring results 

Serial 

number 

Actual 

speed/km/h 

Monitoring speed 

information/km/h 

Accuracy

/% 

1 10 8.9 80.05 

2 20 18.5 89.58 

3 30 24.6 87.69 

4 40 30.9 89.25 

5 50 41.8 82.48 

6 60 53.8 91.20 

7 70 60.8 89.25 

8 80 71.6 90.25 

It can be seen from Table 6,7and 8 that when the 

driving speed of autonomous vehicles is 0-80 km/h, the 

accuracy of monitoring the speed information of 

autonomous vehicles is above 97%, and the accuracy of 

the video monitoring algorithm is above 88%, and the 

accuracy of the laser monitoring algorithm is above 80%, 

which indicates that the algorithm can meet the speed 

information monitoring of autonomous vehicles. 

When the vehicle speed is 0-80 km/h, the energy 

consumption of the autonomous vehicles monitored by this 

algorithm,and the algorithm is compared to the video 

monitoring algorithm and the laser monitoring algorithm, 

and the result wereshown in Figure 11. 

5

10E
ne

rg
y 

co
ns

um
pt

io
n/

J

15

20

25

0

10

Unmanned vehicle speed/km/h

20

This algorithm

Laser monitoring algorithm

Video monitoring algorithm

30 40 50 60 70 80

Figure 11. Comparison of energy consumption of three 

algorithms 

It can be seen from Fig. 11 that when the vehicle speed 

is 0-80km/h, the energy consumption of the autonomous 

vehicles using the algorithm of this paper is only 13.5 J. 

The energy consumption of the video monitoring 

algorithm can reach up to 20.8 J, and the energy 

consumption of the laser monitoring algorithm can reach 

up to 19.7 J.It can be seen that the monitoring energy 

consumption using the algorithm of this paper is 

significantly lower than the energy consumption of the 

video monitoring algorithm and the laser monitoring 

algorithm. This verifies that the algorithm proposed in this 

paper has the advantage of low energy consumption when 

monitoring the speed information of autonomous vehicles. 

Through the performance test of the monitoring 

algorithm for speed information of autonomous vehicles 

based on the magnetoresistive sensor, the algorithm can 

effectively monitor the traffic volume, time occupancy rate 

and speed information of autonomous vehicles. It can 

achieve accurate acquisition and transmission of speed 

information. 

4. Discussion 

There are widespread problems, such as urban traffic 

congestion, frequent traffic accidents, and exhaust 

pollution at home and abroad. Intelligent transportation 

systems can solve traffic problems such as traffic 

congestion, inconvenient traffic management, traffic 

accidents, and transportation. The intelligent traffic 

monitoring system can accurately provide traffic flow 

information to the traffic control department in real time, 

which provides a basis for the traffic control department to 

carry out work. The monitoring of speed information of 

autonomous vehicles is a core component of the intelligent 

traffic monitoring system. Through the intelligent traffic 

monitoring system, the vehicle information is collected 

and further processed, such as calculating autonomous 

vehicles density, judging the direction of vehicles, and 

monitoring vehicle speed information. In the end, the 

monitoring system for road restrictions and the road toll 

system are intelligent. Starting from China’s basic national 

conditions with large traffic volume and complicated 

roads, the intelligent traffic monitoring system should have 

the advantages of energy saving, simple, practical, low 

cost and high monitoring accuracy. The AMR 

magnetoresistive sensor is small in size, low in cost, high 

in sensitivity, and long in use. Zigbee technology is a low-

cost, simple, short-distance, low-energy wireless 

communication technology that can be applied to network 

data transmission. Therefore, this paper combines AMR 

magnetoresistive sensor monitoring technology and Zigbee 

technology to achieve speed information monitoring of 

autonomous vehicles. In the large environment of 

intelligent traffic monitoring system, the monitoring of 

speed information of autonomous vehicles is the front end 

of traffic parameter acquisition. Its stability and precision 

directly determine whether the intelligent traffic 

monitoring system can play the role of scientific 

management. The experiment proves that the algorithm 

has the advantages of high precision, low power 

consumption and low cost, and it has a good application 

prospect. The specific research contents and innovations of 

this paper are as follows: 
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1. By analyzing the advantages and disadvantages of the 

existing monitoring algorithm for the speed information 

of autonomous vehicles, the advantages of the 

monitoring algorithm for speed information of 

autonomous vehicles based on the magnetoresistive 

sensor are clarified, and the monitoring principle of the 

magnetoresistive sensor is elaborated. 

2. The two-node monitoring algorithm for speed 

information of autonomous vehicles is proposed, which 

successfully solves the problem that the monitoring 

time is difficult to synchronize and the accuracy of the 

vehicle speed monitoring is low, and the high-precision 

monitoring of autonomous vehicles’ speed information 

is realized. 

3. When autonomous vehicles pass, the geomagnetic field 

is disturbed and produces a strong disturbance signal, 

which is completely different from the background 

signal. So set a threshold to monitor the presence of 

vehicles. Because the background signal drifts as a 

whole, the dynamic threshold algorithm is employed. 

The state machine algorithm is used in the specific 

judgment to improve the robustness of the algorithm 

and record the autonomous vehicles’ arrival and 

departure time to estimate the vehicle speed. The clock 

synchronization two-node speed estimation algorithm 

is proposed to improve the accuracy of the algorithm 

and verify the feasibility of the algorithm. 

4. The autonomous vehicles’ speed monitoring algorithm 

is applied to the actual road section, and the monitoring 

performance and accuracy of the algorithm are tested 

repeatedly.Through a large number of experiments and 

data analysis, the optimal working environment of the 

monitoring algorithm for speed information of 

autonomous vehicles based on magnetoresistive 

sensors was determined. The experimental results also 

show that the algorithm has higher monitoring accuracy 

and lower power consumption, and achieves the 

expected goal. 

During the monitoring of the AMR magnetoresistive 

sensor, the influence of the aging of the AMR 

magnetoresistive sensor on the monitoring accuracy was 

not considered. In the design of the monitoring algorithm 

for the autonomous vehicles’ speed information, the signal 

characteristics are not used to obtain more traffic flow 

information, but the multi-node data is used to improve the 

monitoring accuracy of the algorithm. Further research 

work is as follows: 

1. In the autonomous vehicles’ monitoring algorithm, the 

autonomous vehicles have little disturbance to the 

earth’s magnetic field when the slow speed passes, and 

the output signal of the magnetoresistive sensor does 

not fluctuate significantly. However, the algorithm 

designed now is based on the comparison between the 

strong fluctuation signal and the threshold signal, so it 

is likely to cause the leakage monitoring phenomenon. 

Autonomous vehicles have been passing the sensor for 

too long, and signal interruption may occur. It is easy to 

monitor into two cars, so further improvements to the 

algorithm are needed. 

2. In the algorithm of autonomous vehicles’ speed, it is 

difficult to achieve sensor node time synchronization. 

Because of various factors, such as filtering processing, 

sensor sensitivity, etc., it is also difficult to accurately 

determine the arrival and departure time of autonomous 

vehicles, so the algorithm needs to be improved. The 

magnet material inside the autonomous vehicles 

determines the peak distribution. During the 

magnetoresistive sensor performance test, the vehicles 

pass the sensor from directly above. The time of the 

vehicles passing through the magnetoresistive sensor 

can be judged according to the position of the peak, and 

the speed of the autonomous vehicles can be further 

estimated. This algorithm can be implemented with a 

single node, and the signal processing requirements are 

improved. 

3. Conduct large-scale, multi-lane monitoring research. 

The research in this paper is limited to a certain cross 

section of the road, and the intelligent traffic 

monitoring system collects traffic parameters from a 

wide range and grasps the traffic conditions. Therefore, 

the next step should be to arrange the monitoring nodes 

to multiple sections and intersections to realize 

networked information collection and processing. 

4. Study a variety of monitoring techniques. Each 

monitoring technology of vehicles has its advantages 

and disadvantages. The development trend of 

intelligent traffic monitoring system is that multiple 

monitoring technologies are connected in parallel to 

realize the integration of monitoring data, in order to 

achieve all-weather, high-precision monitoring. In 

particular, the combination of video surveillance 

technology and magnetoresistive sensor enhances the 

monitoring efficiency of intelligent traffic monitoring 

systems. 

5. Networking research on subsystems of intelligent 

transportation. The monitoring of autonomous vehicles 

speed information is only a subsystem of data 

acquisition in the intelligent traffic monitoring system. 

Its function is to provide the parameter basis for the 

intelligent traffic monitoring system, so that the control 

center of the intelligent traffic monitoring system issues 

corresponding instructions. Therefore, it needs to be 

networked with other subsystems of the intelligent 

traffic monitoring system to form the coordinated 

network, so as to truly reflect the value and advantages 

of the intelligent traffic monitoring system. 

5. Conclusions 

Monitoring algorithm for speed information of 

autonomous vehicles based on magnetoresistive sensor is 

proposed in this paper.The AMR magnetoresistive sensor 

is applied to the monitoring algorithm for the speed 

information of the autonomous vehicles. The algorithm is 

not affected by the weather, and has high monitoring 

accuracy, stable reliability and good scalability, which 

greatly prolongs the service life of the magnetoresistive 

sensor. The magnetoresistive sensor has the advantages of 

small size, convenient installation, small damage to the 

road surface, and easy maintenance. If the 

magnetoresistive sensor is installed on a large scale in 

practical applications, a large number of accurate 

autonomous vehicles speed information can be collected 

when monitoring by the algorithm proposed in this paper. 

This provides basic data support for the analysis of micro 
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and macro aspects of road traffic, the study of traffic flow 

characteristics, and the prevention of road traffic accidents. 
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Abstract 

When using the current method to schedule the resources in parts recycling, the resource scheduling delay is relatively 

long, which reduces the efficiency of parts resource scheduling, resulting in a low resource utilization rate. This paper 

proposes an adaptive scheduling method for parts recycling resources based on improved reverse particle swarm 

optimization. The current situation of waste vehicle recycling resource scheduling is analyzed, and the mathematical model 

of component recycling resource scheduling is constructed to consider time and cost. The reverse particle group is used to 

dispatch component recovery resources, and the inertia weight parameters are adjusted. The adaptation mechanism regards 

the degree of change of the particle function as the update factor of the inertia weight, avoiding the value according to the 

number of iterations; introducing the inverse learning operator, strengthening the ability of resource scheduling global search, 

and completing the recycling of used automobile parts and components Adaptive scheduling. The experimental results show 

that the proposed method has the highest recovery resource utilization rate, and the task time is about 200-400s, and the 

energy consumption is small. The proposed method can effectively schedule resources and improve the utilization of 

resources. 
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1. Introduction  

In the process of rapid social development, automobile 

is the symbol of material civilization, which has brought 

changes to human life. But at the same time, with the rapid 

development of the automobile industry, the abandonment 

of used automobile machine parts has caused great 

negative pressure on the environment[1]. In order to 

alleviate the shortage and used of resources and reduce the 

harm to the environment caused by used automobile parts, 

it is of great significance to reuse the parts of used 

automobiles to the maximum extent. 

According to the latest statistics released by the China 

Automobile Industry Association on January 10, 2018, 

China’s automobile production and sales exceeded 28 

million vehicles in 2017, up 36.48% and 38.57% 

respectively from the same period last year, reaching a 

new high in production and sales and setting a new global 

historical record. At the same time, according to the 

analysis of professional experts in the world’s first 

automobile market, China’s automobile industry is still 

showing a good development trend in 2018, with an 

expected growth rate of between 20% and 25%. Data from 

the Traffic Administration Bureau of the Ministry of 

Public Security show that at the end of 2017, China’s car 

ownership has reached 96.191.31 million vehicles, so 

according to the theoretical used rate of 6%, more than 577 

vehicles are usedped each year. By 2020, China’s car 

ownership is expected to exceed 150 million vehicles, and 

the used will exceed 9 million vehicles. Some people say 

that after becoming the world’s largest parking lot, China 

is becoming the world’s largest garbage dump. 

In the recycling of used automobile parts and 

components, the amount of recycled resources is relatively 

large. Therefore, it is a hot issue in this field to allocate the 

recycled resources of automobile parts reasonably, 

schedule the tasks submitted, reduce the cost of execution 

and shorten the processing time [2]. 

In-depth research on recycling resource scheduling of 

used automobile parts is the key content of the research in 

the field of used automobile resources, and its application 

is very extensive[3]. In the use of used automobile parts 

recycling, spare parts resources are similar to water 

resources. After providing to users for use, users only need 

to use their own resources. As a result, the supplier of 

spare parts resources can manage the resources more 

conveniently and provide them to the users, while the users 

can use the spare parts resources at a lower price[4]. 

However, there is a problem of poor resource utilization 

efficiency when the spare parts resources are dispatched at 

present. Therefore, the scheduling of recycling resources 

of used automobile parts is studied [5]. 

In reference[6], resource scheduling model for 

automobile parts based on parallel resources and serial 

tasks is proposed using ant colony algorithma. The 

* Corresponding author e-mail: npf561@163.com. 
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dynamic tasks submitted by users are divided into 

constrained sub-tasks, which are placed in the resource 

scheduling queue according to the running order. Aiming 

at the tasks in the same resource scheduling queue, the ant 

colony algorithm based on the shortest resource scheduling 

task is used to schedule the spare parts resources. Under 

the premise of fair scheduling, the delay time of resource 

tasks is shortened to maximize the satisfaction of users. 

The experimental results show that compared with other 

parts resource scheduling algorithms, this algorithm is 

fairer in scheduling, but because of the long delay of 

scheduling tasks, it reduces the utilization of parts 

resources.Reference[7]proposes a resource scheduling 

method for automobile parts recycling based on minimum 

cost with genetic algorithm. The problem of resource 

demand and supply of spare parts task is transformed into 

the problem of solving minimum cost. Choosing fairness, 

placement optimization and priority as entry points, from 

the mapping of automobile spare parts resources to graphs, 

the problem of construction is discussed. By changing the 

structure of the graph, the structure of the graph can be 

adjusted. Aiming at the high time complexity of resource 

scheduling, the incremental optimization of resource 

scheduling is realized. Finally, experiments on fairness, 

placement constraints and priority scheduling are carried 

out to verify the flexibility of the method in supporting 

multiple scheduling objectives. The simulation results 

show that the proposed method can effectively schedule 

spare parts resources, but the method has the problem of 

low resource utilization. 

2. Material And Methods 

2.1. Duality of Used Automobile Resources 

The duality of used automobile resources is 

environmental pollution and resource. Used automobiles 

contain many kinds of different materials, such as metal 

materials, non-metallic materials and a small amount of 

organic materials. Some of the components will also cause 

harm to the environment[8]. 

1. Metal materials, include steel plate, cast iron, 

aluminum and copper and their alloys, zinc, lead and so 

on. In order to prevent corrosion, the surface of steel 

plate is usually galvanized, tinned and aluminized, etc. 

Others, such as copper, are also used in automobile 

manufacturing. If used automobile cannot be recycled 

in time, some heavy metals will remain in the 

environment for a long time, which not only destroys 

the ecological environment, but also will enter the 

human body along with the food chain, causing health 

threats[9]. 

2. Non-metallic materials, include plastics, glass, rubber, 

coatings, leather, fibers and so on. Among them, the 

“black pollution” caused by used tires is a serious 

problem. The long-term open-air stacking of used tires 

not only occupies land, but also easily breeds 

mosquitoes, spreads diseases and causes fires. On 

September 22, 1999, Stanislaus in Northern California, 

USA, 7 million used tires are spontaneously ignited, 

causing air pollution. Coatings are mainly used for anti-

corrosion and beautifying the appearance of the car 

body, although the proportion is small, if improperly 

handled, it will pollute the environment. Air 

conditioning refrigerant, antifreeze and brake oil in 

used cars are all serious pollution sources. Once they 

are leaked, they will cause environmental pollution and 

destroy the ozone layer in the atmosphere. 

3. A small amount of organic matter in automobile parts 

not only pollutes the environment, but also seriously 

affects human health, as shown in Table 1. Some 

chemicals such as asbestos and ammonia nitrite 

contained in rubber can cause cancer. 
Table 1. Chemicals in Automobiles Affecting Human Health 

Chemical varieties Site of use Harmfulness 

Asbestos  Brake pad and 

gasket 

Carcinogenic  

Ozone destroyers 

(CFC, 

trichloroethane, 

carbon tetrachloride) 

Air conditioning, 

foaming agent, 

detergent 

Ultraviolet 

irradiation 

Polybutylphenol 

chloride (PCB) 

Condenser  Harmful health 

Polypropofol 
chloride (PCT) 

Lubricating oil and 
insulating oil 

Harmful health 

Polychlorinated 
naphthalenes 

Heat transfer agent Harmful health 

Cadmium (Cd) Electric contact, 

anti-corrosion, 

electroplating 

Harmful health 

Mercury  Sensors and meters Harmful health 

Tribromopropionate 

and 

polybutylbromide 

Combustion 

improver 

Harmful health 

2- naphthalene 

ammonia 

Rubber antioxidant Carcinogenic 

4-amino-diphenyl Cutting oil Carcinogenic 

Aromatic nitrite Rubber  Carcinogenesis 
(nitrite ammonia) 

Aliphatic grade two 

ammonia 

Rubber Carcinogenesis 

(nitrite ammonia) 

Aliphatic secondary 

amines 

Rubber Carcinogenesis 

(nitrite ammonia) 

 Nitrite  Rubber Carcinogenesis 

(nitrite ammonia) 

From the above analysis, if not properly handled, used 

automobiles will not only harm the environment, but also 

cause a lot of used of resources. If, after the recycling and 

discarding of automobiles, reasonable disassembly and 

processing can make the second full use of its constituent 

materials, of which more than 60% of the steel can be 

recycled 100%; nonferrous metals, which account for 3%-

4.7%, such as aluminum, magnesium and copper, can be 

broken and sorted, and a large part of them can also be 

recovered. Recycling, utilization and disposal of used 

automobiles have attracted great attention in developed 

countries. The recycling and reuse of used automobiles has 

become an important factor to make up for the shortage of 

natural resources. China’s government has taken “taking 
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automobiles as the object, providing a set of recyclable and 

disassemble technologies, and combining them with 

enterprises, establishing demonstration sites” as one of the 

objectives and main research contents of the 11th Five-

Year Plan. Therefore, developing advanced and efficient 

related technology research has become an important part 

of promoting the healthy development of automobile 

recycling and reuse industry [10]. 

2.2. Significance and Function of Recycling and 
Utilization of Used Automobiles 

Used automobiles are resource-intensive and high 

value-added products. In developed countries with market 

economy, great attention has been paid to the effective 

recycling of useful materials, such as used iron and steel, 

used non-ferrous metals and used plastics from used 

automobiles, moreover, the recycling management and 

recycling technology have been constantly improved. The 

significance and function of recycling used automobiles 

are mainly manifested in the following aspects: 

1. The potential of resources is enormous. Some parts of 

used automobiles can be reused or remanufactured, 

such as engines, bumpers, etc. After testing and 

repairing, they can be reused. Not only can the 

performance meet the use requirements, but also the 

cost is relatively low. This fully demonstrates that 

recycling used automobiles can reduce the exploitation 

of primary resources, alleviate the pressure of resource 

scarcity per capita in China, and meet the needs of 

sustainable economic development [11-13]. 

2. The effect of environmental protection is significant. 

The recycling of used automobiles can reduce the 

environmental pollution caused by mining and refining 

of original mineral deposits and manufacturing of new 

products, and can greatly save energy and reduce 

greenhouse gas emissions. 

3. The stress of employment is alleviated. The 

implementation of the recycling of used automobiles 

will bring about a number of new industries, which can 

partly relieve the employment pressure [14]. 

4. It can provide cheaper products. Through the 

development of remanufacturing as the main resource, 

we can fully extract the added value contained in the 

products and provide the products with good quality 

and low price. The remanufacturing process restores 

the performance of parts and components according to 

the standards of new products through comprehensive 

disassembly and identification of products, so that the 

quality of remanufactured products can be equal to or 

even higher than that of new products. 

2.3. Adaptive scheduling of resources in used automobile 
parts recycling 

The resource recycling of used automobile parts is 

based on the used automobile parts as the object, through 

modern technology and process, under the standard market 

operation, to maximize the development and utilization of 

materials, energy and economic value-added wealth 

contained therein and make it a resource with high grade 

and usable, can achieve the purposes of energy saving, 

material saving and environmental protection [15]. 

The establishment of recycling model of used 

automobile parts must be supported by perfect system and 

relevant laws and regulations. The developed countries in 

Europe and the United States, especially Germany and the 

United States, have formulated a relatively perfect 

recycling system for the reuse of abandoned vehicles and 

used products, as shown in Figure 1. The end-users of 

automobiles submit applications for used vehicles to the 

designated recycling points. After the recycling points are 

transferred to the designated used vehicle recycling units 

and disintegrated, the dismantled products are classified 

and sent to the used vehicle recycling plants and treatment 

plants in accordance with the recycling laws and 

regulations promulgated by the government departments, 

and then the relevant incentives and subsidies are used to 

promote the used vehicles recycling proceeds [16].  

This system, through market mechanism, combines 

users, government departments, recyclers and recycling 

funds, jointly carries out the work of resource recycling 

and reduction, and encourages the participation of the 

whole people by using the feedback mode. By drawing 

lessons from foreign experience in used automobiles 

recycling and combining with the current situation of 

China, this paper summarizes the process chart of used 

automobile parts recycling by studying the dismantling 

and recycling process of used automobiles, as shown in 

Figure 2. 
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Recycling plant 

or storage plant
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department 

(Regulation)
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Figure 1. Automobile parts recycling system 

  



 © 2020 Jordan Journal of Mechanical and Industrial Engineering. All rights reserved - Volume 14, Number 1  (ISSN 1995-6665) 56 

Used car

Raw material

Waste 

treatment

Detection Service Scrapped

Reuse

Reusable parts

Non-reusable 

parts

Large parts (engine, 

gearbox, front axle, 

rear axle, steering 

wheel, frame)

Body 

and 

others

Recycling as material

Recycling

Recycling

 

Figure 2. The process chart of automobile parts recycling 

    In the process of automobile parts recycling, the 

resource flow of used automobile parts is mainly reflected 

in the following four aspects [17-18]: 

1. Reusable spare parts, used automobile parts cannot 

achieve equal life design, when the automobile is 

scrapped, there will always be a part of spare parts with 

good performance, which should be used directly after 

passing the test. It can be used as spare parts, and can 

also enter the product remanufacturing production line 

to produce remanufactured products. 

2. Remanufacturable parts and components, it can absorb 

various new technologies and processes including 

advanced surface engineering technology, and 

implement remanufacturing or upgrading to produce 

remanufactured products with the same or higher 

performance than the original products; 

3. Recyclable parts, which cannot be repaired or 

economically inexpensive at present, are recycled as 

parts for material recycling; 

4. Waste disposal, some of which cannot recover their 

resources through reusing, remanufacturing and 

recycling procedures at present, can only be safely 

disposed of through landfills and other measures. 

The recycling of used automobiles should realize the 

recycling of resources as much as possible. Used 

automobiles are recycled through the multi-level recycling 

ways of raw materials utilization layer, parts repair 

utilization layer and direct utilization layer to return to the 

manufacturing plant in the recycling system. The 

renewable and available resources are returned to the life 

cycle of automobiles or into various stages of the life cycle 

of other products, thus avoiding the waste of resources and 

reducing the pollution of the environment. 

Based on the analysis of the present situation of the 

resource recycling scheduling for used automobile parts, 

this paper constructs a mathematical model for the 

resource recycling scheduling of parts, and considers the 

time and cost of the resource recycling scheduling of parts. 

Inverse particle swarm optimization (RPSO) is used to 

schedule the recovery resources of parts and components 

and to adjust the inertia weight parameters. The degree of 

change of particle function is regarded as the update factor 

of inertia weight by adaptive mechanism, which avoids 

taking the value according to the number of iterations, so 

that the particle will not fall into the local optimum. By 

introducing the operator of reverse learning, the ability of 

global search for resource scheduling is strengthened, and 

the adaptive scheduling for recycling resources of used 

automobile parts is completed. 

2.3.1. Establishment of Mathematical Model for Resource 
Scheduling of Automobile Parts 

Before establishing the mathematical model for 

recycling resource scheduling of used automobile parts, 

the hypothesis is made: 

1. Virtual machine performance can fulfill any task 

requirement; 

2. All resources and tasks can be allocated; 

3. Only one resource is allocated to a task; 

4. Random allocation can be guaranteed. 

There are m  resources and n  users in the recycling 

resources of used automobile parts. The mathematical 

model for the recycling resources scheduling of used 

automobile parts is described as follows: 

 , , ,M U V F                                                                     (1) 

In formula (1), U  denotes the set of users, V  denotes 

the set of parts recycling resources, F  denotes the 

objective function, and   denotes the algorithm for 

solving. 

The specific characteristics of the mathematical model 

for the recycling resources scheduling of automobile parts 

are as follows: 

1. The i th part resource 
( )iv

 is divided according to its 

location and use, that is 
 , ,i i i iv   

. Thus, the 

part recycling resource is expressed as 

 1 2, , , mV v v v
. 
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2. For a user has n  tasks, different tasks are independent 

of each other. Therefore, all resource task sets are 

described as 
 1 2, , , nT t t t

, task execution time 

 m n ijS x  , where ijx is the time of task execution 

on component resource 
j

 [19]. 

3. The scheduling matrix E  of spare parts resource is 

expressed as: 
( )n iE e

 is that spare parts recycling 

resource ie
 performs task i , and the matrix used for 

resource utilization is  im n jeX X  , where ijeX
 is 

that spare parts recycling resource ie
 is used by task 

j
. 

In combination with the above, the time to complete the 

task of recovering parts and components resources iv
 is as 

follows: 

 max , 1,2, , , 1,2, ,j ijT x i n j m              (2) 

For m  used automobile parts recycling resources, the 

total time to complete the task is expressed as: 

 
1
max

i

m

ij jej
makespan x x


                              (3) 

In the process of scheduling spare parts recycling 

resources, the completion time of scheduling is an 

evaluation criterion in resource scheduling schemes, and 

the cost of scheduling should also be considered. 

Assuming that the cost per unit time of parts recycling jp
 

is expressed as: 

1 2 3j i i i i i ip p p p                                       (4) 

In formula (4), ijp
 denotes the cost of recycling 

resources from components. 、 、 represent the 

weight of the corresponding part at the time of recovery in 

the total build. 

For a task, the cost iP
 of parts recycling resources jv

 

is expressed as: 

 2 3
1

( ) max
i

m

i ij i i i i i ij jej
P p p p x x  


        

(5) 

For all tasks, the total cost P  of parts recycling 

resources is expressed as: 

 
1

max
i

m

j ij jej
P p x x


                                                

(6) 

Thus, the total cost of scheduling can be minimized by 

using the spare parts recycling resource scheduling and 

objective optimization function [20]. 

2.3.2 Parts Recycling Resource Scheduling based on 

Improved Inverse Particle Swarm Optimization 

It is assumed that the particle motion space is N -

dimensional, the number of population is z , and the 

number of iterations is t . In the search space, the position 

of the i th particle is 1 2( , , , )i i i iNx x x x
, 

1,2, ,i m
. The particle fitness is obtained by 

introducing ix
 into the particle the parameters. The local 

optimum position of the i th particle in the t th time of 

iteration search is p1 1 2( ) ( , , , )i i i iNp t p p p
, and the 

optimum position of the particle swarm search for parts 

recycling resources is 1 2( ) ( , , , )g g g gNp t p p p
, 

g
 is 

the particle subscript for the global optimum position. 

Considering the completion time of spare parts 

recycling resource scheduling in Section 3.1 above, all 

completion time is defined as fitness function, which is 

expressed as: 

11
( ) max

m n

ij ijij
T X x time


                                             (7) 

In the upper formula，  indicates the completion 

time of resource scheduling,  indicates the task 

execution time on the build resource. 

Aiming at the characteristics of resource scheduling for 

used automobile parts recycling, the coding method of 

task-to-computing node vector is adopted. a  tasks are 

allocated to b  computing resource nodes. Particle 

encoding method is 
 1 2, , , mR r r r

, where ir  is an 

integer, and 
 0, 1ix n 

 is the label of computing 

resource nodes. For example, 
(2,0,3,1,4)R 

 means to 

assign five tasks to five computing resource nodes labeled 

0, 1, 2, 3, 4. Among them, the first task is assigned to No. 

2, the second task is assigned to No. 1, and so on. 

The selection of particle inertia weight 


 has an 

important influence on the search ability and convergence 

of resource scheduling algorithm. If the fitness function of 

the current position and the function value of the last 

iteration position of a certain component resource particle 

are relatively small, it means that the scope of particle 

search is relatively small, and the search scope needs to be 

increased, so that the parts recycling resource particle can 

jump out of the local optimal interval, and reach the 

divergent state. When the difference between the fitness 

function of the current position and the function value of 

the last iteration position is large, the inertia weight is 

reduced, which makes the recovery of resource particles 

converge. When the resource particle falls into local 

optimum, the range of particle motion needs to be 

increased to realize the mutation operation of particle 

motion for parts recycling [21-23]. 

Based on the above considerations, a method for 

selecting the inertia weight 


 of adaptive mechanism is 

proposed. 

( 1) 1 0.5 ( )t f t                                                     (8) 

The 
( )f t

 in formula (8) is determined by formula (9): 

( ( ))
( )

( ( 1))

g

g

F x t
f t

F x t


                                            (9) 

In formula (9), 
( ( ))gF x t

 represents the function value 

of the global optimum fitness of current parts recycling 

resource particles. When the value of particle update factor 

( )f t
 is between 

 0,1
, when the value is 0, it means that 

i i i

ijtime

ijx
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the distance from the optimal point is far, the value of 


 

needs to be reduced, and when the value is 1, it means that 

the distance from the optimal point is close, and the value 

of 


 needs to be increased. 

In order to expand the scope of particle search for parts 

recycling resources, an inverse learning operator is 

introduced to the particles. Based on the particle labeling 

method, the inverse learning operator is defined as 

i iy d x 
. d  denotes the total number of recycled 

resource nodes, and the position of the particle motion 

obtained by reverse learning is 1 2( , , , )mY y y y
. 

When the recycled resource particles fall into the local 

optimal solution, the reverse learning mechanism is used 

to realize the mutation operation of the particles, which 

can only adapt to the recycled resources scheduling of 

used automobile parts. 

3. Results 

In order to prove the effectiveness of the proposed 

resource adaptive scheduling method, practical 

experiments are carried out. 

Setting of the experimental environment: a resource 

scheduling experiment is carried out under the Matlab 

simulation environment. The operating system is Windows 

10, the processor is Core i4, and the memory is 4 G. By 

using the method, the particle swarm is used for reverse 

application, and the search range of the recovered resource 

particles is enlarged.The main parameters of PSO are 

represented in Table 2. 
Table 2. Experimental parameters of particle swarm optimization 

Parameters  Numerical value 

Population size /m 200 

Number of task resources/m  22 

Number of computing 

resources/n 

6 

Learning factor 1 1 

Learning factor 2 1 

Size of external files 110 

3.1. Testing of Utilization Rate of Recycling Resource  

Figure 3 shows the comparison of the proposed method 

with ant colony algorithm and genetic algorithm. The 

following figure shows the resource utilization outside the 

plan in the Pentagon's three-dimensional coordinates the 

circle represents the recycled resources of the parts used, 

and the more the circles are, the higher the utilization rate 

of the recycled resources of the parts is. 

It can be seen from the analysis of Figure 3 that the 

number of circles in the result graph of this method is the 

largest, which proves that the utilization rate of parts 

recycling resources based on the improved reverse particle 

group component recycling resource method is higher than 

that of ant colony algorithm. The resource utilization of the 

genetic algorithm can effectively utilize the used 

resources. 

 

 

(a) The method proposed in this paper 

 

(b) Ant colony algorithm 

 

(c) Genetic algorithm 

Figure 3. Comparisons of resource utilization rate of spare parts 

recycling using different algorithms 

3.2. Time-consuming Test for Completing Tasks 

In the same environment, the completion time of 

resource scheduling tasks by using the proposed method is 

compared with that of ant colony algorithm and genetic 

algorithm, and the results are shown in Figure 4. 
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Figure 4. Comparisons of Completion Time of Resource 

Scheduling Tasks with Different Algorithms 

    The analysis of Figure 4 shows that the task 

completion time of the proposed method is significantly 

less than that of the ant colony algorithm and genetic 

algorithm. With the increase of resource tasks, the task 

completion time of the proposed method does not fluctuate 

greatly and is relatively stable. However, the task 

completion time of the existing ant colony algorithm and 

genetic algorithm fluctuates greatly with the increase of 

resource tasks. 

The above experiments show that the method proposed 

in this paper can effectively reduce the completion time of 

recycling tasks and improve the scheduling efficiency of 

spare parts recycling resource .3.3 Energy Consumption 

Test for Resource  

The energy consumption is used as an index for 

judging the scheduling effect. The energy consumption of 

the proposed method is compared with that of ant colony 

algorithm and genetic algorithm in resource scheduling. 

The energy consumption calculation formula is as formula 

(6): 

The results are shown in Figure 5. 
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Figure 5. Comparison of Energy Consumption in Resource 

Scheduling with Different Algorithms 

    Analysis of Figure 5 shows that compared with ant 

colony algorithm and genetic algorithm, the energy 

consumption of the proposed algorithm is lower than that 

of the other two algorithms. With the increase of resource 

tasks, the energy consumption of the proposed algorithm is 

stable, while the energy consumption of the other two 

algorithms fluctuates greatly. The above experiments show 

that the algorithm proposed in this paper can effectively 

improve the resource utilization rate of spare parts 

recycling . 

4. Discussion 

In the inspection of resource utilization, the resource 

utilization rate of parts recycling based on improved 

reverse particle swarm optimization is significantly higher 

than that of ant colony algorithm and genetic algorithm. 

This is mainly because this method adjusts the inertia 

weight parameters on the basis of the original particle 

swarm optimization. The introduction of inverse learning 

operator can improve the global search ability of particle 

swarm optimization, and promote parts recycling resource 

nodes to deal with more resource scheduling tasks quickly 

and accurately. Moreover, the existing ant colony 

algorithm and genetic algorithm do not schedule some of 

the resources when scheduling resources, because they 

neglect some of the resources, resulting in a reduction in 

the resource utilization of parts recycling. 

In the test of the time-consuming task, as the resource 

task increases, the task completion time of the proposed 

method is relatively stable compared to the other two 

comparison algorithms. 
In the test of energy consumption in the resource 

scheduling process, the proposed method is lower in 

energy consumption than the other two comparison 

algorithms. This is mainly because the proposed algorithm 

uses directional particle swarm optimization to prepare the 

resource pheromone, which can avoid falling into the local 

optimal cycle, and can obtain the global optimal solution 

more easily, thus effectively reducing energy consumption. 

In summary, the method proposed in this paper has 

more advantages than the existing methods in the effective 

utilization of resources, the time-consuming to complete 

recycling tasks, and the energy consumption in the process 

of resource scheduling. 

5. Conclusions 

Nowadays, “Energy saving and environmental 

protection, green development and win-win” has become 

the consensus of all sectors of society. It is of great 

importance and long-term practical significance to study 

the recycling, reusing and rational scraping of used 

automobile parts for saving resources and protecting the 

environment, and promoting the harmonious development 

between the green manufacturing and operation of 

automobiles and human society and nature. Aiming at the 

low resource utilization of used automobile parts 

recycling, this paper proposes a resource scheduling 

method based on improved reverse particle swarm 

optimization (IPSO) for parts recycling. By using adaptive 

mechanism, the degree of change of particle function is 

regarded as the factor of inertia weight updating, which 

accelerates the convergence rate of parts recycling 

resource scheduling, introduces the factor of particle 

reverse learning, and strengthens the ability of particle 

global search for parts recycling resources. In the future, 

we need to do further research on the information and data 

security mode of the scheduling model. 
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Abstract 

Monitoring the minor faults of an intelligent unmanned vehicle is the key means to ensure the successful completion of 

unmanned detection. Therefore, an intelligent remote monitoring system for the minor faults of an intelligent unmanned 

vehicle is designed. The system takes personal computer and digital signal processor as the control center. A/D conversion 

circuit converts the minor fault signals collected by the system into data information stored in SD storage module, and the 

clock reset module records the occurrence of minor faults. In the software part of the system, the fault data are acquired 

according to the data acquisition process and the signal sampling interruption service process, and the data eigenvalue of 

remote minor faults of the intelligent unmanned vehicle is monitored based on the variable statistical analysis method, so as 

to realize the effective monitoring of the minor faults of the intelligent unmanned vehicle. In order to verify the monitoring 

performance of the system, an experimental study is carried out. The results show that the system can remotely monitor the 

minor faults of the intelligent unmanned vehicle. Compared with the similar systems, the system has the advantages of 

efficiency and provides guarantee for the smooth detection of the unmanned vehicle. 
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1. Introduction  

Intelligent unmanned vehicle is a new technology 

product. Intelligent unmanned vehicle usually refers to an 

unmanned, self-propelled vehicle (Li & Hu 2016; Dan et 

al. 2016) which is autonomously navigated by radio 

remote control or its own program control. Intelligent 

unmanned vehicles are usually used in scientific 

exploration, planet exploration, combat intelligence 

collection, and other fields. The main intelligent unmanned 

vehicles currently in service are MQ-1 Predator, MQ-9 

Reaper, RQ-4 Global Hawk and so on. Intelligent 

unmanned vehicle is widely used in military and scientific 

research fields because of its low design cost, no casualty 

risk, strong survivability and good mobility. It is also the 

development direction of future automobile manufacturing 

industry (Zhou et al. 2015; Saska et al. 2017). Intelligent 

unmanned vehicle works in a harsh environment with 

abnormal temperature changes. For example, in the 

application fields of polar exploration and lunar 

exploration, the working environment temperature is 

below tens of degrees Celsius. The running state of the 

vehicle is greatly impacted by the ambient temperature, 

and it is prone to produce faults. The remarkable faults of 

the unmanned vehicle can be known through the alarm of 

the monitoring system, while the minor faults can not be 

monitored by the monitoring system. It is difficult to 

detect. Often because of minor faults, the intelligent 

unmanned vehicle runs out of control and cannot complete 

the detection task (Hu & Seiler 2015; Liu et al. 2015). 

Therefore, it is of practical value and significance to study 

a remote monitoring system which can monitor the minor 

faults of an intelligent unmanned vehicle (Chi et al. 2015). 

This paper designs an intelligent remote monitoring 

system for minor faults of intelligent unmanned vehicle 

from both hardware and software aspects. The system uses 

A/D conversion circuit and storage module to acquire fault 

data and save them. The system has strong reliability. The 

time of minor faults is accurately recorded by clock reset 

module, which provides precise time basis for danger 

detection (Li & Ge 2015; Song et al. 2015). The fault 

monitoring method based on variable statistical analysis is 

one of the hotspots in recent years. It uses the correlation 

between process variables to diagnose faults. This method 

processes the historical data of process variables, 

decomposes the sample space by multi-projection method, 

projects the sample vectors to each subspace, calculates 

the corresponding statistics and statistical indicators, and 

applies them to process monitoring. Based on the data 

characteristics, this method is more suitable for complex 

and minor faults monitoring process, so it is applied in the 

field of minor faults monitoring of intelligent unmanned 

vehicle. 

* Corresponding author e-mail: tj7890609@163.com. 
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2. MATERIALS AND METHODS 

2.1. Overall structure of remote monitoring system for 
minor fault of intelligent unmanned vehicle 

The whole monitoring system is based on PC + DSP 

(Personal computer and digital signal processor) as the 

control center. The system is mainly composed of data 

acquisition A/D(Converter) conversion of slave computer, 

minimum system of DSP, and the communication, data 

processing, display output and database call of host 

computer (Xiao et al. 2017). Among them, the data 

acquisition part of minor faults is driven by a multi-chip 

A/D converter controlled by a DSP for synchronous 

sampling. The minimum system of a DSP is centered on a 

DSP and consists of extended program memory, data 

memory, power supply circuit and reset circuit. 

Communication display module includes keyboard, LCD 

display, and serial communication module with host 

computer. Data processing module of host computer 

mainly realizes data filter design, time-frequency analysis, 

wavelet packet analysis and waveform display. In the 

process of fault diagnosis analysis, the call of database is 

also an important part of signal analysis. The overall 

composition of the intelligent remote monitoring system 

for minor faults of an intelligent unmanned vehicle is 

shown in Figure 1. 

Fig. 1 shows that the main working process of the 

minor faults monitoring system is as follows: firstly, the 

collected engine state parameter signal is put into the slave 

computer cache, then the slave computer packs the signal, 

and sets the data format. The serial communication module 

transmits the data to the host computer through the 

handshake protocol, and then the digital filter and the 

related signal time-frequency processing algorithm are 

used to process the various measured parameters, to make 

running state detection and call fault monitoring database 

for fault diagnosis (Goebel et al. 2015; Duan et al. 2016), 

and take further measures to identify, locate, isolate, alarm, 

and finally save the data to the host computer database. In 

the fault monitoring system, reasonable and reliable 

hardware system is very important, but the realization of 

monitoring tasks in the fault monitoring system, the fault 

diagnosis ultimately depends on the implementation of the 

program, the quality of the program directly affects the 

system performance. 
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Figure 1. Overall structure of the system 
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2.2. Hardware design 

2.2.1. A/D conversion circuit 
The acquisition and analog-to-digital conversion of 

minor faults signal data in the system is accomplished by 

AD7874. It is a four-channel 12-path synchronous data 

acquisition device which can be developed by analog 

device company. The chip has built-in four-channel 

sampler-holder and 3 V reference power supply. It is made 

by LCO process with good linearity and has high accuracy 

and small relative delay time. The application of 

simultaneous sampling and time-sharing conversion 

technology makes that the four-channel special exchange 

results have phase similarity (Gu & Zhang 2016). Each 

A/D converter requires 8 us and four channels requires 32 

us. Combined with other time expenditure, the sampling 

frequency of each circuit can reach 29 kHz (the period is 

about 34 us). Fig. 2 is the pin configuration of AD7874. 
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Figure. 2. Diagram of AD7874 Pin configuration  

As shown in Fig. 2, the internal structure of AD7874 is 

composed of sampling and holding device, data register, 

control logic circuit, comparator, reference power supply 

and internal clock. The working process is as follows: 

AD7874 receives an operation to make CONVST signal 

effective from DSP TWS32006713, then AD7874 converts 

four channels in turn. Indicating that the data conversion of 

minor faults has been completed, and sends an interrupt 

request signal to DSP (Bi et al. 2017; Wei et al. 2017). 

After the interruption of the response of TMS32006713, 

AD7874 is read four times in succession, and the data is 

read from channel 1 to channel 4 in turn, so the sampling 

values are obtained. When reading data from A/D 

converter, because AD7874 has a high-speed 12-bit data 

bus, the output signal level is TTL level, while the data bus 

of TWS32006713 works at 3.3 W level standard, it is 

necessary to add a level converter 74HC245 between them 

when designing the interface circuit. It is a driver powered 

by two voltages, with 3.3 V on one side and 5 V on the 

other side, playing the role of level conversion. Other 

signal lines such as IMT and CONVST also need to be 

converted through 74HC245.Figure 3 is a schematic 

diagram of the interface between DSP and AD7874. 
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Figuer 3. Interface schematic diagram of DSP and AD7874 

The interface mode between A/D converter and DSP 

directly affects the transmission rate of sampled data, that 

is, the sampling rate. It is very important for real-time 

system to design a reasonable interface mode according to 

different needs. On the one hand, it can accurately sample 

and reasonably arrange the hardware resources of the DSP; 

on the other hand, it can make the software simple and 

efficient, and meet the real-time processing requirements. 

2.2.2. Clock reset module 
The clock reset module of the system is an important 

technology to record the occurrence time of minor faults of 

an intelligent unmanned vehicle. The clock circuit 

TMS320C6713 has a phase-locked loop (PLL) and an 

oscillator. The oscillator consists of five frequency 

dividers: D0, OSC, DIV1, D1, D2 and D3. PLL and 

oscillator can generate different clock signals to each part 

of the system, such as the DSP core, EMIF, McBSP and so 

on. The internal structures of PLL and oscillator are shown 

in Figure 4. Figure 4 shows that the external 3.3 V power 

supply is filtered and connected to PLDV to supply power 

to PL. The external 25 MHz crystal output terminal is 

connected to CLKIN foot. The CLKMODEO should be 

raised so that the crystal frequency can pass through the 

rear frequency divider and phase-locked loop. CLKIN 

clock signal passes through D0 frequency division (range 

1-32 frequency division) and PLL frequency multiplication 

(range 4-25 frequency multiplication), then inputs D1, D2, 

D3 three frequency dividers respectively, and outputs three 

clock signals to provide clock for chips and peripherals. If 

PLLEN is 0, D0 and PLL will be bypassed. CLKIN 

outputs CLKOUT3 directly after OSC DIV1 frequency 

division, and the clock is reserved for users to use. All 

dividers and PLL divider frequencies can be set through 

the relevant registers, that is to say, the above output clock 

frequencies can be set by software. 

Reset Circuit: For the TMS32006713, reset is an 

unshieldable external interrupt (interrupt vector address 

0000H), which can be used at any time to put the chip in a 

known state. Reset is the highest priority interrupt, which 

is usually reset when the chip is in an unknown state after 

power-on (Okumus et al. 2017). Since the program 

memory in the reset signal operates and initializes the 

hardware state bits, the system should rerun the 

initialization program after each reset. 

2.2.3. SD storage module 
The system is designed based on STM32F107VCT6 

microprocessor of ST company, which has the highest 
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execution speed of 72MIPS, nearly 30 universal I/O with 

freely defined functions, one USB2.0 host interface 

communication, read-write U disk, one USB2.0 slave 

interface communication, one SD card read-write 

interface, which can be used for video image and fault data 

storage, and the circuit design of SD storage module is 

shown in Figure 5, a 10/100 m adaptive Ethernet interface, 

in which independent watchdog is built-in to ensure that 

the system never crashes. The circuit consists of CMOS 

camera circuit, camera buffer control logic circuit, SRAM 

memory and 32-bit embedded system bus interface (Miao 

et al. 2017; Li 2015). The system camera buffer control 

logic circuit is realized by programmable logic device 

EPM7128s.The design scheme is to connect IZl with 

MT9V011 by a programmable logic device, control image 

data to be cached in SRAM, and then notify the processor 

to read the data. The control logic circuit in CPLD chip 

reads image data and caches it into SRAM. The clock of 

CPLD in the system is 40 MHz, and the clock after 10 

minutes is used as the clock of CMOS image sensor 

(Khorasani 2015). This can reduce the image output rate, 

and reduce the burden of STM32F107VCT6 on data 

processing, so that the processor has free time for other 

control operations. 
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Figure 4. Diagram of clock generation circuit 
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Figure 5. SD memory module circuit 
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2.3. Software design 

2.3.1. Signal acquisition and conversion 
A/D converter AD7874 is used as the main component 

of the acquisition module for minor faults signal 

acquisition. Procedure flow charts of fault data signal 

acquisition and interruption service flow chart of signal 

sampling are shown in Figs. 6 and 7. In the system, 1024-

point vibration signal data of engine rotor are collected for 

processing and analysis, and 1024 data storage areas are 

set for the alarm signal. With ring queue storage, the 

address and length of the storage area remain unchanged 

(Yang et al. 2015). The first sampled data is stored in the 

first address of the storage area, and the latter data is stored 

back in turn. When the storage area is full, the last sampled 

data replaces the earliest data in the storage area, and saves 

the position of the last sampled point as a pointer for data 

reconstruction. 
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Start acquisition and 

conversion

Enter interrupt service 
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Is the data conversion 
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End
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Figure 6. Flow chart of program for acquisition and conversion of 

minor faults signals 

In Fig. 7, the timer 1 triggers the direct memory 

controller EDMA to control sampling. According to the 

requirement of the system, the core resources of the DSP 

are precious and need to complete a lot of calculation and 

communication control. Sampling time takes up a large 

part in running data sampling and other programs. 

Sampling module uses timer to trigger CPU to sample at a 

certain frequency, and EDMA to design sampling module 

can avoid CPU resources interfering with sampling 

module, so that CPU can use all resources to perform 

algorithm and other program operations. The process of 

data sampling using EDMA is described below. 

Since the sampling is carried out at a certain frequency, 

a timer must be used to trigger an EDMA event, so that 

EDMA can move the data from the A/D digital output to 

RAM. Before sampling, the timer 1 should be set to 

determine the sampling period, and then the EDMA and 

timer 1 should be correlated so that the timer 1 can trigger 

the EDMA event, and then the EDMA channel can be 

enabled.  
 

Interrupt program entry

Read data from A/D and store 

it in storage area

Timer 1 trigger memory 

controller

Stack protection site

Save results
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Figure 7.Flow chart of sampling interrupt service program for 
minor fault signal 

2.3.2. Minor fault monitoring method based on variable 
statistical analysis 

According to the collected monitoring data of the 

intelligent unmanned vehicle, the minor faults of the 

intelligent vehicle are monitored based on the statistical 

analysis of variables. Variables are transformed vectors of 

the original fault data matrix, and they are not correlated 

with each other. Their statistical characteristics reflect 

some points in the process. For example, the variance of 

variables is the eigenvalue of the covariance matrix of 

normalized data. Statistical characteristics of monitoring 

variables can reflect the change of working conditions. 

Considering the original fault data matrix 
n mX R  , 

n  represents the number of independent measurements 

and m represents the number of sensors. After 

standardizing the original process data (zero mean and unit 

standard deviation), the covariance of the sample of minor 

faults is calculated by the following formula: 

 
1

cov
1

TS X X X
n

 


                                                  (1) 

By singular value decomposition of S, the load matrix P 

(matrix composed of eigenvalue vectors of S) can be 

obtained. Then the data matrix of minor faults inoriginal 

process can be transformed as follows: 

T XP                                                                                      (2) 

In the formula, 
m mP R   is the load matrix; 

n mX R   is the score matrix (each column of T 

represents the corresponding TC). 
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Because TCSA is an algorithm based on sliding time 

window, it is necessary to calculate TC in each window 

and calculate its statistical characteristics. Let the length of 

the sliding time window be 
 ,w X k

 is the process 

measurement value representing the length of a window: 
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                             (3) 

In the formula, 1 1A k w  
; 2 2A k w  

. 

A fault data matrix can be created: 

 ;sum normal kX X X                                                       (4) 

In the formula, 
w m

normalX R 
 is the measurement 

data matrix under normal working conditions. Then the 

normalized covariance matrix of sumX
is calculated, and 

the SVD decomposition is carried out to obtain the matrix

T . The statistics (mean, variance, skewness, kurtosis) of 

the matrix are calculated, and the fault statistics matrix is 

constructed. 

         , var , ,S k mean k k skewness k kurtosis k    (5) 

The detection index can be calculated by the following 

formula: 

         
1

mean std

p

DI k S k S diag S


                    (6) 

It should be pointed out that, because the matrix T
satisfies formula (7), when the statistics are only used 

differently and norm 2 is taken, the detection index 

degenerates as shown in formula (8): 
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(8) 

The above operation is transformed into the monitoring 

of eigenvalues of covariance matrix. The monitoring 

eigenvalues are the fault data eigenvalues of unmanned 

vehicles. Based on these eigenvalues, the minor faults of 

intelligent unmanned vehicle can be monitored.The EDMA 

parameter code is set as follows: 

EDMA Configcfgedma= { 

EDMA_ OPT_RMK (/ * EDMA_OPT)*/ 

EDMA_ OPT_ PRI_ LOW, /* EDMA Event Priority*/ 

EDMA OPT ESIZEes 32BIT, /* Unit length is 32 bits, 
read data of two channels at a time*/ 

EDMA OPTes 2DS NO, /* One-dimensional transmission 
of source data*/ 

EDMA_OPT_SUM_NONE, /* Source address is fixed 
mode, because A/D address remains unchanged*/ 

EDMA_OPT_2DD_NO, /* One-dimensional transmission 
of target data*/ 

EDMA_OPT_DUM_INC, /* Target address is self-
increasing mode*/ 

EDMA_OPT_ TCINT_YES, /* Transmission completes 
sending interruption*/ 

EDMAPT_TCC_OF (TCCINTNUM), /* Transmission 
completion code*/ 

EDMA_OPT_LINK_YES, /* Connection enables*/ 

EDMA_OPT_FS_NO/* Synchronization of use unit */ 

) 

EDMA_SRC_ OF (OxA0300000), /* Setting source 
address*/ 

EDMA_CNT_OF (sample count), /* Sampling points*/ 

EDMA_DST_OF (SAMPLE_DATA_ADDR), / * Target 
data address*/ 

EDMA_IDX_OF (Ox00000004), / * Set index, 4 bytes 
increase by itself*/ 

EDMA_RLD_OF (sample count, 16 0x0) / * Count is reset 
to sampling point*/ 

｝; 

After starting the timer, the timer will trigger EDMA 

according to the sampling period. EDMA triggers an 

interrupt notification CPU after all sampling points are 

moved. Finally, the EDMA channel and timer are closed to 

complete the sampling process. In the engine monitoring 

system, the selection of various parameter filtering 

methods should be based on the characteristics of the 

monitored signal of the engine and its changing rules. 

3. RESULTS 

In this paper, BJUT-IV, an intelligent unmanned 

vehicle, is used as an experimental object to study the 

effectiveness of the intelligent monitoring system for 

minor faults in this paper. In the experiment, 10 minor 

faults occurred in the driving process of BJUT-IV, named 

AB-1, AB-2, AB-3-AB-10, and the complex environment 

of 80 m×80 m is selected as the driving section of the 

intelligent unmanned vehicle. 

3.1. Fault data acquisition and analysis 

In this paper, the system collects the minor faults 

characteristic data of the intelligent unmanned vehicle as 

shown in Fig. 8. 
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Figure 8. Data acquisition results of minor faults 

Fig. 8 shows that the system can accurately collect the 

minor faults data of the intelligent unmanned vehicle, and 

then carry out fault analysis, which proves that the system 

is effective. 

3.2 Comparison of system monitoring results 
In order to highlight the advantages of this system in 

monitoring minor faults of intelligent unmanned vehicles, 

CUSUM-PCA monitoring system and DISSIM monitoring 

system are selected for comparative testing. Because the 

three systems all use statistical analysis methods to 

monitor minor faults of intelligent unmanned vehicles, the 

comparative effect is obvious. The usage time of the three 

systems for remote monitoring of the minor faults of the 

intelligent unmanned vehicle is shown in Table 1. The 

results of the three systems for monitoring the minor faults 

of the intelligent unmanned vehicle are analyzed from the 

perspective of statistical analysis variable SPE, as shown in 

Fig. 9, Fig. 10 and Fig. 11 (with limited space, only the 

first four minor faults are compared).When the monitoring 

curve is above the SPE control limit, the system can 

accurately monitor the minor faults of the unmanned 

vehicle, and the monitoring rate is higher. When the 

monitoring curve is below the SPE control limit, the 

system can not accurately monitor the minor faults of the 

unmanned vehicle, and the monitoring rate is lower. 

Table 1. Time-consuming for monitoring and controlling minor 

faults in three systems/s 

Fault 

name 

Paper 

system 

CUSUM-PCA 

Monitoring System 

DISSIM 

Monitoring 

System 

AB-1 0.20 1.90 2.20 

AB-2 0.10 1.70 2.10 

AB-3 0.11 1.60 2.50 

AB-4 0.21 1.50 1.90 

AB-5 0.19 2.10 2.23 

AB-6 0.18 1.85 2.19 

AB-7 0.11 1.64 2.74 

AB-8 0.15 1.73 2.11 

AB-9 0.20 2.50 2.13 

AB-10 0.13 2.46 1.98 

Table 1 shows that the system consumes about 0.10-

0.21 seconds to monitor minor faults, 1.4-2.29 seconds less 

than that of CUSUM-PCA monitoring system and 1.8-2.53 

seconds less than that of DISSIM monitoring system. 
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(a) Fault AB-1 
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Figure 9. Fine fault recognition results of CUSUM-PCA 

monitoring system 
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(a) Fault AB-1 

0 200 400 600 800 1000

0.1

0

0.2

0.4

0.6

0.7

S
P

E
 

Sample size/number

SPE Control limit

0.3

0.5

 (b) Fault AB-2 

0 200 400 600 800 1000

0.05

0

0.15

0.20

0.25

S
P

E
 

Sample size/number

SPE Control limit

0.10

 (c) Fault AB-3 

0 200 400 600 800 1000

0.05

0

0.15

0.20

0.25

S
P

E
 

Sample size/number

SPE Control limit

0.10

 (d) Fault AB-4 

Figure 10. Fine fault recognition results of DISSIM monitoring 
system 
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Figure 11. Fine fault identification results of the method in this 

paper 
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The above results show that the system can correctly 

monitor the minor faults of the intelligent unmanned 

vehicle, and achieve the purpose of remote monitoring the 

minor faults of the intelligent unmanned vehicle, while the 

CUSUM-PCA system and DISSIM system can not 

accurately monitor the minor faults of the intelligent 

unmanned vehicle. 

4. DISCUSSION 

The performance of this system is verified by 

unmanned driving test. Table 1 shows that the system 

consumes about 0.10-0.21 s to monitor minor faults, saves 

1.4-2.29 s compared with CUSUM-PCA monitoring 

system and 1.8-2.53 s compared with DISSIM monitoring 

system. It can be seen that this system has a shorter time to 

monitor the minor faults of the intelligent unmanned 

vehicle, and improves the efficiency of the minor faults 

monitoring. Under the remote monitoring of this system, 

the minor faults of the intelligent unmanned vehicle are all 

within the scope of monitoring, which provides a reliable 

basis for the remote control and normal driving of the 

intelligent unmanned vehicle. 

The results of Fig. 9 show that four kinds of minor 

faults curves of CUSUM-PCA monitoring system are 

under the SPE control limit, which shows that the system 

can not accurately monitor the minor faults of the 

intelligent unmanned vehicle, and the monitoring rate is 

low. The process of monitoring fault AB-1, AB-2 and AB-

4 in CUSUM-PCA system is similar, and there is no 

junction between monitoring curve and SPE control limit, 

which indicates that the data collected by the system is not 

effective enough to correctly monitor minor faults of 

intelligent unmanned vehicles. When monitoring fault AB-

3 in CUSUM-PCA system, there is a junction between 

monitoring curve and SPE control limit, which indicates 

that the data collected by the system is effective at this 

time, which increases the probability of system monitoring 

minor faults. But in general, the monitoring system cannot 

correctly monitor the minor faults of the intelligent 

unmanned vehicle. Similarly, from Figure 10, we can see 

that the DISSIM monitoring system cannot monitor four 

kinds of minor faults of the intelligent vehicle. 

The results of Fig. 11 show that the monitoring curves 

of the system in this paper are above the SPE control limit, 

which shows that the system can accurately monitor the 

minor faults of the intelligent unmanned vehicle, and 

provide an effective basis for solving the faults of the 

intelligent vehicle and reducing the probability of the 

unmanned accident. This system has strong ability to 

monitor minor faults, which is mainly embodied in the 

following aspects: (1) This system takes PC+DSP as the 

control center, and is driven by DSP to synchronously 

sample multiple A/D converters to complete the fault data 

acquisition of intelligent unmanned vehicle; PC+DSP 

combination has excellent performance and wide 

application scope, which provides an excellent component 

for minor faults monitoring system, and DSP control A/D 

converter to complete data acquisition, improving the 

accuracy of minor faults data to a certain extent, and 

improving the accuracy probability of monitoring minor 

faults. (2) The fault monitoring method adopted in this 

system has a strong ability in monitoring minor faults. The 

data collected by the hardware of the system are analyzed 

by variable statistics. Variables are transformed vectors 

from the original minor faults data matrix, and they are not 

related to each other. Variable statistical analysis method 

first calculates the covariance of minor fault samples, and 

decomposes the singular value of variance results to get the 

load matrix, then calculates the process measurements in 

the length of sliding time window, creates the data matrix 

and constructs the statistical matrix, which is transformed 

into the monitoring of the eigenvalues of the covariance 

matrix, and the monitoring eigenvalues are the fault data 

eigenvalues of the unmanned vehicle. It can control the 

minor faults of the intelligent unmanned vehicle and 

improve the ability of the system to monitor the faults. 

5. CONCLUSIONS 

Intelligent unmanned vehicle started late, but it has 

broad application prospects. It is mainly used to detect 

complex environment and unknown areas. However, the 

navigation control system of unmanned vehicle is often 

threatened by complex environment, resulting in 

uncontrollable faults, while minor faults are not easy to 

detect, easy to lose direction, seriously affecting the 

detection effect of unmanned vehicle. Therefore, this paper 

designs a remote monitoring system for minor faults of 

intelligent unmanned vehicle. Monitoring minor faults of 

intelligent unmanned vehicle mainly uses variable 

statistical analysis method to monitor minor faults from the 

data point of view, with higher accuracy and better effect. 

In order to verify the effectiveness of the system in 

monitoring the minor faults of the intelligent unmanned 

vehicle, the experimental study shows that the system has 

strong ability and high efficiency in monitoring the minor 

faults of the intelligent unmanned vehicle. It provides a 

new means for monitoring the minor faults of the 

intelligent unmanned vehicle, and shows a high application 

value. 
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Abstract 

When the sand is mixed with rubber particles, the cohesion and the internal friction angle can be increased, whereas the 

dynamic shear modulus can be reduced and the damping ration and the liquefaction resistance can be increased. can be 

increased. The addition of rubber particles affects the skeleton structure of mixed sand, and affects its stress-strain 

relationship. The compressibility of mixed sand can be increased and the Poisson’s ratio can be changed. When the clay is 

mixed with rubber particle, the shear strength can be increased. The compression coefficient of mixed clay can be reduced 

and compression modulus can be increased, and the removal rate of phenol can be improved. It can improve the strength, 

deformation and physical characteristics of mixed clay. When loess is mixed with rubber particle, its dynamic characteristics 

and compaction characteristics can be changed. When expansive soil is mixed with rubber particle, its swelling and shrinkage 

characteristics and compressive strength can be improved, and its shear strength can be changed. When fly ash soil is mixed 

with rubber particle, its dynamic characteristics and shear strength can be affected. In order to further ascertain the effect of 

rubber particles on soil, the following aspects should be further studied: comprehensive effect of rubber particle content and 

size on the skeleton structure and stress-strain relationship of mixed sand; mechanism of dynamic characteristics of mixed 

sand; rubber particle content and size meeting the needs of engineering in the aspects of strength and deformation; effect of 

rubber particles on physical and mechanical characteristics of silt and silty clay; effect of rubber particles on permeability of 

clay; effect of rubber particles on collapsibility and strength of loess; effect of rubber particles on compaction and dynamic 

characteristics of expansive soil; effect of rubber particles on deformation, compressive strength and compaction 

characteristics of fly ash soil; durability and environmental influence on strength and deformation characteristics. It provides 

a direction for the rational utilization of scrap tire because of its effect of rubber particles on improvement of the 

characteristics of soil.  

In the paper, the physical and mechanical characteristics on mixed soil with rubber particles are reviewed, and the 

problems existing in the improvement of soil characteristics by rubber particles are analyzed and the prospects are forecasted. 

It is a reference for the utilization of scrap tire and the improvement of soil characteristics. 

© 2020 Jordan Journal of Mechanical and Industrial Engineering. All rights reserved 

Keywords: rubber particle, mixed soil, scrap tire, strength and deformation. 

1. Introduction  

In recent years, with the rise of global automobile 

industry, the number of scrap tires is increasing day by 

day. The number of scrap tires in China has exceeded 300 

million by 2015, and it is growing at an annual rate of 8%-

10%.Tire rubber belongs to the refractory or non-fusible 

polymer materials, it has strong corrosion resistance and 

hard to degradation. Under the influence of natural force, it 

would not disappear for decades or even centuries. Scrap 

tires are hazardous industrial solid waste, which would 

seriously pollute the ecological environment and affect 

human health [1, 2]. Therefore, the rational use of scrap 

tires has become a hot topic to solve environmental 

problems and promote economic development. 

The application of scrap tires in civil engineering is a 

good way to solve this problem. And it is also one of the 

development directions of circular economy [3]. Scrap 

tires can be used in concrete to improve the seismic 

performance [4], resilience [5], toughness [6, 7], ductility 

[8], durability [9], workability [10], and strength 

characteristics of concrete [11, 12]. It can also be widely 

used to improve soil characteristics [13, 14] as seismic 

backfill material for slope, retaining wall, bridge and other 

geological structures [15]. Mixed soil formed by mixing 

scrap tire rubber particles into soil does not pollute the soil 

[16]. It is environmentally friendly [17, 18]. Scrap tires 

become valuable material resources [19]. In this paper, the 

strength, deformation, dynamic characteristics and physical 

characteristics of mixed soil formed by mixing scrap tire 

rubber particles into the soil are studied. 
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2. Rubber particle sand mixed soil 

2.1. Shear strength 

There are many factors affecting the shear strength of 

rubber particle sand mixed soil, including rubber particle 

content, size, size ratio of rubber particles to sand, 

temperature and so on. Different size ratio and rubber 

particle content can increase or decrease the shear strength 

of the mixed soil [20]. 

Studies by Zhang Yongfu et al. [21], with the increase 

of rubber particle content, the cohesion and internal 

friction angle of mixed soil are increased first and then 

decreased. The internal friction angle reaches the 

maximum when the rubber particle content is 10%. The 

cohesion reaches its maximum when the rubber particle 

content is 20%, as indicated in Table 1. The cohesion and 

internal friction angle of rubber particle sand mixed soil 

are affected not only by rubber particle content, but also by 

rubber particle size [22]. With the increase of rubber 

particle size, the role of rubber particles in the internal 

structure is weakened, and the stress transfer mainly 

through sand-sand [23]. Rubber particles with 6 mm size 

can provide the maximum shear strength at 30% rubber 

particles content. Compared with pure sand, the addition of 

rubber particles can improve the shear strength of soil. 

The main reason is that the addition of rubber particles 

makes the contact and occlusion between particles more 

sufficient in rubber particle sand mixed soil. When shear 

occurs, rubber particles undergo continuous extrusion and 

deformation. It fills the entire interface voids. It enhances 

the ability to resist deformation of the specimen. At the 

same time, the sliding and rolling of particles are limited to 

a certain degree. Rubber particles can inhibit the buckling 

of bearing capacity chain. Therefore, the shear strength of 

rubber particle sand mixed soil can be improved [24]. 

Some studies showed that the addition of rubber 

particles would slightly reduce the internal friction angle of 

sand [25]. The higher content of rubber particle it has, the 

lower the strength is [26]. It has differences with the 

former [21, 22] in the form of research results. Actually, 

both of them have coincidence. As Table 1 [21], when the 

content of rubber particles is less than 30%, the internal 

friction angle of sand can be increased by adding rubber 

particles, but it is opposite when the content of rubber 

particles is more than 30%. The more amount of doping, 

the more obvious the reduction of internal friction angle. 

Size Ratio of Particles to Sand decides the mixture 

behavior of rigid sand and soft rubber particles [27]. It is 

also an important reason for differences in result due to the 

different size ratio. Therefore, the mechanical behavior of 

rubber particles in sand is closely related to content, 

particle size and size ratio. There are differences between 

the two research conditions, so the results are not 

contradictory. 

Table 1. Tested values of shear strength parameters of rubber 

particle sand mixed soil under different proportions [21] 

Proportion/% Cohesion/kPa Internal friction angle/(°) 

0 7.5 36.02 

10 14.7 42.27 

20 18.9 38.34 
30 18.2 34.42 

40 15 31.95 

50 12.4 27.4 

Rubber particle content and confining pressure can 

influence shear characteristics of mixed soil. When the 

content of rubber particles is not more than 20%, it is 

similar to pure sand and has the characteristics of first 

shear shrinkage and then shear dilation. When it is above 

20%, it shows monotonous shear shrinkage characteristics 

[21]. The higher the content of rubber particles, the more 

obvious the shear shrinkage. And its strain-stress curve(

pc  curve) is hyperbolic, as shown in Fig. 1 [28]. The 

extended Duncan-Chang Hyperbolic Model Parameter can 

also be used for simulation [29]. With the increase of 

rubber particle content, mixed soil gradually changes from 

sand skeleton to rubber particle skeleton which generates 

different contact systems [30]. The stress-strain 

characteristics of rubber particle sand mixed soil changes 

from brittle to ductile [31]. Different confining pressure 

and different types of contacts have different influence on 

deviating stress of system. When the confining pressure is 

300-400 kPa, peak deviating stress decreases with the 

increase of rubber particle content [32]. When the 

confining pressure is less than 200 kPa, it is basically 

unchanged [33]. 

 
Figure 1. pc   curves ( is proportion）[28] 

2.2. Dynamic characteristics 

Rubber particle sand mixed soil can be used as light fill 

material for slope, pavement base and retaining wall. It 

may bear dynamic load. Dynamic shear modulus, damping 

factor and liquefaction resistance are important indexes for 

evaluating the dynamic characteristics of rubber particle 

mixed soil [34]. The size and content of rubber particles 

can influence dynamic shear modulus and damping ratio of 

mixed soil [35, 36]. 

According to the curves of dynamic shear modulus and 

shear stress( G curves ),as shown in Fig. 2 [37],the 

dynamic shear modulus of rubber particle sand mixed soil 

would decrease with the increase of rubber particle content 

and shear-strain. The attenuation coefficient decreases with 

the increase of rubber content. The attenuation coefficient 

increases with increase of consolidation pressure. And 

consolidation pressure has nonlinear influence on the 

dynamic shear modulus-dynamic shear strain curve, the 

rubber particle content increases but it decreases [38]. The 

dynamic shear modulus can be forecasted by considering 

confining pressure and rubber particle content [39]. 
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a) The confining pressure is 50 kPa 

 
b) The confining pressure is 100 kPa 

 
c) The confining pressure is 150 kPa

 
d) The confining pressure is 200 kPa 

Figure 2. G curves of composite soil with rubber and sand with different contents [37] 

 
(a) p =50 kPa                                                   (b) p =100 kPa 

 
(c) p =200 kPa                                  (d) p =300 kPa 

Figure 3. dD  curves of composite soil with rubber and sand with different contents( p is confining pressure) [41] 
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The damping ratio of rubber particle sand mixed soil is 

not only related to rubber particle content, but also related 

to shear strain size, confining pressure and average 

effective stress. At small strain, the damping ratio of 

rubber particle sand mixed soil increases with the increase 

of rubber particle content [40]. According to the curves of 

damping ratio and shear stress( dD  curves ),as shown 

in Fig. 3 [41]at large strain (10-2-10-1), the damping ratio of 

10% rubber particle content is greater than that of pure 

sand and mixed soil of other rubber particle content . The 

greater the confining pressure is, the higher the damping 

ratio of rubber sand is [42]. The ratio is a power function 

of the average effective stress [43]. 

The sand mixed by rubber particles performs well in 

dynamic characteristic. No matter how big the particle size 

is, the more the content of rubber particles is, the more 

obvious the anti-liquefaction performance of sand is 

improved [44]. 

Because of the improvement on dynamic shear 

modulus, damping ratio and liquefaction resistance of 

rubber particle sand mixed soil, it can be used as base 

cushion for seismic isolation. The acceleration reduction 

coefficient is 0.212-0.592 and the displacement coefficient 

is 1.01-1.39 for rubber particle is added to sand for seismic 

isolation [45]. And the dynamic characteristics of the 

superstructure are improved and the isolation effect is 

obvious. 

With the content of rubber particles increasing, the 

maximum acceleration of mixed soil cushion decreases. 

When the volume fraction of rubber particles is 45%, the 

maximum acceleration is the best [46]. When the volume 

fraction of rubber particles is 10%, mixed soil can isolate 

low-rise buildings [47]. For tall buildings, isolation 

cushion can reduce basal shear by 40% [48]. Therefore, 

when rubber particle sand mixed soil worked as isolation 

cushion, the maximum acceleration and building size must 

be considered to determine the optimum content of rubber 

particle.  

2.3. Deformation 

Rubber particles have a positive effect on deformation 

in mixed soil [49]. Rubber particle content is the decisive 

factor to control the deformation of rubber particle sand 

mixed soil. With the increase of the content of rubber 

particles, the residual strain of mixed soil increased, 

oedometric modulus decreases, compression increases. 

Mixed soil behaves natures similar to rubber particles [50]. 

The pure sand and rubber-sand with 10% rubber content, 

its e-log(p) curves has linear regression characteristic. 

Rubber-sand with 20%-25% rubber content and pure 

rubber particles, its e-log(p) curves has approximate linear 

characteristics. And its linear fitting slop increases with the 

rubber particle content increasing. When rubber particle 

content is less than 30%, it is medium compression 

material; When rubber particle content is 40% and 50% or 

100%, it is high compression material [51]. The rubber 

particle size also influences the deformation of the mixed 

soil, and the rubber particle size of 4-9 mm has the greatest 

influence on reducing the settlement of fine sand [52]. 

The Poisson’s Ratio of rubber particle sand mixed soil 

mainly is effected by relative compactness and rubber 

particle content. Poisson’s Ratio increases with the relative 

compactness increasing. However, with the increase of 

rubber particle content, the effect of relative compactness 

on Poisson’s ratio decreases [53]. The initial Poisson’s 

Ratio curve of mixed soil varies in V-shape with rubber 

content, decrease first and increase second. And the critical 

rubber content ranges from 35% to 40%.The Poisson’s 

Ratio tend to 0.5 in failure stage. Rubber particles and sand 

in mixed soil form different force skeleton which causes 

this change [54]. Poisson’s Ratio under triaxial stress can 

be calculated by formula (1) [55].  
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In the formula:   is Poisson’s Ratio; x  is confining 

pressure; z  is axial pressure; y  is radial strain in 

direction y ; z  is axial strain. 

The size, content, and size ratio of rubber particle 

determine the type of force skeleton and stress ratio of 

rubber particles to rubber particle sand mixed soil. Strain 

and confining pressure influence the action behavior of 

mixed soil. The interaction of them make rubber particle 

sand mixed soil shows different natures in strength and 

deformation. 

3. Rubber particle clay mixed soil  

3.1. Strength characteristics  

The shear strength of rubber particle clay mixed soil is 

affected by the content and size of rubber particles. It tends 

to increase first and then decrease with the increase of 

rubber particle content. When rubber particle content is 

40%, the shear strength is maximum. And its strength is 

20-40% higher than that of clay. When rubber particle 

content is less than 20%, increasing the size of rubber 

particles can significantly improve the shear strength of 

mixed soil. The internal friction angle decreases first and 

then increases with the increase of rubber particle content. 

As shown in Fig. 4(a) [56]. And the trend of cohesion is 

the same as that of shear strength, which increases first and 

then decreases, as shown in Fig. 4(b) [56]. After the shear 

displacement reaches 3-5 mm, the shear strength remains 

basically unchanged [57]. The samples exhibit the 

characteristics of first shear shrinkage and then dilation. 

Rubber particles can also be mixed with clay and a 

certain amount of cement to form light mixed soil. Cement 

content, rubber particle content and water content has 

remarkable influence on strength and engineering 

characteristics of mixed soil. The increase of cement 

content can obviously strengthen the material unconfined 

compressive strength and Shear strength. When the cement 

content is small (10%), rubber particle content has little 

effect on the unconfined compressive strength of mixed 

soil; When the cement content is small (13%, 15%), 

unconfined compressive strength decreases obviously as 

the rubber particle content increases [58]. With the 

increase of the content of rubber particle, the cohesion of 

mixed soil increases, and its internal friction angle reduces 

[59]. The stress-strain relationship of mixed soil transits 

from strain softening to strain hardening [60]. Rubber 

particles change the brittle failure behavior of cemented 

clay and reduce the expansive force of clay [61]. The 

workability and fluidity of mixed soil become better as 

water content increases. But after forming, its strength 

reduces. 
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Figure 4. Effect of scrap tire particles on (a) internal fraction 

angle and (b) cohesion for soft dredger fill [56] 

3.2. Deformation 

The compressibility of rubber particle clay mixed soil is 

between clay and pure rubber particles. It shows low 

compressibility at low dosage and high compressibility at 

high dosage. With the increase of rubber particle content, 

the void ratio and compressibility coefficient decrease first 

and then increase, and compression modulus increases first 

and then decreases. When the content is 30%, the void 

ratio and compressibility coefficient are minimum, and 

compression modulus is maximum. Moreover, the 

consolidation rate of cohesive soil can be increased by 

400% with the addition of rubber particles [62]. The main 

reason is that rubber particles fill the voids between clay 

particles to reduce the void volume and compressibility of 

soil. With the increase of rubber particle content, the soil 

skeleton is gradually transformed into rubber particle 

skeleton, which leads to the increase of void ratio. The 

formation mechanism is similar to that of rubber particle 

sand.  However, this change occurs only when the size of 

rubber particles and clay is relatively small. If the size of 

rubber particles and clay is big, the skeleton structure of 

mixed soil can change. Besides, the compressibility of 

mixed soils should consider the influence of the 

compressibility of rubber particles themselves. 

Effect of rubber particles on optimum water content of 

rubber particle clay mixed soil is mainly influenced by 

rebound effect and specific surface area of rubber particles 

in compaction process. When the rubber particle size is 30 

mesh and 12 mesh, with the increase of rubber particle 

content, optimum water content of rubber particles-kaolin 

increases, optimum water content of rubber particles-red 

clay decreases, and the maximum dry density of mixed soil 

decreases. The effect of rubber particle size on the 

optimum water content and maximum dry density of 

mixed soil is not significant [63]. Different types of clay 

minerals, such as kaolin, montmorillonite and illite, have 

different water absorption ability because of their own 

structure and composition. However, after adding rubber 

particles, there are differences in interaction mode and 

interaction strength between soil and rubber particles 

which leads to different trends of optimum water content. 

3.3 Physics 
The removal rate of phenol from clay can be improved 

by adding rubber particles into clay. The adsorption effect 

of rubber particles is better than that of clay. The removal 

rate of phenol decreases with the increase of concentration 

of phenol. The adsorption of phenol by rubber particles, 

bentonite and kaolin conforms to Langmuir and Freundlich 

adsorption—isotherm, and it has good linear correlation 

[64]. However, the influence of rubber particle size and its 

size ratio to clay was not considered. 

Clay generally has small void and bad water 

permeability, which leads to many engineering geology 

problems. When rubber particle size and size ratio between 

rubber particles and soil are big, the addition of rubber 

particles can cause the changes of pore size and 

connectivity of soil. Therefore, the permeability of soil is 

affected by rubber particle, and the specific change law 

needs to be further studied. 

4. Rubber particle special soil mixed soil  

4.1. Loess 

Dynamic characteristics are improved after adding 

rubber particles into loess. The change law is affected by 

rubber particle content and dynamic shear strain. The max 

dynamic elastic modulus and dynamic shear modulus of 

mixed soil decrease significantly with the increase of 

rubber particle content. The maximum damping ratio 

increases with the increase of rubber particle content. 

When dynamic shear strain ranges from 0-0.002, the 

content of rubber particles has little effect on dynamic 

shear modulus ratio; When dynamic shear strain is bigger 

than 0.002, the dynamic shear modulus ratio increases with 

the increase of the rubber particle content. When dynamic 

shear strain ranges from 0-0.01, damping ratio varies 

greatly. When dynamic shear strain is bigger than 0.01, 

damping ratio tends to be stable [65]. In the study of 

dynamic elastic modulus, dynamic shear modulus and 

damping ratio, the influence of confining pressure and 

rubber particle size on them needs to be considered. 

The compactibility of rubber particle loess mixed soil 

has closely relation with rubber particle content. When 

rubber particle content is less than 20%, compactibility 

characteristics of mixed soil are similar to loess; when 

rubber particle content is higher than 40%, compactibility 

characteristics of mixed soil are similar to non-cohesive 

soil. There is a power function relationship between the 

maximum dry density and the optimum water content of 

mixed soils with different rubber particle content, as shown 

formulas (2) and (4). There is a functional relationship 

between rubber particle content and the optimum water 

content of mixed soil under different compaction energy, 

as shown formulas (3) and (5). Under light and heavy 

compaction energy conditions, the optimum content of 

compaction of mixed soil is 30% and 40% respectively. 
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/
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The recommended values of compaction index for mixed 

soils with different rubber particle content are shown in 

Table 2 [66]. 

Rubber particles can be mixed with baryta powder and 

added to loess. The internal friction angle of mixed soil 

increases with the increase of Barites and rubber particle 

content and it increases almost linearly with the increase of 

rubber particles content. However, the cohesion decreases 

with the increase of Barytes and rubber particle content 

[67]. Effect on shear strength of mixed soil caused by 

rubber particles and barytes powder also is determined by 

comprehensive effect of internal friction angle and 

cohesion. At the same time, the influence of rubber 

particles and baryte particles size needs b to be considered. 

Table 2. Compaction parameters of mixtures [66] 

Light compaction Heavy compaction 

Proport

io (%) 

Optimu

m 

water 

content 

(%) 

Maxim

um dry 

density 

(g/cm3) 

Proporti

on (%) 

Optimu

m 

water 

content 

(%) 

Maxim

um dry 

density 

(g/cm3) 

20 14.5 1.48 20 12.0 1.58 

30 14.0 1.43 30 11.7 1.47 

Note: Formula (2)-Formula (5) can be used to calculate 

other content. 

Light compaction: 
2

optoptmaxd 057.010.157.6 ww                              (2) 

42

opt 1071.5016.066.12  xxw                         (3) 

Heavy compaction: 

2

optoptmaxd 067.006.240.14 ww                        (4) 

42

opt 1093.1185.066.17  xxw                          (5) 

In the formula: maxd  is the maximum dry density; 

optw  is the optimum water content; x  is rubber particle 

content. 

4.2. Expansive soil 

Expansive soil has typical characteristics of swelling in 

water absorption and shrinkage in water loss. It always 

causes unfavorable engineering geological problems such 

as settlement of ground and slope collapse. Therefore, 

engineering geological characteristics of expansive soil 

generally needs to be improved to meet engineering 

requirements. 

Property improvement of expansive soil can be 

achieved by mixing coal gangue, lime and chemical 

solution. By adding a certain amount of coal gangue, the 

compression strength [68], shear strength [69] and CBR 

value [70] of expansive soil can be improved. Besides, coal 

gangue can control the attenuation of internal friction angle 

and cohesion of pure expansive soil caused by dry-wet 

cycling [71]. By adding a certain amount of coal gangue 

and lime in expansive soil, it can improve its compaction 

characteristics [72, 73]. Expansive soil mixed with NaCl 

solution or other solutions can be improved chemically to 

reduce the deformation of expansive soil [74]. 

The effect of rubber particles on improving expansive 

soil in the aspects of swelling and shrinkage characteristics 

and compressive strength is better. Rubber particles in 

expansive soil can weaken the interaction of expansive soil 

and water [75]. At the same time, it can reduce the content 

of hydrophilic minerals and swelling and shrinkage 

characteristics [76]. Rubber particles in expansive soil can 

improve its compression strength [77, 78] and decrease its 

stiffness. Freeze-thaw cycling can affect the compression 

strength of improved expansive soil. Under the same 

number of freeze-thaw cycling, the unconfined 

compression strength of improved expansive soil tends to 

increase first and then decrease with the increase of rubber 

particle content. When rubber particle content is 3%, the 

unconfined compression strength of improved expansive 

soil is maximum. Compression strength decreases as the 

number of freeze-thaw cycles increases. When water 

content is 20%, under the same condition of freeze-thaw 

cycles, it shows frozen shrinkage and thawed expansion in 

low rubber particle content; and it’s opposite in high 

rubber particle content because of influence of ice-water 

interaction [79]. 

When the content of rubber particles in expansive soil 

is less than 23%, the cohesion of improved expansive soil 

is generally lower than that of pure expansive soil, which 

results in significant decrease in in shear strength [76]. The 

content of rubber particles used in this study ranged from 

15% to 25%. The shear strength in the range of 0-15% has 

not been tested. Therefore, the overall change trend of 

shear strength of expansive soil with rubber particles needs 

to be further studied. 

The swelling and shrinkage characteristics of improved 

soil is lower than that of pure expansive soil, which is the 

main purpose of improving expansive soil. However, the 

idea that the shear strength and dynamic characteristics of 

the improved expansive soil may meet the needs of 

practical engineering still needs to be studied.  

4.3. Fly ash soil 

The dynamic strength of fly ash soil mixed with rubber 

particles decreases with the increase of the cycle number of 

failure under the same confining pressure. At the same 

number of failure, the dynamic strength decreases with the 

increase of the confining pressure. The initial tangential 

modulus and average dynamic modulus of fly ash soil 

mixed with rubber particles are reduced, while the 

cohesion and internal friction angles are improved [80]. 

Recent years, fly ash soil is gradually widely used in 

engineering. If adding rubber particles into fly ash soil, the 

improved effect of its compression strength, deformation, 

compaction characteristics and other aspects need a lot of 

further research. 

5. Conclusions 

1. The strength, deformation, dynamic characteristics of 

the soil and the poor engineering characteristics of the 

special soil can be changed when the rubber particles of 

scrap tires are mixed into sand, clay, loess, expansive 

soil and fly ash soil. The influence on characteristics of 

soils mixed with rubber resulted by different rubber 

particle content, size, size ratio, strain and confining 

pressure is different. 

2. When the sand is mixed with rubber particles, the 

cohesion of mixed soil can be improved. And the 

cohesion of mixed soil can reach its peak under the 

certain rubber particle content and size conditions. The 
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internal friction angle of the mixed soil may increase or 

decrease, which is related to the size ratio of rubber 

particles and sand. 

3. Rubber particles can improve the shear strength of 

rubber particle sand mixed soil, but the variation of 

unconfined compressive strength and CBR of mixed 

soils with rubber particle content and size has not been 

studied in details. The rubber particle content affects 

the skeleton structure of mixed soil and the stress-strain 

relationship of mixed soil. At the same content of 

rubber particle, the skeleton structure of mixed soil is 

different when the size of rubber particle is different. 

The comprehensive influence of content and size on 

skeleton structure and stress-strain relationship of 

mixed soil is worth further study. When the sand is 

mixed with rubber particles, the dynamic shear 

modulus can be reduced and the damping ration can be 

increased, and the liquefaction resistance can be 

increased. It can be used in a seismic engineering. 

However, the study on the dynamic characteristics 

mechanism of rubber particle sand mixed soil is 

insufficient. Whether it is still related to the skeleton 

structure of mixed soil remains to be discussed. The 

rubber particles in rubber particle sand mixed soil also 

affects its deformation characteristics. In order to meet 

the engineering requirements to the utmost in terms of 

various characteristics, it is necessary to find suitable 

rubber particle content and size. 

4. When the clay is mixed with rubber particles, the shear 

strength and compression modulus can be increased and 

the compression coefficient can be reduced to a certain 

extent. Rubber particles play a significant role in 

improving the strength and deformation characteristics 

of mixed soil. 

The study of rubber particle clay mixed soil mainly 

focuses on some low liquid limit clay and different clay 

minerals such as kaolinite and montmorillonite. At present, 

there is no detailed study on the characteristics of silt and 

silty clay. Clay usually has small pores and poor water 

permeability. Rubber particles in mixed soil can cause 

changes of their pores, which affects the water 

permeability of clay. The specific law of change needs 

further study. 

Loess is widely distributed in northwest China, and 

most loess has collapsibility. It is of great significance to 

have a further study on the effect of rubber particles on 

collapsibility of loess. The addition of rubber particles can 

improve the dynamic characteristics of loess to a certain 

extent. However, attention should be paid to the influence 

of confining pressure and rubber particle size on it. When 

loess is mixed with rubber particles, the changes of 

compressive strength, shear strength and CBR are lack of 

in-depth studies. The influence of rubber particles and 

barite powder on shear strength of loess should also 

consider the factors such as the size of rubber particle and 

barite particle. When the expansive soil is mixed with 

rubber particles, its swelling and shrinkage characteristics 

and compression strength can be improved. And its shear 

strength is also affected to some extent. However the 

influence of rubber particles on the compaction and 

dynamic characteristics of expansive soils and its 

mechanism are not well studied.  It needs a further study 

on the improvement effect of rubber particles on 

deformation, compressive strength and compaction 

characteristics of fly ash soil.  

(5) The durability of rubber particle mixed soil and its 

environmental influence on strength and deformation 

characteristics are not study in detail. 
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Abstract 

The vehicle obstacle avoidance system based on fuzzy neural network uses the fuzzy neural network to extract the road 

obstacle information, and has not designed the obstacle avoidance path, which has the disadvantage of low correct rate of 

obstacle avoidance results. An intelligent obstacle avoidance system for fully automated unmanned vehicle based on laser 

ranging is designed. The system consists of three parts: information acquisition, information processing and information 

control. The hardware consists of laser rangefinder, controller module, motor module and GPS positioning system. The laser 

rangefinder obtains obstacle information by using pulsed infrared laser beam and transmits measurement information in real 

time. The main engine of fully automated unmanned vehicle is given information processing to realize effective obstacle 

detection. The system adopts obstacle avoidance path and obstacle avoidance process based on grid-ant colony algorithm to 

realize intelligent obstacle avoidance of fully automated unmanned vehicle. The correct rate of obstacle avoidance to static 

and dynamic obstacles in the designed system is 100%. The system is an intelligent obstacle avoidance system for fully 

automated unmanned vehicle with high precision and high application value. 

© 2020 Jordan Journal of Mechanical and Industrial Engineering. All rights reserved 
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1. Introduction  

Fully automated unmanned vehicle is a kind of 

intelligent vehicle which does not need to be driven by 

human, and it can also be regarded as a four-wheeled 

robot. It consists of three systems: sensor system, main 

control computer system and automatic driving system. It 

relies on a variety of precise sensors, laser rangefinders 

and acoustic radar before and after the vehicle to collect 

information about the surrounding environment. Then the 

collected information is transported to the main controller 

system through processing and transformation, and the 

main controller issues commands to make the driving 

system drive safely and correctly, so as to realize 

unmanned driving [1]. Nowadays, the main problem of 

fully automated unmanned driving is the simplicity of 

driving, that is, there are too few kinds of assumptions 

about the road condition to control the whole road 

condition like human beings. The unmanned driving on the 

highway is more mature, because the highway road 

conditions are relatively easy to achieve automatic control. 

Secondly, the collection of all kinds of information on the 

road is not complete, only the specific and simple road 

information can be used, and the handling of unexpected 

situations lacks great adaptability. 

Obstacle avoidance is a basic function of autonomous 

mobile robots. Many scholars have done a lot of research 

on it. The basic idea of potential field method is that the 

mobile space of robots is a virtual force field [2]. The 

target point generates gravity, the obstacle generates 

repulsion, and the robot moves under the resultant force of 

gravity and repulsion. The information is simplified to a 

single resultant force, and the details of local obstacles are 

lost [3-5]. The Vector Field Histogram (VFH) takes the 

mobile robot as the center to establish a 1-D polar 

histogram to represent the environment. The linear and 

angular velocities are controlled separately. The curvature 

velocity method can better solve the problem of losing the 

details of the environment by a single resultant force of the 

potential field method. Curvature-velocity method and 

dynamic window transform obstacle avoidance problem 

into the constrained optimization problem of linear-angular 

velocity space. 

Laser range finder is a kind of active imaging laser 

sensor, which is not affected by the change of illumination. 

It has short wave length, fast scanning speed and easy 

installation. It is widely used in automobile anti-collision 

and line-patrolling robot. In order to accurately acquire the 

obstacle information of fully automated unmanned vehicle 

on the moving path, an intelligent obstacle avoidance 

system of fully automatic unmanned vehicle based on laser 

* Corresponding author e-mail: chunyuanli0410@163.com. 
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ranging is designed by using laser rangefinder to collect 

obstacle information. 

2. Materials and Methods 

2.1. Intelligent Obstacle Avoidance System of Fully 
Automated Unmanned Vehicle based on Laser Ranging 

The system consists of three parts: information 

acquisition, information processing and information 

control. The acquisition information system ascertains the 

fixed obstacles from the GIS investigation of the regional 

environment, and then uses the grid-ant colony algorithm 

to plan the path and get the obstacle avoidance parameters. 

It is introduced into the LabVIEW software system and 

runs the collision avoidance algorithm to complete the 

obstacle avoidance design of the fixed obstacles. The 

measurement of random obstacles is to transmit the 

information measured by laser rangefinder to the data 

processor of software. During the operation of the 

information processing system, the automated unmanned 

vehicle uses the method of automatic staying to judge the 

movement form of random obstacles and to plan the next 

forward path so as to enable the information control system 

to have the functions of autonomous navigation and 

obstacle avoidance and complete the task of intelligent 

obstacle avoidance [6]. Finally, it forms the circulation, 

coherence and integrity of information collection, 

information processing and information control. The 

overall design of the system is shown in Figure 1. 
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Figure 1. Overall structure of the system. 

2.2.  System Hardware Design 

2.2.1. Laser Range Finder 
Laser range finder is a high precision and high 

resolution external sensor based on TOF (Time of Fight) 

principle. The laser rangefinder has an operating 

temperature of -10 ° C to + 50 ° C, a detection frequency 

of 1/6 to 1 / 3HZ, and a field of view of 6.5 °. 

Taking LMS 200 of SICK Company in Germany as an 

example, its scanning area is 180°, the scanning direction 

is counterclockwise, the maximum limited distance is 8 m, 

and the resolution of distance and angle is 15 mm and 1°, 

respectively. It has the advantages of fast scanning 

(scanning cycle is 13.3 ms), dense data points and high 

measurement accuracy. In order to reduce the adverse 

effects caused by the uneven intensity of reflected light, 

LMS200 uses the binary method to deal with the intensity 

of reflected light [7], which is insensitive to environmental 

light, mainly affected by obstacle materials and surface 

smoothness. 

receive

Rotating emitter

 
Figure 2. of laser rangefinder. 

LMS200 laser range finder is a non-contact active 

ranging system, which does not need preset transmitter and 

location mark. Its working principle is based on the 

measurement of laser beam’s flight time, as shown in 

Figure 2. Pulsed infrared laser beams are emitted and 

reflected back when they encounter objects, and recorded 

by the receiver of the range finder. The time of laser pulse 

transmitting and receiving is proportional to the distance 

between the distance meter and the measured object. The 

pulsed laser beam is deflected by a rotating light mirror 

(rotating speed is 75 rps) inside the range finder to form a 

sector scanning area for the surrounding environment. The 

contour of the target object is determined from a series of 

pulses received. Through high-speed serial interface (500 

kbit/s RS422), real-time measurement data can be 

transmitted to the main engine of fully automated 

unmanned vehicle for further data processing [8-11]. The 

scanning data coordinates of the laser rangefinder are 

shown as follows: 
( , ) , 1,..., T

n n nG d n N                                                  (1) 

Where， nd  represents the amount of data 

transmission，n  represents the measurement angle of an 

object，T represents measurement time。 

Cartesian coordinate can be expressed as: 

( , ) , 1,..., T
n n nH x y n N                                                (2) 

Where 
cosn n nx d 

, 
sinn n ny d 

, N is the 

number of scanned data. 

2.2.2. Controller Module Design 

The hardware of the intelligent obstacle avoidance 

system of fully automated unmanned vehicle based on 

laser ranging mainly adopts the controller to realize the 

obstacle avoidance of the vehicle. The controller mainly 

includes two parts: the host computer and the slave 

computer. The host computer and the slave computer 

exchange data mainly through RS232 serial 

communication cable, and realize the embedded 

connection. The controller structure is shown in Figure 3. 
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The host computer refers to the module that controls the 

mobile robot directly [12-14], including the data collection 

module, the direct control module and the touch screen 

display module of the laser range finder. The slave 

computer refers to the indirect control module of the laser 

range finder, including the camera, the embedded control 

chip and the motor drive circuit. The slave computer is 

mainly responsible for collecting the signal of the laser 

range finder and the external environment information [15-

18], and make the control plan according to the intelligent 

control algorithm. The host computer is responsible for 

displaying the data in the slave computer and making 

management through analysis and judgment. It can also 

directly issue control commands to the slave computer. 

Upper computer, automatic unmanned vehicle laser ranging 

direct control unit

Laser 

ranging 

collector

Direct 

controller
display

Lighting 

camera

Embedded 

control 

chip

Motor 

driver

Lower computer, automatic unmanned vehicle laser ranging 

indirect control unit

Figure 3. Structure diagram of the controller. 

2.2.2. Motor Module Design 
The obstacle avoidance system of fully automated 

unmanned vehicle adopts DC motor drive mode, which 

controls the forward, backward or left-right steering of the 

vehicle by controlling left and right DC current. As shown 

in figure 4, DC motor adopts DC motor driver chip L298N, 

and double-bridge motor driver chip L298 has maximum 

output current of 4 amperes, which has over-temperature 

protection function and high noise suppression ratio. The 

output just meets the driving requirements of the left and 

right DC motor of the vehicle. The operation state of the 

motor can be controlled by the level input of three L298N 

input ports. The working state of the motor is shown in 

Table 1. 

IN1 5

IN2 7

IN3 10

IN4 12

ENA 6

ENB 11

IN2
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M

M
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Figure 4. Motor module. 

Table 1. DC motor operating status. 

ENA IN1 IN2 Running condition 

0 X X Stop 

1 1 0 Forward 

1 0 1 Reverse 

1 1 1 Brake 

1 0 0 Stop 

2.3. System Implementation 

2.3.1. Obstacle Avoidance Path based on Grid-Ant Colony 
Algorithm 

The system adopts the principle of avoiding collision 

based on grid-ant colony algorithm. The grid method is a 

kind of approximate discrete data which is approximated 

by a finite grid. Its row array is easy to store, operate, 

display and maintain for computer. The size of the grid 

determines the accuracy of the geographic data in the 

coverage area, and they are inversely proportional, so the 

finer the grid element is, the more accurate the grid data is. 

The grid method is the preferred method for system path 

planning: firstly, the space of a known region is made into 

a grid network model, including the location and size of 

the fixed obstacles in the region [19]; secondly, the size of 

the grid is determined by the accuracy of the path. Because 

the vehicle and obstacle cannot be in the same grid when 

avoiding obstacles, the safe distance between the vehicle 

and obstacle is at least twice the grid edge length. Finally, 

the grid of the region and the fixed obstacle is coded. Ant 

colony algorithm (ACA) is a probabilistic algorithm used 

to find the optimal path in the graph. Ant colony algorithm 

has been successfully applied in several fields. The 

proposed algorithm is applied to vehicle intelligent 

obstacle avoidance system to ensure the accuracy of 

autonomous obstacle avoidance [20]. The system adopts 

the principle of avoidance based on raster-ant colony 

algorithm, and does not take constant as the initial 

pheromone, so as to reduce the number of times that ants 

fail to find the path, and to ensure the accuracy of 

intelligent obstacle avoidance. The whole process is shown 

in Figure 5: white grid represents feasible grid, black grid 

represents infeasible grid, starting point is S , target point 

is O . 

S

 
Figure 5. Grid - ant algorithm design drawing. 
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Assuming that there are K  ants searching for the 

target O  from the starting point S , the ant can only walk 

one step to the adjacent non-obstacle grid around it. 

Assuming that the k-th ant is in the first square, the 

probability that it chooses the next square j is: 

( ) ( )

( ) ( )

j ijk
ij

j ij
j

P
 

 

 

 

                                                  (3) 

Where: j  denotes the content of pheromones in the 

grid j; 
1/ dij ij 

 denotes the reciprocal of the distance 

between the grid i and j;   and 


 are constants, usually 

1 2.2 5    
. Each ant sprays a certain 

pheromone in the square it passes after it has completed its 

journey. 

/k kQ L                                                                     (4) 

Where kL
denotes the length of the path taken by the k-

th ant; 
Q

is a constant. If an ant fails to find the target O , 

it searches again until it finds a feasible route [21-23]. 

After all the ants have found the target O , the pheromones 

in each square is updated with the following formula: 

1

1

K

n n k
k

  



                                                    (5) 

Where 


 is the degree of retention of pheromones. 

The path planning of system obstacle avoidance design 

is as follows: 

Step 1: Let the planned path be a directed polygon with 

X points. 

Step 2: Run along the original planning path. 

Step 3: Automated unmanned vehicles will have 

random obstacles when they drive on the set route 

independently. 

Step 4: When a random obstacle is measured by a laser 

rangefinder, the coordinates of the current vehicle are 

obtained, and the size of D and L is compared (where D is 

the distance between the vehicle and the obstacle and L is 

the distance between the vehicle and the next sub-target). 

Step 5: in first comparison, if D > L, it thinks there is 

no obstacle, continue to move forward, laser detector has 

been used to measure. Return the comparison of D and L 

to step 4. 

Step 6: in the initial comparison, if D < L, it proves that 

there is an obstacle. At this time, the vehicle will wait for 

the set time t in situ. When there is no obstacle at time t, it 

will follow the original path. 

Step 7: When there is an obstacle in Time t 

measurement, the vehicle stays and regards the random 

obstacle as a fixed obstacle to use the system to re-plan the 

path; or when the volume of the obstacle is relatively 

small, the vehicle steers to the feasible grid adjacent to the 

obstacle to avoid the obstacle. In order to achieve the 

optimal path planning for obstacle avoidance, the system 

compares the results of partial re-planning with the results 

of back-to-the-original path movement after corner, and 

chooses the best path. 

Step 8: If it encounters another obstacle, go back to step 

4 and recycle. If there is no random obstacle, run directly 

to the final target point. 

2.3.2. Implementation Process of Obstacle Avoidance  
The system controller is based on ARM（Advanced 

RISC Machines） embedded platform and S3C2440 

microprocessor chip. It supports SD card slot and 256M 

memory configuration. The interface is relatively rich. It 

can transmit and store pictures, videos and multi-

dimensional data. It can reasonably reduce the control 

delay. Receiving the teaching information of the instructor, 

kinematics calculation and trajectory planning are carried 

out based on it, and communication is realized by RS485 

bus to ensure the coordinated movement of all links [24]. 

The microprocessor chip S3C2440 controls the direct 

controller with the host computer and the camera and servo 

driver of the slave computer. The chip is the core of the 

whole control system. It can accurately control the driving 

frequency and pulse number of the motor and directly 

decode, encode and compress the data in the controller. 

The embedded technology greatly simplifies the design 

cost and the complexity of implementation [25-27]. As 

shown in Figure 6, the intelligent obstacle avoidance 

process of fully automatedunmanned vehicle is controlled 

by laser rangefinder. 
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Figure 6. Obstacle avoidance control flow of fully automatic unmanned vehicle with laser rangefinder. 

3. 3. Results 

3.1. Analysisof Obstacle Avoidance Effect  

In order to verify the feasibility and effectiveness of the 

designed system, the unmanned vehicle shown in Figure 7 

is simulated in the obstacle avoidance test chart of Figure 

8. Static obstacle avoidance test and dynamic obstacle 

avoidance test are carried out respectively. Figure 9 shows 

that the obstacle avoidance system designed in this paper 

can completely avoid static obstacles and effectively avoid 

collision with static obstacles during vehicle movement. 

 
Figure 7. Physical drawing of fully automatic unmanned car. 
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Figure 8. Obstacle avoidance test route. 
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Figure 9. The movement track of the intelligent obstacle 
avoidance static obstacle driven by an automatic uav. 

In the course of driving a fully automated 

UAV(Unmanned Aerial Vehicle), the obstacles in the path 

of motion are always in the state of motion, that is, they 

have dynamic characteristics. Therefore, the robot must 

have self-adaptability and adjustability when moving. 

Figure 10 is the path of the robot in the environment with 

dynamic obstacles. As can be seen from Figure 10, the 

system designed in this paper is also applicable to obstacle 

avoidance. The vehicle can adjust its motion path 

adaptively to avoid path obstacles effectively, which 

proves that the system in this paper has strong flexibility 

and adaptability. 
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Figure 10. Trajectory of intelligent obstacle avoidance and 
dynamic obstacle avoidance in a fully automatic uav driving 

vehicle. 

3.2. Correct Analysis of Obstacle Avoidance Results 

On the basis of the above experimental results, the 

experiment further verifies the accuracy of the intelligent 

obstacle avoidance results of this system. In order to 

highlight the high accuracy of obstacle avoidance in 

practical application of the designed system, 14 static 

obstacles with different distances are set up in the 

laboratory, and the obstacle avoidance results of the 

vehicle obstacle avoidance system based on fuzzy neural 

network and visual positioning are taken as experimental 

reference. The accuracy of obstacle avoidance of the three 

systems at different distances from obstacles is compared 

and analyzed. The experimental results of the three 

systems are described in Tables 2, 3 and 4, respectively. 

Table 2. The static obstacle avoidance results of the proposed 

system. 

The standard 

distance/cm 

Car travel 

distance 
/cm 

Distance 

from 
obstacles /cm 

Successful 

obstacle 
avoidance 

20 19.8 0.2 Yes 

40 36.5 3.5 yes 

60 58.6 1.4 yes 
80 76.5 3.5 yes 

100 98.6 1.4 yes 

150 147.5 2.5 yes 
200 195.6 4.4 yes 

250 245.6 4.4 yes 

300 282.6 7.4 yes 
400 396.4 3.6 yes 

500 418.9 1.1 yes 

600 596.2 3.8 yes 
700 616.5 3.5 yes 

800 795.4 4.6 yes 

The results of Table 2 show that the system has a good 

effect on avoiding static obstacles. Detailed analysis of the 

data in the table shows that all fully automated unmanned 

vehicles can stop at a certain distance from the obstacles in 

the test and avoid collision with the obstacles. From the 

third column of the table, it can be concluded that when the 

system detects obstacles in a certain position in front of the 

vehicle, at the same time, the system can give instructions 

to the vehicle according to the distance of the obstacle, 

effectively avoiding the collision between the vehicle and 

the obstacle. It shows that the system has a good 

application in intelligent avoidance of collision between 

fully automatic unmanned vehicle and obstacles. 

Table 3. Static obstacle avoidance based on fuzzy neural network 

and obstacle avoidance system. 

The standard 

distance/cm 

Car travel 
distance 

/cm 

Distance 
from 

obstacles /cm 

Successful 
obstacle 

avoidance 

20 26.5 -6.5 no 

40 48.6 -8.6 no 
60 75.6 -15.6 no 

80 66.2 13.8 yes 
100 105.5 -5.5 no 

150 174.2 -24.2 no 

200 224.3 -24.3 no 
250 162.4 87.6 yes 

300 312.5 -12.5 no 

400 416.2 -16.2 no 
500 472.3 27.7 yes 

600 623.1 -23.1 no 

700 706.3 -6.3 no 
800 817.4 -17.4 no 

The result of data analysis in Table 3 shows that when 

using the vehicle obstacle avoidance system based on 

Fuzzy Neural Network to avoid static obstacles, there are 
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11 experimental tests in which fully automated unmanned 

vehicles cannot brake within a safe distance, but collide 

with obstacles, and a certain distance of movement will 

occur after the collision, which shows that the system is 

ineffective in avoiding static obstacles and prone to 

collision accident. 
Table 4. Based on the results of visual positioning and static 

obstacle avoidance system. 

The standard 

distance/cm 

Car travel 
distance 

/cm 

Distance 
from 

obstacles /cm 

Successful 
obstacle 

avoidance 

20 23.5 -3.5 no 

40 38.6 1.4 yes 
60 57.5 2.5 yes 

80 75.1 4.9 yes 

100 123.1 -23.1 no 
150 146.2 3.8 yes 

200 223.2 -23.2 no 

250 246.5 3.5 yes 

300 326.1 -26.1 no 

400 367.5 32.5 yes 

500 485.2 14.8 yes 
600 574.2 25.8 yes 

700 736.2 -36.2 no 

800 826.7 -26.7 no 

From the experimental results in Table 4, it can be seen 

that the vehicle obstacle avoidance system based on visual 

positioning has failed six times in many tests, and the 

number of failures is lower than that of the vehicle obstacle 

avoidance system based on fuzzy neural network, and 

lower than that of the system in this paper. 
According to the same test method, the correct rate of 

avoiding dynamic obstacles in three systems is tested. 

Limited by the limitation of the length of the article, the 

experiment will arrange 15 different dynamic obstacles in 

one road plane, and describe the results of avoiding 

obstacles in three systems with Table 5. 
Table 5. Dynamic obstacle avoidance results of the three systems. 

Dynamic 

Obstacle 
Number 

System 

in this 
paper  

Obstacle 

Avoidance 

System based 
on Fuzzy 

Neural Network 

Obstacle 

Avoidance 

System based 
on Visual 

Positioning 

1 yes No no 

2 yes No yes 
3 yes Yes no 

4 yes No no 

5 yes Yes yes 
6 yes Yes no 

7 yes No no 

8 yes Yes yes 
9 yes No no 

10 yes Yes no 
11 yes No no 

12 yes Yes no 

13 yes No yes 
14 yes No no 

15 yes Yes yes 

Deviation/cm 0.1 2.3 1.2 

The results of Table 5 show that the proposed system 

has a good effect on obstacle avoidance of dynamic 

obstacles. In the experiment, the system can effectively 

avoid obstacles every time, and 100% of obstacle 

avoidance is successful. The deviation value of the 

proposed system is the smallest, which indicates that the 

higher the measurement accuracy of the proposed system 

is.In the experimental test, the success times of the vehicle 

obstacle avoidance system based on fuzzy neural network 

and the vehicle obstacle avoidance system based on visual 

positioning are 7 and 5 times, respectively. The correct rate 

of obstacle avoidance is 47% and 33%, respectively. The 

correct rate of obstacle avoidance for dynamic obstacles is 

low. 
The comprehensive implementation results show that 

the proposed system has a higher correct rate of obstacle 

avoidance results for static and dynamic obstacles, and has 

a better application value in practical applications. 

4. Discussion 

In this paper, the intelligent obstacle avoidance system 

of fully automated unmanned vehicle based on laser 

ranging is designed effectively, but the obstacle avoidance 

system of fully automated unmanned vehicle is a complex 

system with human and environment. It is still in the 

exploratory stage. The future large-scale and wide 

application of obstacle avoidance system needs further 

research. 

(1) In local obstacle avoidance path planning, virtual 

obstacles are constructed in straight line segments. In 

practical applications, fully automated unmanned vehicles 

often face environments with curved sections or even 

unstructured roads, which needs to carry out more 

adaptable obstacle avoidance path planning. This problem 

can be solved by increasing the number of laser 

rangefinders or installing panoramic radar. 

(2) There is a coupling relationship between longitudinal 

and lateral motion of fully automated unmanned vehicle. In 

this paper, the lateral control of the target path tracking 

control is carried out under the condition of keeping the 

longitudinal speed stable. By controlling the vehicle 

chassis to achieve the comprehensive control of the vehicle 

movement direction, the performance of the automated 

unmanned vehicle’s path tracking control will be further 

improved. 

(3) Because the obstacle avoidance system has good 

expansibility in both hardware and software resources, it 

can effectively unify the algorithms of target path tracking 

control, road and obstacle detection, and apply the results 

of vehicle condition monitoring to lane maintenance 

system, adaptive cruise control and vehicle anti-collision 

system, so as to develop practical vehicle-assisted driving 

products. 

5. Conclusions 

In this paper, an intelligent obstacle avoidance system 

of fully automated unmanned vehicle based on laser 

ranging is designed. The obstacle information is acquired 

by laser ranging instrument. The reason why the intelligent 

obstacle avoidance system of fully automated unmanned 

vehicle can be accomplished with high quality is as 

follows: 

(1) Laser rangefinder is not affected by the change of 

illumination. Its wavelength is short, scanning speed is 

fast, and installation is convenient. It is widely used in 

automobile collision avoidance and line-patrolling robot. 

(2) Using grid-ant colony algorithm for obstacle avoidance 

path planning can solve the drawbacks of slow speed and 

easy to fall into local optimum in the process of ant colony 

algorithm construction. Aiming at the problem that ant 

colony algorithm is easy to fall into deadlock in the face of 

concave obstacles, a generalized pheromone updating rule 

is proposed, which can effectively avoid concave obstacles 

for fully automated UAV. 
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Abstract 

In order to increase the inventory of automotive maintenance spare parts, this article takes automobile maintenance spare 

parts as the research object, and proposes a distributed multi-level spare parts inventory algorithm based on centralized 

control to address the problems of low satisfaction of the automotive maintenance spare parts warehouse and poor 

effectiveness of spare parts inventory control. . The characteristics of automobile maintenance spare parts supply, vehicle 

maintenance spare parts supply and vehicle maintenance spare parts inventory management are introduced, and the current 

status of automobile maintenance spare parts inventory management is analyzed. Using the conditions of centralized ordering 

and mutual allocation, the functions of inventory cost and estimated inventory cost were calculated. A mathematical model 

for centralized ordering and mutual spare parts inventory was established. Through the establishment of a model, the research 

of distributed multi-level inventory algorithm for automobile maintenance spare parts is completed to realize inventory 

optimization. The experimental results show that the algorithm not only has the advantage of high satisfaction rate of 

automobile maintenance spare parts library, but also improves the efficiency and control ability of spare parts inventory 

turnover. 
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1. Introduction  

The concept of spare parts begins with modular design 

of products. Spare parts are parts and components that can 

replace the vulnerable parts in machine equipment. 

According to different uses, spare parts can be roughly 

divided into two categories: one is that in order to maintain 

the normal operation of production equipment and promote 

the continuity of production process, enterprises must 

reserve a certain number of spare parts of production 

equipment, which is called maintenance spare parts; the 

other is that after the sale of their own products, in order to 

ensure the normal operation of such products after sale, it 

is necessary to maintain a certain number of spare parts to 

provide maintenance or replacement services for users. 

Such spare parts are called service spare parts. 

Maintenance spare parts inventory in service spare parts of 

automobile service enterprises is selected as the research 

object[1-2]. 

With the continuous development of Internet 

technology, many related scholars have proposed a variety 

of distributed multi-level inventory algorithms for vehicle 

maintenance spare parts. Reference [3] proposed a 

distributed multi-level inventory algorithm for automobile 

maintenance spare parts based on industry chain cloud 

service platform. Aiming at the cooperative demand of 

spare parts business of chain cooperative service platform 

in manufacturing industry, a cross-node inventory 

cooperative solution was proposed and a near-term demand 

forecasting calculation model was established. Combining 

the application of real-time collection and processing of 

historical transaction data and inventory data of distributed 

node enterprises, the effectiveness of inventory control 

scheme was guaranteed. MapReduce framework was used 

to optimize the calculation process of model parameters 

and improve the operation speed. The genetic algorithm 

was used to obtain the optimal solution of the model, the 

results of the model were pushed to the downstream dealer 

enterprise group, and the dynamic generation of orders was 

controlled by feedback information. The model was 

applied to the cloud service platform of the automobile 

industry chain, which reduced the response time of the 

industry chain, but the algorithm had high inventory and 

high cost of spare parts. Reference [4] proposed a 

distributed multi-level inventory algorithm for automobile 

maintenance spare parts based on virtual center. In 

automobile spare parts maintenance and support, the 

inventory control of automobile maintenance spare parts 

was one of the effective ways to improve the efficiency of 

automobile equipment support. A two-level inventory 

model was established to optimize the cost of inventory 

management, and a distributed multi-level inventory 

control strategy for automobile maintenance spare parts 

was given. Reference [5] proposed a distributed multi-level 

inventory algorithm for automobile maintenance spare 
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parts based on non-preemptive maintenance priority. 

Considering the influence of non-preemptive maintenance 

priority on the maintenance process of faulty parts, the 

availability evaluation model and initial inventory 

optimization model of automobile maintenance spare parts 

under non-preemptive maintenance priority were 

established. The objective function of non-preemptive 

priority allocation scheme in multi-level support system 

was constructed, and the genetic algorithm was used to 

optimize the priority allocation scheme. Finally, the 

distributed multi-level inventory of automobile 

maintenance spare parts was optimized. The above two 

algorithms had the problem of low satisfaction rate of 

spare parts warehouse, which reduced the efficiency of 

support. Reference [6] presented a distributed multi-level 

inventory algorithm for automobile maintenance spare 

parts based on system dynamics. A dynamic model of 

multi-level inventory cooperative management system 

composed of suppliers, distribution centers and stores was 

constructed from the point of view of dynamic system. 

Through sensitivity analysis, the inventory adjustment 

cycle, demand forecasting weight and safety of automobile 

maintenance spare parts were determined. By improving 

the parameters such as full inventory days, an optimized 

multi-level inventory system dynamics model of 

automobile maintenance spare parts was finally obtained. 

The algorithm had the problem of low turnover efficiency 

of spare parts inventory. 

In summary, a distributed multi-level inventory 

algorithm for automobile maintenance spare parts based on 

centralized control is proposed. The overall research 

framework of the algorithm is: 

(1) The characteristics of automobile service spare parts 

inventory are analyzed; 

(2) The current situation of inventory management of 

automobile service spare parts is analyzed; 

(3) The mathematic models of spare parts inventory in 

centralized ordering and mutual allocation are constructed 

respectively, and the research on distributed multi-level 

inventory of automobile maintenance spare parts is 

completed. 

(4) The experimental results and analysis. The validity of 

the distributed multi-level inventory algorithm for 

automobile maintenance spare parts based on centralized 

control through the test of spare parts inventory and spare 

parts warehouse satisfaction rate is verified, and the 

turnover rate of spare parts inventory of the proposed 

algorithm is discussed. 

(5) Conclusions. 

2. Materials and methods 

2.1. Inventory Characteristics of Automotive Service Spare 

Parts 

2.1.1. Demand for automotive service spare parts 

When repairing a certain equipment, parts used to 

replace aging or worn parts are called spare parts. In order 

to shorten the repairing time, a certain number of spare 

parts are usually kept in the warehouse. These preserved 

parts are called spare parts. As the most important link in 

the sales supply chain of automobile manufacturing 

enterprises, the service of 4S automobile shops brings huge 

profits to automobile enterprises. The flow direction of 

service spare parts is from 4S shops to customers. From the 

perspective of 4S shops, there are three main demands for 

automobile service spare parts: the first is that customers 

need to carry out vehicle repair and daily maintenance, 

cosmetology and so on every fixed cycle or journey; the 

second is that after a traffic accident, the corresponding 

vehicles need to be repaired. A certain number of accident 

spare parts are required. Thirdly, the owners with special 

requirements need certain spare parts. Some customers will 

require 4S shops to refit the automobile or customers 

themselves to carry out refitting and daily simple 

maintenance. Generally speaking, there is no big difference 

between the spare parts for the first type of demand and the 

general products. The number of customers’ car purchases 

is known, and the frequency of daily maintenance is 

relatively stable. Therefore, it is easy to predict. While the 

spare parts for the second type of demand are very 

uncertain, because the occurrence of accidents is 

discontinuous and uncertain. This brings great difficulties 

to spare parts prediction. This uncertainty will be 

transmitted along the upstream and downstream of the 

supply chain [7], thus increasing the difficulty of spare 

parts control in automobile manufacturers and 4S shops. 

Generally, statistical methods are more accurate in demand 

analysis. 

2.1.2. Supply of automobile service spare parts 

Usually, a car contains at least 6,000 kinds of parts and 

components. With the development of science and 

technology, the models of cars are changing with each 

passing day, and new models are constantly introduced. 

All parts and components cannot be produced by the whole 

car factory. Many automobile manufacturers mainly 

produce automobile engines and pay attention to the 

research and development of car bodies, for example, 

Japan’s Toyota, Germany’s Volkswagen, etc., other parts 

are mainly supplied by suppliers. 

According to the types of suppliers, there are two main 

types: one is the factory entrusted by the automobile 

manufacturing enterprises; the other is the long-term 

supplier of spare parts, such as Bosch, Wanxiang, Delphi 

and so on. According to the geographical location of spare 

parts supply, there are three main categories: the first 

category is imported parts, although domestic automobile 

development is faster, the development capacity of new 

products in a real sense is less, so more than half of the 

spare parts need to be imported from abroad, the logistics 

route of imported parts is more complex, and the cycle is 

relatively long; The second category is self-made parts, 

automobile manufacturing enterprises with core R&D 

capabilities will manufacture relevant core components by 

specialized departments to improve core competitiveness 

and reduce costs; the third category is domestic parts 

supplied by domestic suppliers, the order lead time is 

shorter and the logistics cost is relatively low.. 

2.1.3. Characteristics of inventory management of 

automobile service spare parts 

Above all, we can see from the demand and supply of 

automobile service spare parts that the demand of spare 

parts is uncertain and the supply mode is diverse. In 

addition, the inventory of automobile service spare parts 

has the following outstanding characteristics: 

(1) Spare parts have a wide variety of inventory and 

different prices. 

Because there are many kinds of spare parts that make 

up automobiles, there are also many kinds of service spare 

parts that need to be provided by 4S shops. The price 

difference is massive. The price of more valuable spare 
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parts can reach more than 90,000 yuan, while the price of 

cheap spare parts is only a few yuan. 

(2) Long life cycle 

Compared with general products, the life cycle of auto 

repair spare parts is much longer. The life cycle of a 

typical product is its duration, from the launch of a new 

product to the exit of the market, it is a life cycle. The life 

cycle of a car is the life cycle of the car plus the life cycle 

of the parts it uses. For example, after an automobile is 

launched into the market, it will exit the market after about 

10 years. If the life of the vehicle is 15 years, the duration 

of the automobile is 25 years. 

(3) Service spare parts need to meet a higher level of 

service 

Service spare parts are mainly to provide services to 

customers. The important sign of judging service level is to 

look at the response time of customers’ needs, to make the 

fastest response in the shortest time, solve the customer’s 

problems, not only to obtain profits but also to win 

customers’ trust, so as to establish the brand image of the 

company [8]. Generally speaking, if a private car is 

repaired, it will affect the daily travel of customers and 

bring inconvenience to personal life during the repair 

period; if the vehicle of logistics company needs to be 

repaired, it will affect the operation of the whole company; 

if it is repaired for medical, fire and other emergency 

vehicles, it may also affect life and property safety. 

Therefore, the automobile service spare parts should have a 

faster response speed, and then meet the higher level of 

service. 

(4) Long inventory turnover time 

The demand for service spare parts is not only the daily 

maintenance, but also the failure of the automobile 

product. With the development of science and technology, 

the quality of automobiles is getting better and better. The 

probability of failure is also reduced. The inventory 

turnover rate of service spare parts is lower than that of 

general consumables. At present, Shanghai General Motors 

is the best after-sales service in China. Its annual inventory 

turnover is three times, while that of automobile companies 

like Huachen is only 2 times. 

(5) Reverse Logistics 

For expensive and repairable automotive service spare 

parts, spare parts suppliers will provide maintenance 

services. For these spare parts, first of all, they will be 

repaired in 4S shops. If they are not repaired properly, they 

will be repaired in regional maintenance center. At the 

same time, they will replace spare parts for customers. If 

the repair of the regional repair center is not good, it will 

be returned to the factory for repair, and the repair will be 

completed as local stock. This reverse logistics process is 

more complex, mainly for expensive repairable automotive 

service spare parts, the inventory management of these 

spare parts is also very important. 

(6) Low selectivity of inventory content 

For the whole automobile factory, there are as many as 

20,000 kinds of automobile spare parts, while the 

inventory of automobile service spare parts for after-sales 

service is relatively less selective. After fixed spare parts 

are selected in production, the spare parts needed in service 

are determined. For example, in production, five of the 20 

types of spare parts that meet the requirements are 

selected, and the types of spare parts for after-sales service 

are five. The selectivity of the inventory contents is 

relatively small. 

2.2. Current Situation of Inventory Management of 

Automotive Service Spare Parts 

Audi, BMW, Chery three automobile brands are chosen 

to understand the operation of their service spare parts, and 

make a specific description[9,10], as shown in Table 1. 

CDC refers to the central distribution center, RDC refers to 

the regional distribution center, where the retail only lists 

4S shops, not including maintenance stations. 
Table 1. Logistics Status of Service Spare Parts for Four 

Automobiles 

Automobile brand Audi BMW Chery 

Inventory 
structure 

Layer 
number 

3 2 3 

Number 

of CDC 

1 1 1 

Number 

of RDC 

7 3 15 

Number 
of 4S 

shops 

150 70 310 

Inventory control method Fixed order 
quantity 

Fixed order 
quantity 

Fixed order 
quantity 

Is spare parts classified 

management? 

ABC 

classificati
on 

ABC 

classificati
on 

ABC 

classificati
on 

Vehicle factory 

procurementLe
ad time 

Importe

d CKD 
parts 

Three 

months 

Three 

months 

Three 

months 

Domesti

c parts 

Two 

months 

Two 

months 

Two 

months 
4S shop’s lead time One week One week One week 

In order to shorten the demand response time, the main 

distribution mode is from the central distribution center to 

the regional distribution center and then to 4S shops, as 

shown in Figure 1. 

Spare parts 

supplier

Total spare parts 

center library

Regional 

distribution 

center1

Regional 

distribution 

center2

Regional 

distribution 

center3

4S shop 1

4S shop 2

4S shop m

...

...

4S shop 1

4S shop 2

4S shop m

...

4S shop 1

4S shop 2

4S shop m

...

 
Figure 1. Existing supply mode of automobile service spare parts   
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As can be seen from Figure 1, the automobile 

manufacturing enterprises have a general central 

distribution center throughout the country. At the same 

time, they are divided into several regional distribution 

centers according to the region. Each regional distribution 

center serves 4S shops within its service scope. This 

method has faster demand response speed, and the specific 

process is as follows: 

(1) 4S shops in a certain area draw up orders according to 

their market forecast and their own stock situation, and 

submit the orders to the regional distribution center serving 

them. If the stock of automobile service spare parts in the 

regional distribution center is sufficient, it will be 

distributed to 4S shops. If it is not enough, it is necessary 

to submit the order to the central distribution center in 

conjunction with the order of each 4S shop and its own 

inventory. 

(2) If the total quantity of service spare parts in the central 

distribution center of the automobile manufacturing 

enterprise is sufficient, it will be distributed to the regional 

distribution center. If the spare parts are insufficient, the 

procurement plan will be formulated according to the 

actual situation of the headquarters [11,12], and the order 

will be submitted to the supplier to order, and the supplier 

supplies to the central distribution center. 

(3) The central distribution center distributes the goods 

through sorting, packing and other procedures according to 

the order requirements of the Regional Distribution Center. 

After receiving spare parts, the Regional Distribution 

Center distributes the goods according to the order 

requirements of the 4S shop it serves. 

2.3. Research on Distributed Multi-level Inventory of 

Automotive Maintenance Spare Parts Based on 

Centralized Control 

2.3.1. Core ideas 

The core idea of the centralized control strategy is to set 

up an inventory coordination center in the spare parts 

management department of the headquarters of automobile 

manufacturing enterprises. Based on the real-time 

centralized storage of spare parts demand and inventory 

information in each region, the centralized control of the 

inventory in each sub-warehouse is carried out by the 

coordination center, or the ordering from external suppliers 

is unified, or inventory is transferred between different 

regions within the company. Each regional warehouse is 

responsible for the spare parts supply of service stations 

nationwide under the unified dispatch of the headquarters 

coordination center. This inventory coordination center 

enables the entire company to physically disperse 

distributed inventory, forming a virtual centralized 

inventory. 

2.3.2. Mode of operation 

Under the guidance of the above ideas, the centralized 

control strategy operates in the following ways. An 

inventory coordination center has been set up in the spare 

parts management department of automobile manufacturer 

headquarters. Instead of sending spare parts demand 

information to the major regional warehouses, the regional 

service stations order spare parts directly from the 

headquarters [13]. The headquarters coordination center 

inquires the company’s real-time inventory database 

immediately after receiving the orders from the service 

stations. The geographic location of the service station and 

the inventory situation of the major regional warehouses 

designate the corresponding large regional warehouses to 

supply them. The Headquarters Inventory Coordination 

Center should monitor the inventory situation of each 

regional warehouse in real time, coordinate the order 

business with the spare parts suppliers when the total stock 

of the company has dropped to the company’s general 

order point, take charge of the inventory replenishment of 

the downstream major regional warehouses, and the spare 

parts suppliers will send the spare parts directly to the 

regional sub-warehouse under the coordination of the 

Headquarters Coordination Center: When some large-scale 

sub-warehouses need to replenish and the existing total 

inventory of the entire company has not yet fallen to the 

company’s total order point, it should compare the 

expected inventory costs under the order situation with the 

expected inventory costs under the transfer situation, if the 

former is smaller than the latter, then for centralized 

ordering, if the latter is smaller than the former, the stocks 

are reasonably allocated between the major sub-

warehouses to avoid the company’s overall inventory 

backlog and partial shortages. At this time, the original 

spare parts central warehouse of headquarters no longer 

undertakes the replenishment business to the subordinate 

major sub-warehouses. Its responsibilities are similar to 

those of other large sub-warehouses. It is responsible for 

the spare parts supply of its peripheral service stations 

under the dispatch of the headquarters inventory 

coordination center. The improved supply mode and 

supply process are shown in Figure 2 and 3. 
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Figure 2. The improved supply mode of automobile spare parts 
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Figure 3. Improved Supply Process of Automobile Spare Parts  

The spare parts inventory coordination center 

company’s headquarters plays a very important role. Its 

main functions include: collecting spare parts purchase 

orders from service stations nationwide, assigning 

corresponding large-scale warehouses to supply spare parts 

to service stations; purchasing spare parts from suppliers 

when the company’s overall inventory is insufficient; 

processing the information and control parameters needed 

in order together with spare parts suppliers and 

establishing the standard mode and business process of 

order processing. assisting spare parts suppliers in real-

time understanding of the inventory and consumption of 

major downstream sub-warehouses, and making 

preparations for production; consulting with each sub-

warehouse to determine the relevant parameters of 

inventory control, such as regular or continuous 

replenishment strategy of major sub-warehouses, safe 

inventory, order point, order quantity and allocation 

amount, etc. [14]; real-time monitoring of spare parts 

consumption and inventory in each region, dynamic 

automatic replenishing according to the spare parts 

consumption and inventory situation in each region; 

ordering the spare parts supplier and assisting to deliver the 

goods to the warehouse on time; when the company’s 

overall inventory is insufficient, it is necessary to transfer 

the inventory among the regions, carrying out the 

inventory allocation between regions. 

The above centralized control strategy breaks the 

situation of independent decision-making and self-

governing of each regional warehouse in the management 

of its own inventory, strengthens coordination and 

cooperation among various regions, and then links physical 

distributed inventory into a virtual centralized inventory, 

effectively resolving various problems in existing modes of 

automobile spare parts supply.  

2.3.3. Advantages of centralized control strategy 

(1) Effective control of bullwhip effect in spare parts 

supply chain 

In order to ensure the smooth implementation of the 

centralized control strategy, it is necessary to collect the 

data information of the spare parts supply chain into the 

Headquarters Inventory Coordination Center in real time. 

Through the real-time aggregation of data information, the 

company headquarters can grasp the demand and current 

inventory information of its downstream regions in real 

time, and can make decisions according to the demand and 

inventory situation of downstream regions in time. 

Ordering spare parts suppliers or allocating inventory 

among different sub-warehouses is the way to deal with 

this problem. It can reduce the fluctuation caused by the 

transmission of data information in the spare parts supply 

chain [15]. With the centralized storage of historical 

information, and through scientific analysis methods, we 

can more accurately predict the future demand of some 

spare parts and reduce the error of demand forecasting. In 

this way, the bullwhip effect caused by the non-sharing of 

demand information and the independent operation of 

inventory in spare parts supply chain system can be 

effectively controlled. 

(2) Exerting the Scale Advantage of Centralized Inventory 

Management 

In order to meet the requirements of rapid response to 

customer demand, it is difficult for automobile 

manufacturers to achieve centralized physical management 

of service spare parts inventory, which makes the 

advantages of centralized inventory management difficult 

to play. But centralized control strategy makes physically 

dispersed distributed inventory become virtual centralized 

inventory, and centralized inventory management can be 

realized through information sharing. Setting up the 

headquarters’ spare parts inventory coordination center, 

consulting with the major sub-warehouses to formulate 

inventory control strategies, and implementing 

replenishment and allocation of the sub-warehouses by the 

coordination center, can give full play to the scale 

advantage of centralized inventory management[16]. 
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(3) Strengthening coordination and cooperation among 

nodes 

In the implementation of centralized control strategy, 

supply chain-based business process reengineering is a key 

link, which can solve the multi-organizational 

collaboration problems involved in multi-level inventory 

management. Through business process reengineering 

among spare parts supply chain nodes, coordination and 

cooperation among nodes are strengthened, seamless 

connection between nodes is effectively realized, so as to 

achieve the goal of optimizing spare parts inventory 

control. 

(4) Reducing the uncertainty of suppliers 

Spare parts suppliers can timely understand the 

inventory and consumption of the latter according to the 

spare parts demand and inventory information centralized 

in the headquarters of automobile manufacturing 

enterprises, timely replenishment of raw materials, shorten 

the lead time of supply, and then improve the ability of 

supplying for automobile manufacturing enterprises. And 

automobile manufacturers can also track the 

implementation of spare parts suppliers’ orders, get timely 

feedback from suppliers, and reduce the loss of shortage. 

At the same time, the management level and 

competitiveness of spare parts suppliers have been 

improved correspondingly. 

2.3.4. Model construction 

(1) Model description 

Supposing an automobile manufacturer has a regional 

spare parts warehouse in the whole country (the original 

headquarters spare parts central warehouse is regarded as 

one of these warehouses), which is responsible for the 

spare parts supply of service stations throughout the 

country. With continuous inventory replenishment 

strategy, the headquarters coordination center monitors the 

whole company’s spare parts database in real time. When 

the inventory of some large-scale warehouses drops to the 

ordering point, and the existing total inventory of the 

whole company also drops to the company’s total ordering 

point, the headquarters coordination center adopts 

centralized ordering strategy, and the headquarters 

coordination center provides spare parts suppliers with the 

strategy of centralized ordering. In order, the supplier 

delivers the spare parts directly to the different 

warehouses; when the stock of some large warehouses falls 

to the order point, and the total stock of the whole 

company has not yet fallen to the company’s total order 

point, it is necessary to calculate the expected inventory 

cost in the case of ordering and allocation separately. If the 

former is less than the latter, the set is adopted. If the latter 

is smaller than the former, the mutual allocation strategy 

will be adopted, and the other regions will allocate to the 

regions requiring orders under the dispatch of the 

headquarters coordination center. 

For an automobile repair spare part, the following 

assumptions are made: 

The demand of differentiated warehouse k  is kD
in 

every week, which obeys the normal distribution of 
2( , )k kN  

, and the demand is independent and identical 

distribution every week. So if the time period t  is taken 

into account, the demand kD
 of t  period obeys the 

2( , )k kN  
normal distribution, 1,2,3,...,k N ; the lead 

time of spare parts supplier supplying to differentiated 

warehouse k  is kL
. For the reason of warehouse capacity, 

regional warehouse k  allows the maximum warehouse 

capacity of the spare parts to be kV
, and the company sets 

the service level of spare parts to be 
p

, that is, the 

probability that the demand can be met directly from the 

local warehouse. and the service level of spare parts set by 

the company is p1, that is, the probability that the demand 

can be met directly from the local warehouse. The 

objective of inventory optimization is to determine the 

inventory control parameters, i.e. the total order point of 

the company and the order point, and order quantity or 

allocation quantity of the different warehouses, so as to 

make the expected inventory costs of the spare parts of the 

whole company are minimal in the time period T  under 

the condition of given spare parts service level 
p

 and 

given the system time period T  to be considered[17]. 

(2) Symbol definition 

Firstly, the symbols in the model and their meanings 

are listed. 

kTI
 is the initial inventory of the spare parts of regional 

warehouse k  in period T , kD
 denotes the weekly 

demand of the spare parts in regional warehouse k  in 

period T , which obeys the 
2( , )k kN  

normal 

distribution, kTD
 denotes the demand of the spare parts in 

regional warehouse k  in period T , which obeys the 
2( , )k kN  

normal distribution, and 
( )kTP x

 denotes the 

probability that the demand of the spare parts in regional 

warehouse k  in period T is x . kL
represents the lead time 

from supplier to regional warehouse k . LkD
represents the 

demand of regional warehouse k  for the spare parts 

within the lead time kL
, which obeys the 

2( , )k k k kN L L 
normal distribution. kr represents the 

order point of regional warehouse k , kQ
 represents the 

order quantity from regional warehouse k  to supplier. Q1 

indicates the order quantity of regional warehouse k  to 

suppliers, and the allocation quantity between regional 

warehouse k  and other regionals when allocating to each 

other. P indicates the unit purchase price of the spare 

parts when the company orders to suppliers. CO indicates 

the transaction costs of that headquarters coordination 

center orders to the spare parts suppliers on behalf of the 

regional warehouses that need to order, including 

telecommunications, contract notarization and travel 

expenses at the time of ordering. CT indicates that the 

business processing costs of that the headquarters 

coordination center handles the transfer business in each 

time when transferring to each other. kCin
means that the 

business processing expenses of that regional warehouse 

k  handles the spare parts storage in each time. kCout

means that the business processing expenses of that 

regional warehouse k  handles the spare parts out of the 

warehouse in each time. kCH
 indicates the storage 
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expenses of the spare parts in unit time in regional 

warehouse k , including warehouse usage fee, warehouse 

keeper’s salary, insurance premium, tax, interest on 

occupied funds, etc. kCS
 states the loss fee of unit spare 

parts in the case of shortage of warehouse k , including 

penalty for breach of contract, loss to users, loss of sales 

opportunity profit, etc., due to company’s shortage during 

the three guarantees period. Ct  represents the 

transportation cost of bit spare parts and unit distance, kjd
 

represents the transportation distance from k  to regional 

warehouse
j

, kjQ
 represents the allocation amount 

between k  and regional warehouse
j

, kTCO
 and kTCD

 

respectively represents the expected inventory cost of k  in 

period T under centralized order and mutual allocation, 

TTCO
 and TTCT

 respectively represents the expected 

inventory cost of the whole company in period T  when 

centralized orders and mutual transfers are made. 

(3) Model establishment 

A mathematical model for centralized inventory control 

of regional spare parts warehouses under the unified 

management of headquarters coordination center is 

established. When establishing the inventory model, the 

following costs are considered: transaction cost of order, 

purchase cost, warehouse storage cost of maintaining spare 

parts inventory, loss cost of shortage caused by shortage, 

business processing cost allocated between different 

warehouses and transportation cost of spare parts when 

allocating. There are two cases: one is the situation of 

centralized ordering to spare parts suppliers through the 

headquarters coordination center in each region requiring 

ordering; the other is the situation of inventory allocation 

to regions requiring replenishment under the scheduling of 

the headquarters coordination center. 

In the case of centralized ordering, it is necessary to 

determine the optimal order quantity of different 

warehouses so as to minimize the expected inventory cost 

of the whole company during the period T . Inventory 

costs include transaction costs, purchase costs, 

warehousing business processing costs, storage costs, as 

well as out-of-stock loss costs. Because of the centralized 

order of the whole company, transaction costs and 

purchase costs can be considered from the perspective of 

the whole company, while warehousing business 

processing costs, warehousing and storage costs and out-

of-stock loss costs vary with the different regional 

warehouses, so it is necessary to calculate the regional 

warehouses as a unit, and then aggregate and count them 

into the whole company. Transaction cost and purchase 

cost are the inventory cost under the condition of 

centralized order of the whole company. 

Inventory costs related to regional warehouses are 

calculated using the following formulas (1). 

So in the case of centralized order, the total expected 

inventory cost function of the whole company in period T  

is as follows: 

1 1

N N

T k kT

k k

TCO CO P Q CO
 

                                   (2) 

Considering the constraints of centralized ordering, the 

maximum storage capacity of spare parts in each region is 

allowed to be kV
, and the following constraints are 

obtained: 

kT k kI Q V 
                                                                   (3) 

The mathematical model of spare parts inventory in 

centralized ordering is as follows: 

1 1

. .

N N

T k kT

k k

kT k k

MinTCO CO P Q CO

s t I Q V

 

  

 

 
           (4) 

In the case of mutual allocation, it is necessary to 

determine the optimal allocation amount of different 

warehouses so as to minimize the expected inventory cost 

of the whole company during the period T . Here, the 

inventory cost includes the disposal cost of allocation 

business, the disposal cost of inward and outward 

warehousing business, the transportation cost of spare parts 

when allocating each other, and the storage cost and the 

loss cost of shortage. Because it is allocated by the 

company’s headquarters coordination center, the allocation 

of business processing costs can be considered from the 

perspective of the whole company, while the processing 

costs, storage costs, shortage loss costs and transportation 

costs vary with the different regional warehouses, so it is 

necessary to calculate the regional warehouses as a unit. 

Then, the inventory cost under the whole company’s 

allocation can be obtained by summarizing and counting 

the disposal cost of the whole company’s allocation 

business. 

0

( ) [( ) ( )]

[( ) ( )] ( )

1 1
( ) ( )

2 2
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kT kT k
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D I Q

k kT kT k kT kT k k k
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I Q

kT k k kT k
I Q

k k

CO Q Cin CH T I Q D P D

CS D I Q P D Q Cin CH T

I Q x CS x I Q
T T





   

 

 

 



       

        

       





 
                                                            (1) 

Where, 

1, 0
( )

0, 0

x
x

x



 

 , then, the inventory cost of the whole company in period T  is calculated, and the inventory cost of each 

regional warehouse is added into the transaction cost and purchase cost of the whole company. 
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The inventory costs associated with the regional sub-repositories can be calculated as formulas : 
 

1 1 1

1 1

[ ( ) ( ) ] ( ( ) )

[( ) ( )] [( ) ( )]

[ ( ) ( ) ] ( ( ) )

kT kT k kT kT k

N N N

kT kj k k k k kj kj k

j j j

kT k kT kT kT k kT kT k kT kT

D I Q D I Q

N N

kj k k k k kj kj

j j

CT Q Cout Q Cin Q Q Ct d CH T

I Q D P D CS D I Q P D
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                           (5) 

Where, 

1, 0
( )

0, 0

x
x

x



 

 . Next, the expected inventory cost of the whole company in the period T is calculated, and the inventory cost 

of each regional warehouse is summed up and included in the allocation business processing cost of the whole company. 

Therefore, in the case of allocation, the total expected 

inventory cost function of the whole company in period 

T is as follows:  

1

N

T kT

k

TCT CD CT


                                                        (6) 

Considering the constraints of allocation, the 

maximum storage capacity of spare parts is allowed to be 

kV
 by the sub-storage of spare parts in each region, so 

that the import amount of warehouse k  can be satisfied: 

0 kT k kI Q V  
                                                           (7) 

The inventory transferred from the warehouse shall 

not be lower than its ordering point after deducting the 

amount transferred, and the amount transferred from the 

warehouse k  shall be satisfied: 

( ) 0kT k kI r Q   
                                              (8) 

The mathematical model of spare parts inventory 

allocated to each other is as follows: 

1

0
. .

( ) 0

N

T kT

k

kT k k

kT k k

MinTCT CT CT

I Q V
s t

I r Q



 

  

   



                                              (9) 

Based on the constructed data model, the spare parts 

inventory optimization algorithm is obtained as: 

1( )

N

kT

k

k

CT

P t
V




                                                                 (10) 

By deriving formula (14), the research of distributed 

multi-level inventory algorithm for automobile 

maintenance spare parts is realized. 

3. Results 

In the experiment, CPU with memory of 3G is 

selected, the running system is Windows 7, and the 

running software is MATLAB. In order to verify the 

validity of the proposed method, the stock of automobile 

maintenance spare parts is tested. The higher the 

inventory of automobile maintenance spare parts is, the 

more the cost is. The test results are shown in Figure 4. 
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 (a) Test results of inventory of automobile maintenance spare 

parts based on the proposed algorithm 
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(b) Test results of inventory of automobile maintenance spare 

parts based on the algorithm in reference [3] 

Figure 4. Contrast results of inventory of automobile 

maintenance spare parts.  
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Analysis of Figure 4 shows that in the 60 iterations, 

the inventory of automobile maintenance spare parts 

controlled by the proposed algorithm is between 20,000 

and 40,000 pieces. In the 30th and 60th iterations, the 

inventory of spare parts is less than 20,000 pieces. In the 

60 iterations by using the algorithm in reference [3], the 

total inventory of spare parts is between 60,000 and 

80,000 pieces. In the 20th iteration, the inventory of spare 

parts is the largest, which is 80,000 pieces. By contrast, 

when the proposed algorithm is used to control the 

inventory of spare parts, the inventory is smaller and the 

cost is lower, which can accurately guarantee the 

inventory control of spare parts and improve the control 

ability. 

On the basis of inventory measurement of automobile 

maintenance spare parts, three warehouses are designed, 

which are warehouse 1, warehouse 2 and warehouse 3. 

Satisfaction rate of spare parts warehouse is tested. The 

test results are shown in Figure 5. 

Figure 5 shows that in the proposed algorithm, the 

warehouse satisfaction rate of spare parts in warehouse 1 

and warehouse 3 is 80% and 90%. In the algorithm of 

reference [4], the satisfaction rate of spare parts in 

warehouse 1 and warehouse 3 is lower than 60%, and the 

satisfaction rate of spare parts in warehouse 2 is 60%. In 

the algorithm of reference [5], the satisfaction rate of 

spare parts in warehouse 1 and warehouse 3 is lower than 

50%, and the satisfaction rate of spare parts in warehouse 

2 is 50%. By comparison, the proposed algorithm has a 

higher satisfaction rate of automobile maintenance spare 

parts in warehouse and improves the efficiency of 

support. The above two experiments verify the 

effectiveness of the proposed algorithm. 
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(a) Test results of the satisfaction rate of spare parts warehouse 

based on the proposed algorithm 
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(b) Test results of the satisfaction rate of spare parts warehouse 

based on the algorithm in reference [4] 
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(c) Test results of the satisfaction rate of spare parts warehouse 

based on the algorithm in reference [5] 

Figure 5. Contrast results of Satisfaction Rate of Spare Parts 

Warehouse with Different Algorithms 

 

 



 © 2020 Jordan Journal of Mechanical and Industrial Engineering. All rights reserved - Volume 14, Number 1  (ISSN 1995-6665) 98 

4. Discussion 

On the basis of the above experiments, the validity of 

the proposed algorithm is further discussed. The safety 

inventory days and inventory turnover efficiency of 

automobile maintenance spare parts are discussed. The 

discussion results are shown in Figure 6. 
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(a) Inventory turnover efficiency of automotive maintenance 

spare parts based on the proposed algorithm 
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(b) Inventory turnover efficiency of automotive maintenance 

spare parts based on the algorithm inreference [6] 

Figure 6. The discussion results of inventory turnover efficiency 

of automobile maintenance spare parts based on different 

algorithms 

Analysis of Figure 6 shows that in the proposed 

algorithm, the inventory turnover efficiency of spare part 

is 80% when the safe inventory days of automobile 

maintenance spare parts are five days; the inventory 

turnover efficiency of spare part is 90% when the safe 

inventory days are 20 days; the inventory turnover 

efficiency of spare part exceeds 90% when the safe 

inventory days are 30 days, indicating that the average 

inventory turnover efficiency of spare parts between 80% 

and 100%. In the algorithm of reference [6], the 

inventory turnover efficiency is 60% when the safe 

inventory days of automobile maintenance spare parts are 

five days, and it is the lowest. The overall inventory 

turnover efficiency of spare parts is between 0% and 

60%. By comparison, the proposed algorithm has higher 

inventory turnover efficiency of automobile maintenance 

spare parts and greatly reduces the storage cost. 

5. Conclusions 

With the expansion of automobile service business, 

the scale of automobile service companies has developed 

fast from several initial regions to national automobile 

service enterprises. With the intensification of 

competition in the industry, the selling price of 

automobiles has gradually become transparent, the price 

has been declining, and the profit margin of the whole 

automobile sales of automobile enterprises has gradually 

decreased. The automotive industry as a whole has 

gradually paid attention to the automotive after-sales 

service market, which is the third barrel of gold in the 

automotive industry. On the other hand, as consumers’ 

rational consumption consciousness gradually 

strengthens, in order to occupy the market, vehicle 

manufacturers have to put forward higher requirements 

on the quality of after-sales service. Maintenance service 

is an important part of automobile after-sales service, and 

service spare parts are the material guarantee of 

maintenance service. In order to supply the service 

stations all over the country with repair spare parts 

quickly, the automotive service enterprises have to pay 

more attention to it. Aiming at the above problems, the 

inventory of automobile maintenance spare parts and the 

satisfaction rate of spare parts warehouse are tested 

respectively, and good experimental results are obtained. 

The inventory turnover efficiency of automobile 

maintenance spare parts is further discussed. The 

experimental results and discussion results verify the 

effectiveness of the proposed method as a whole, and at 

the same time improve the control capability of spare 

parts inventory. 
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Abstract 

Because the simple preview tracking method cannot meet the requirements of UAV dynamic path tracking, a path 

tracking control system based on adaptive preview is designed. Firstly, the image information collected by the camera is sent 

through the monitoring module of the system, and the road information, such as obstacles is judged according to the TCP 

network communication protocol. Then, the corresponding operation instructions are sent to the bottom control module 

according to the monitoring information, and the image information collected by the camera is sent to the sensor through the 

monitoring module to build the line to judge the UAV kinematics Sex tracking error model. Finally, the future driving 

behavior of UAV is analyzed, and the adaptive preview time model is constructed to complete the trajectory tracking of 

UAV. Experiments show that the system is correct, adaptive preview has obvious advantages, and can accurately control the 

vehicle tracking the preset path. 

© 2020 Jordan Journal of Mechanical and Industrial Engineering. All rights reserved 
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1. Introduction 

With the rapid development of China’s economy, the 

scale of automobile production and marketing has shown 

an explosive growth, which has brought many practical 

problems: the number of deaths caused by traffic accidents 

in China is close to 200,000 every year, ranking the first in 

the world, while causing casualties, but also causing great 

social and economic losses, most of which are caused by 

the driver’s misjudgment and uncivilized driving. As a 

result, serious traffic congestion has occurred in major 

cities in China, and major cities such as Beijing, Shanghai 

and Hangzhou have begun to limit the total number of 

cars. In addition, the long-term idling condition of the 

automobile engine severely reduces the engine’s emission 

performance and causes serious pollution to the 

atmosphere (Zhang et al. 2017). These problems are not 

only caused by the lagging construction of traffic facilities, 

but also related to the unreasonable path planning and 

immature driving technology of drivers. The increasingly 

severe traffic problems force the government to strengthen 

the enforcement of traffic regulations, and at the same time 

promote the development of unmanned vehicles (Islam et 

al. 2017). 

Unmanned vehicles were first born in the United 

States. In the early 1980s, the experimental prototype of 

the Autonomous Land Vehicle, which was funded by the 

U.S. Department of Defense, was born (Maeng et al. 

2017). Limited to the backward sensor technology and 

control technology at that time, its driving speed was only 

4.8 km/h, and it could not run in complex environment. As 

a technical verification vehicle, it demonstrated the 

autonomous environment recognition and obstacle 

avoidance of unmanned vehicle, and achieved the results 

of stage research (Dan et al. 2016). China’s first unmanned 

vehicle was born in the early 1990s, limited to the 

technical level at that time, the vehicle still needs human 

intervention in the process of driving, cannot achieve full 

autonomous driving, and cannot drive in complex traffic 

environment (Guo et al. 2017). In 2000, the fourth 

generation of unmanned vehicle was born in Changsha, 

which adopted the latest electronic sensor technology at 

that time. The speed of the new car reached 76 km/h, and 

the performance of the unmanned vehicle was greatly 

improved (Ofodile et al. 2016). In 2011, based on the Red 

Flag car HQ3 of The Chinese FAW group, a new 

experimental prototype car with unmanned driving system 

developed by National Defense University of Science and 

Technology was assembled. The vehicle was tested at 

Changsha-Wuhan section of Beijing-Zhuhai Expressway. 

Along the road, it passed through the complicated sections 

of uphill and downhill, tunnel, wet and slippery road. The 

vehicle achieved complete autonomous driving in more 

than 96% of the time. It shows that China has entered the 

ranks of advanced countries in driverless technology 

(Tong 2016). 

As the name implies, the unmanned vehicle is the 

vehicle that can perceive the driving environment and 

perform automatic acceleration, braking, steering, parking 

and tracking operations, while reaching its destination 

safely. These operations are based on a variety of on-board 

sensors and control algorithms (Fresk et al. 2016). In this 

* Corresponding author e-mail: yipingemail@sohu.com. 
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paper, a path tracking control system for unmanned 

vehicle based on adaptive preview is designed to achieve 

high-precision path tracking control for unmanned vehicle. 

2. Module description of system design 

2.1. Design of system hardware 

Unmanned vehicle can drive independently. The core 

of its system structure is “intelligence”. It not only has 

conventional vehicle functions, such as acceleration, 

deceleration and steering, but also integrates intelligent 

monitoring (environment perception), behavior decision-

making and path planning, vehicle control and other 

system functions. It can synthesize environment and self-

driving information to achieve similar human driving 

behavior (Liu et al. 2016). This paper designs the structure 

of the path tracking control system for unmanned vehicle 

based on adaptive preview as shown in Figure 1, which is 

divided into three parts: monitoring module, planning 

decision module and bottom control module. 

The monitoring module transmits the image 

information collected by the camera and the information of 

the sensor judging obstacles, roadsides and batteries to the 

monitoring terminal and the planning decision module 

through the TCP network communication protocol. The 

planning decision module transmits the corresponding 

operation instructions to the bottom control module 

according to the monitoring information (Xie et al. 2016). 

Lateral control
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Throttle 

Control

Brake 

control
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Bottom control module

Monitor terminal
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Base station

Central server

 
Figure 1. The overall structure of an unmanned vehicle 

path tracking control system based on adaptive preview 

(1) Monitoring module 

The module is mainly composed of an unmanned 

intelligent vehicle (data terminal), a server, a control 

terminal and a monitoring terminal, using the server and a 

client mode (Wen 2016). The working principle is that the 

unmanned vehicle transmits the information of the vehicle 

to the server through TCP network communication 

protocol. At the same time, the server transmits the 

information of the unmanned vehicle through TCP 

network communication protocol to the monitoring end 

and the planning decision module. The planning decision 

module transmits the corresponding operation instructions 

to the bottom control module according to the information. 

Figure 2 shows the principle and structure of remote 

monitoring system. 
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Figure 2. Principle and structure of remote monitoring 

system 

In the remote monitoring module, the information of 

the unmanned vehicle is mainly positioned by the inertial 

navigation system (GPS). The encoder on the steering 

wheel collects the deflection angle of the direction of the 

vehicle. The camera of the unmanned vehicle collects 

image information and the information of sensor judging 

obstacles, road edges and battery (Gang et al. 2018). 

(2) Planning decision module 

The decision-making and planning module integrates 

the environment and self-driving information to produce 

safe and reasonable driving behavior and guide the motion 

control system to control the vehicle. The sub-module of 

behavior decision-making is a narrow decision-making 

module. It reasonably decides the current vehicle behavior 

according to the information output from the monitoring 

module, and determines the constraints of trajectory 

planning according to different behaviors. It guides the 

trajectory planning module to plan the appropriate path, 

speed and other information, and sends it to the bottom 

control module for tracking control. Figure 3 shows the 

structure of the planning decision module. 
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Figure 3. Structural diagram of planning and decision 

module 

(3) Bottom control module 

The structure of the underlying control module is 

shown in Figure 4. The core processor consists of two DSP 
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boards. Control board 1 is responsible for vehicle steering 

motor control and steering lane change control (Guo 

2017). Control board 2 is responsible for driving motor 

control, relay control, lamp and horn control (Asl & Yoon 

2016). The bottom control module receives the instructions 

of the planning decision module and controls the vehicle 

response to ensure the control accuracy and track the target 

speed and path (Yu et al. 2016). 
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Figure 4. The overall structure of the bottom control 

module 

2.2. Design of system software 

2.2.1. Vehicle kinematics model 
Firstly, the system software constructs the vehicle 

kinematics model, and then linearizes the vehicle 

kinematics model to obtain the linear tracking error model 

of vehicle kinematics, which can be used to predict the 

future behavior of the vehicle (Klinger et al. 2017). 

(1) Vehicle kinematics model 

A vehicle model is defined on the two-dimensional 

plane of Cartesian world coordinate system. As shown in 

Figure 5, in order to simplify the design of the controller, 

this paper assumes that the wheel is in point contact with 

the ground, and that the contact point is pure rolling 

without relative sliding. This ideal constraint is essentially 

a non-holonomic constraint (Baizid et al. 2017). 



l
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Figure 5. Generalized coordinates of vehicle 

Assuming that the vehicle moves only on the plane, the 

nonholonomic constraint equation of the front and rear 

wheels is as follows: 

   sin cos 0f fx y                                      (1) 

sin cos 0x y                                                    (2) 

where, x represents the abscissa of vehicle’s rear wheel 

center in nonholonomic constraint equation; 
y

represents 

the center coordinate of vehicle’s rear wheel in 

nonholonomic constraint equation; fx
 represents the 

center abscissa of the front wheel of a vehicle; fy
 

represents the longitudinal coordinate of the center of the 

front wheel of a vehicle;   represents the yaw angle of the 

vehicle;   represents the steering angle of the front wheel 

of the vehicle. 

Many types of kinematics models for wheeled mobile 

robot can be transformed into Unicycle models. Unmanned 

vehicle is a typical wheeled mobile robot. The vehicle 

kinematics model can be written as follows: 

cos

sin

tan

x
y v

l







 
  
  

   
  

   
 

                                                                   (3) 

where: l represents the distance between the front 

wheel center and the rear wheel center; v represents the 

speed of the rear wheel center of a vehicle. 

Vehicle’s input variables are defined as 

T
u v  

  , 

and vehicle’s current coordinates are defined as 
T

x x y  
  . 

Formula (3) can also be written as follows: 

 ,x f x u                                                                    (4) 

(2) Error model of vehicle kinematics  

Generally speaking, in the problem of trajectory 

tracking, the method of tracking reference vehicle is 

generally adopted. The reference trajectory is assumed to 

be generated by a virtual reference vehicle, and the 

reference value is expressed by r. Therefore, the reference 

trajectory of a vehicle can be written as follows: 

 ,r r rx f x u                                                                    (5) 

where,

T

r r r rx x y  
  , 

T

r r ru v  
  . 

The right side of Formula (5) is expanded by Taylor 

around point 
 ,r rx u

, and the higher order part is 

removed to obtain. 

(6) 

It can also be written as follows: 
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     . ,,r r x r r u r rx f x u f x x f u u                  (7) 

where: ,x rf f
 is the Jacobian matrix relative to x; 

u,rf f
 is the Jacobian matrix relative to u. 

Combining Formula (6) and Formula (7), the error 

model of vehicle kinematics can be obtained. 

, ,x r u rx f x f u 
                                                                   (8) 

,r rx x x u u u   
                                                 (9) 

where: x represents the deviation between the current 

position and the reference position of the vehicle; u
represents the deviation of the control variables. 

The discrete linear time-varying model of vehicle 

kinematics is obtained by using Euler method to make 

discretization of Formula (7): 

         1x k A k x k B k u k  
           (10) 
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   . 

k represents the sampling time, T  represents the 

sampling period and A and B  are the discrete linear 

function. 

2.2.2. Adaptive preview time model 
After linearizing the vehicle kinematics model in the 

preceding section and obtaining the linear tracking error 

model of vehicle kinematics to predict the future behavior 

of vehicle, this paper establishes an adaptive preview time 

model to realize the path tracking control of unmanned 

vehicle (Okumus et al. 2017). 

(1) Primary planning path 

The “taboo double line shifting” experiment stipulated 

in ISO standard was used for analysis (Bi et al. 2017). At 

present, the experimental road refers to the ISO/3888 

technical report of the double lane-changing driving test 

procedure and considers the adaptability design when the 

speed changes (Saska et al. 2017). The schematic diagram 

of the test route is shown in Figure 6. 
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Figure 6. Test Route Diagram 

In Figure 6, 1 represents the direction of the vehicle, 2 

represents the drift of the lane, 3 represents the width of 

the road, 4 represents the section 1, 5 represents the section 

2, 6 represents the section 3, 7 represents the section 4, 8 

represents the section 5, and 9 represents the section 6.The 

sizes of roads in ISO/3888-1:2016 are shown in Table 1. 

Table 1. ISO/3888-1:2016 Path Dimensions 

Road 
section 

Length 
Lane 
departure 

Road width 

1 15 - 
1.1 * Vehicle width + 
0.25 

2 30 - - 

3 25 3.5 
1.2 * Vehicle width + 
0.25 

4 25 - - 

5 15 - 
1.3 * Vehicle width + 
0.25 

6 15 - 
1.3 * Vehicle width + 
0.25 

In this paper, 6-power polynomial is used to design 

section 2 and section 4. The formula is as follows: 

  6 5 4 3 2

1 2 3 4 5 6 7f x p x p x p x p x p x p x p        (11) 

This ensures that the curve part and the straight line 

part are continuously differentiable (Jin et al. 2017). 

The schematic diagram of the target path is shown in 

Figure 7. 
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Figure 7. Target path diagram 

(2) Optimal model design of fixed preview time 

Generally, select a certain preview time value, or 

manually collect data at different road curves and speeds. 

This will result in a great waste of time, and there is the 

possibility of lateral deviation divergence when there is no 

data collected (Pei et al. 2017). Fixed preview time 

generally ranges from 0.3 s to 1.5 s. At low speeds, such 

preview time can meet the requirement of lateral deviation 

(Ding et al. 2017). When the speed is fast, the same 

preview time may not meet the boundary conditions of 

lane width. As shown in Figure 8, the vehicle track effect 

is better in straight road, the error is larger in bend road, 

and the maximum lateral deviation can reach 50 m. 
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Figure 8. Corresponding trajectories of different preview times 

In order to improve the adaptive ability of preview 

model, the model needs to adopt adaptive preview time. 

(3) Adaptive preview time 

In the current position of the vehicle, the lateral 

deviation, heading angle deviation and lateral acceleration 

of the actual trajectory and the primary planned path 

within the current traveling time t are calculated according 

to different preview time pt
. According to these three 

factors and the estimated preview time pt
, the 

corresponding optimization function is designed, and the 

steering control is carried out according to the preview 

time in time t (Aboudonia et al. 2017). The optimization 

function 1J
 of lateral deviation is designed as follows: 

 
2

1 0

t
L pJ Y Y dt                   

                             (12) 

where, LY
 is a primary planning path, pY

 is a 

preview path, dt is a derivative function and
0

t


 is a 

steering control vector. The formula for deviation 2J
 of 

vehicle heading angle is as follows: 

 
2

2 L pJ   
                                                                 (13) 

where, L
 is the heading angle of the corresponding 

points on a primary planning path and p
 is the heading 

angle when it reaches the preview point. 

The effect of lateral acceleration on vehicle speed is 

obvious and widely accepted. From the rollover hazard 

index, the effect of longitudinal acceleration should also be 

fully considered in longitudinal control (Chen et al. 2016). 

2

3 0

t t

s

a
J dt

a
 

  
 


                 

                                               (14) 

where, 3J
 is the optimization function of vehicle 

lateral acceleration, ta
 is the lateral acceleration vector of 

unmanned vehicle, and sa
 is the standard threshold of the 

lateral acceleration of unmanned vehicle. 

The comprehensive optimization function is as follows: 

 1 1 2 2 3 3minJ w J w J w J  
                             (15) 

where, the weight coefficients of each sub-optimal 

function are 1w
, 2w

 and 3w
. The choice of the three 

factors determines the different driving styles. If the value 

of 1w
is increased, it means to reduce the lateral deviation; 

if the value of 2w
is increased, it means to emphasize the 

consistency of the heading angle of the vehicle and 

increase the stability of the vehicle; if the value of 3w
is 

increased, it represents to emphasize the consistency of 

vehicle heading angles. The appropriate preview time t can 

be obtained by iterative optimization method. The 

schematic diagram of adaptive preview time acquisition is 

shown in Figure 9. 

1J
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3J

1w

2w

3w

J min t

Figure 9. A schematic diagram of adaptive preview time 

acquisition 

3. RESULTS 

According to ISO3888-1:2016, double line-shifting 

experiment is carried out.With no brake and automatic 

lifting, the peak adhesion coefficient of road surface is 0.8. 

The simulation experiments at different speeds are carried 

out with this system. Figure 10 shows the trajectory at 80 

km/h. Fixed preview time of 0.9 s, 0.7 s and adaptive 

preview are adopted respectively. 
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Figure 10. Simulation at 80 km/h 

Figure 10 shows that the trajectory deviation is the 

largest when the preview time is 0.9 s, followed by 0.7 s, 

and the adaptive preview time is the best when the preview 

speed is 80 km/h. 

Figure 11 is the simulation result at 90 km/h: 
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(b) Preview time at 90 km/h 
Figure 11. Simulation at 90 km/h 

In Figure 11, when using fixed time of 0.6 s to preview, 

a large lateral deviation occurs at 100 m and a peak value 

of 0.5 m at 154 m; when using 0.8 s preview time, the 

error is 0.24 m at 110 m and the peak value of the whole 

trajectory occurs at 160 m. At this time, the error is 0.5 m. 

With the prolongation of preview time, the adjustment 

time after the end of the bend is prolonged 

correspondingly.When adapting to preview time, the 

lateral error can be guaranteed within 0.2 m, and the 

adjustment time is the shortest. The lateral error has been 

controlled within 0.1 m at 146 m. 

Figure 12 shows the simulation results at 100 km/h: 
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(a) Trajectory at 100 km/h 
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Figure 12. Simulation at 100 km/h 

In Figure 12, it is obvious that the closer the speed is to 

the limit condition, the more obvious the advantage of 

adaptive preview is. The maximum error of 0.6 s preview 

time is 1.0 m. If the width of the vehicle is taken into 

account at this time, the vehicle has deviated from the road 

in Section 3 of double-shift line, and is close to the road 

edge in 0.8 s preview time, and the performance of 

adaptive preview time is the best. This is because the fixed 

preview time is equivalent to not considering the current 

speed and road attribute characteristics in front, and it 

always keeps a fixed visual angle in front, which obviously 

cannot adapt to the changing road conditions. Adaptive 

preview can make corresponding judgments according to 

the current vehicle speed and road characteristics ahead, 

and accurately track the preset path. Therefore, it can 

achieve better results than fixed preview time. 

Figure 13 shows the path tracking using the designed 

system in this paper: 
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Figure 13. Path tracking of the system in this paper 

The analysis of Figure 13 shows that the tracking 

trajectory of the unmanned vehicle is almost the same as 

the experimental predetermined trajectory, and the 

deviation is not greater than 1 m when the system is used 

to control the unmanned vehicle to track under the setting 

of adaptive preview. It shows that the tracking control 

accuracy of the system in this paper is high. 

4. DISCUSSION 

Based on the research content of this paper, the 

challenges faced by the future development of unmanned 

vehicles are discussed. Unmanned vehicle is a new thing 

which integrates multi-disciplines organically. Its 

development is a process of continuous exploration and 

gradual progress. There are still many challenges for real 

batch road operation. It is not only the maturity of 

technology, but also the social problems such as license, 

liability determination, insurance and so on. The first step 

to solve the problem is to acknowledge the existence of the 

problem, rather than to hide one’s troubles and take no 

remedial measures. The difficulties and challenges faced 

by unmanned vehicles mainly include the following 

aspects. 

(1) Safety and reliability. Safety and reliability are 

always the barriers that cannot be bypassed in the 

promotion of unmanned vehicles. The self-safety of 

unmanned vehicle mainly includes hardware security, 

software security and network security. If we recognize the 

concept of active safety and passive safety, the safety of 

unmanned vehicles is more related to active safety. Firstly, 

there is a risk of failure of the environmental sensor of the 

unmanned vehicle. Vehicle-borne high-definition camera 

based on the principle of visible light reflection is 

vulnerable to strong light interference, which makes it 

impossible to obtain real and clear images; ultrasonic 

probe based on the principle of ultrasonic reflection is 

vulnerable to noise and the influence of ultrasonic 

adsorbent material, which makes it impossible to 

accurately measure the distance of obstacles; millimeter-

wave radar based on the principle of electromagnetic 

reflection may also suffer noise and deception attack under 

the support of specific equipment; 64-line laser 

rangefinder with the highest accuracy attenuates sharply in 

severe weather such as heavy rain and fog, which seriously 

affects the accuracy of three-dimensional map generation. 

Secondly, unmanned algorithms do not allow security 

vulnerabilities, which requires a lot of test data. At present, 

only Google has conducted seven years of closed testing, 

while the testing time of other manufacturers is much 

shorter. It is irresponsible to promote the application of 

unmanned driving algorithm without long-term practical 

verification. Finally, the access of unmanned vehicles to 

the Internet is bound to face network security problems. In 

the absence of reliable firewall strategies, network hackers 

can invade the core brain of unmanned vehicles through 

the Internet, tamper with code to remotely control 

unmanned vehicles, maliciously manipulate steering or 

braking systems, and create targeted safety incidents. 

(2) The imperfection of technical evaluation standard 

system. How to evaluate the technical indicators of 

Intelligent Network Unified Vehicle needs to formulate 

corresponding technical standards to measure. The 

technical standards must be based on a large number of 

experimental data. China clearly divides the development 

stage of Intelligent Network Unified Vehicle into five 

stages. The technical requirements of different stages are 

different, and the technical parameters are different. At 

present, the technical standard system of Intelligent 

Network Unified Vehicle in China is not perfect, which 

cannot provide evaluation basis for different stages of 

Intelligent Network Unified Vehicle, especially the 

maturity of high-level unmanned driving technology 

cannot be defined and judged. 

5. CONCLUSIONS 

This paper designs a path tracking control system for 

unmanned vehicle based on adaptive preview. The system 

consists of monitoring module, planning decision module 

and bottom control module, which can realize the three 

functions of monitoring, decision-making and control of 

unmanned vehicle. The system software linearizes the 

vehicle kinematics model, obtains the linear tracking error 

model of vehicle kinematics to predict the future behavior 

of the vehicle, and constructs the adaptive preview time 

model to complete the trajectory tracking of the unmanned 

vehicle. After applying this system to actual operation, the 

tracking deviation is less than 1 m, and the effect is ideal. 

The adaptive preview system in this paper can make 

corresponding judgment according to the current vehicle 

speed and road characteristics in front, and accurately track 

the preset path, which can meet the requirements of 

trajectory tracking control of unmanned vehicles. 

Based on the research content of this paper, the 

following suggestions are put forward for the future 

development challenges of unmanned vehicles: 

(1) To reduce the application cost on the basis of 

guaranteeing performance. Unmanned vehicle is a sunrise 

industry, which will drive the development of a large 

number of related industries, such as sensors, cameras, 

vehicle-borne radar, high-precision positioning and 

navigation system, wireless communication network 

system, vehicle-borne processors, and man-machine 

interactive system, etc. At the same time, it will also bring 

many conveniences to the development of human and 

society, such as greatly reducing traffic accidents caused 

by human factors, carbon emissions, and road congestion, 

sharing traffic resources and improving travel efficiency. 

The economic and social benefits brought by the 

unmanned vehicle industry are considerable, but the 

application cost at this stage is unacceptable, and it has 

become a roadblock to promote the road. n view of this 

problem, it is suggested to draw lessons from the mature 

experience of the promotion of new energy vehicles: 
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firstly, a demonstration park is established to gradually 

radiate the promotion point-to-area, and reduce costs by 

increasing the number of applications; secondly, targeted 

financial subsidies, etc. are carried out, and after the 

technology matures, the industry is stimulated to actively 

reduce manufacturing costs by subsidizing the mechanism 

of slope reduction. 

(2) To strengthen the research of networking 

technology among people, vehicles, roads and 

backgrounds. Network is a platform for integrating social 

information and resources. The development of unmanned 

vehicles in the future cannot be separated from the 

progress of network technology. Many real-time 

information related to unmanned driving needs to be 

obtained from Internet platform, such as the accuracy of 

GPS positioning system, the smooth condition of roads 

and bridges, the weather condition, the change of driving 

destination, etc. The quality of the network and the real-

time nature of the network information determine whether 

the unmanned vehicle can advance according to the set 

destination. In addition, OTA (Over-the-air, air download) 

is the future trend of the development of the upgraded 

vehicle program for unmanned vehicles. Owners need not 

go to 4S stores to complete the upgrade of the unmanned 

system, so as to obtain the latest driving experience. The 

upgrade of OTA system also needs the support of high-

speed network. Improving the download speed, coverage 

and signal stability of the network is another important 

precondition for the promotion of unmanned vehicles. At 

the same time, it is necessary to strengthen the research of 

network security technology to reduce the risk of hackers 

intruding into the network of unmanned vehicles. 

REFERENCES 

[1] Aboudonia, A., El-Badawy, A. & Rashad, R. 2017. Active 

Anti-Disturbance Control of a Quadrotor Unmanned Aerial 

Vehicle Using the Command-Filtering Backstepping 

Approach. Nonlinear Dynamics 90(9): 1-17. 

[2] Asl, H.J. and Yoon, J. 2016. Robust Image-Based Control of 

the Quadrotor Unmanned Aerial Vehicle. Nonlinear 

Dynamics 85(3): 2035-2048. 

[3] Baizid, K., Giglio, G. & Trujillo, M.A. 2017. Behavioral 

Control of Unmanned Aerial Vehicle Manipulator Systems. 

Autonomous Robots 41(5): 1203-1220. 

[4] Bi, H., Zheng, W. & Ren, Z. 2017. Using an Unmanned 

Aerial Vehicle for Topography Mapping of the Fault Zone 

Based on Structure from Motion Photogrammetry. 

International Journal of Remote Sensing 38(8-10): 2495-

2510. 

[5] Chen, F., Wen, L. & Zhang, K. 2016. A Novel Nonlinear 

Resilient Control for a Quadrotor UAV via Backstepping 

Control and Nonlinear Disturbance Observer. Nonlinear 

Dynamics 85(2): 1281-1295. 

[6] Dan, L., Duan, J. & Hui, S. 2016. A Strong Tracking Square 

Root Central Difference FastSLAM for Unmanned 

Intelligent Vehicle with Adaptive Partial Systematic 

Resampling. IEEE Transactions on Intelligent Transportation 

Systems 17(11): 3110-3120. 

[7] Ding, W., Ding, W. & Ding, W. 2017. Multi-Sensor Based 

on High-Precision Direct Georeferencing of Medium-

Altitude Unmanned Aerial Vehicle Images. International 

Journal of Remote Sensing 38(8-10): 2577-2602. 

[8] Fresk, E., Nikolakopoulos, G. &Gustafsson, T. 2016. A 

Generalized Reduced-Complexity Inertial Navigation System 

for Unmanned Aerial Vehicles. IEEE Transactions on 

Control Systems Technology 25(1): 192-207. 

[9] Gang, B.G. & Kwon, S. 2018. Design of an Energy 

Management Technology for High Endurance Unmanned 

Aerial Vehicles Powered by Fuel and Solar Cell Systems. 

International Journal of Hydrogen Energy 43(20): 9787-

9796. 

[10] Guo, J., Luo, Y. & Li, K. 2017. Adaptive Neural-Network 

Sliding Mode Cascade Architecture of Longitudinal Tracking 

Control for Unmanned Vehicles. Nonlinear Dynamics 87(4): 

2497-2510. 

[11] Guo, K. 2017. Research and Design of Remote Monitoring of 

Communication Power Supply Based on Web. Chinese 

Journal of Power Sources 41(4): 633-634. 

[12] Islam, S., Liu, P.X. & Saddik, A.E. 2017. Observer-Based 

Adaptive Output Feedback Control for Miniature Aerial 

Vehicle. IEEE Transactions on Industrial Electronics (99): 1-

1. 

[13] Jin, H., Sun, Y.H. & Wang, M.Y. 2017. Juvenile Tree 

Classification Based on Hyperspectral Image Acquired from 

an Unmanned Aerial Vehicle. International Journal of 

Remote Sensing 38(8-10): 2273-2295. 

[14] Klinger, W.B., Bertaska, I.R. & Ellenrieder, K.D.V. 2017. 

Control of an Unmanned Surface Vehicle With Uncertain 

Displacement and Drag. IEEE Journal of Oceanic 

Engineering 42(2): 458-476. 

[15] Liu, J.D., Zhang, J.C. & Li, H.N. 2016. A Novel Strategy of 

Neutral Point Potential Balancing for T-NPC Three-level 

Three-phase Four-leg Inverters. Journal of Power Supply 

14(1): 68-73. 

[16] Maeng, S.J., Park, H.I. & Yong, S.C. 2017. Preamble Design 

Technology for GMSK-Based Beamforming System with 

Multiple Unmanned Aircraft Vehicles. IEEE Transactions on 

Vehicular Technology 66(8): 7098-7113. 

[17] Ofodile, N.A. & Turner, M.C. 2016. Decentralized 

Approaches to Antiwindup Design With Application to 

Quadrotor Unmanned Aerial Vehicles. IEEE Transactions on 

Control Systems Technology 24(6): 1980-1992. 

[18] Okumus, E., San, F.G.B. & Okur, O. 2017. Development of 

Boron-Based Hydrogen and Fuel Cell System for Small 

Unmanned Aerial Vehicle. International Journal of Hydrogen 

Energy 42(4): 2691-2697. 

[19] Pei, Y., Liu, B. & Hua, Q. 2017. An Aeromagnetic Survey 

System Based on an Unmanned Autonomous Helicopter: 

Development, Experiment, and Analysis. International 

Journal of Remote Sensing 38(8-10): 3068-3083. 

[20] Saska, M., Baca, T. & Thomas, J. 2017. System for 

Deployment of Groups of Unmanned Micro Aerial Vehicles 

in GPS-denied Environments Using Onboard Visual Relative 

Localization. Autonomous Robots 41(4): 1-26. 

[21] Tong, Y. 2016. The Exploration and Research of Software 

Development Architecture Based on ASP. NET MVC 

Pattern. Journal of China Academy of Electronics and 

Information Technology 11(6): 599-602. 

[22] Wen, W.H. 2016. Application of Artificial Intelligence 

Technology in Mechanical and Electronic Engineering. 

Automation & Instrumentation (2): 96-97. 

[23] Xie, H. & Lynch, A.F. 2016. State Transformation-Based 

Dynamic Visual Servoing for an Unmanned Aerial Vehicle. 

International Journal of Control 89(5): 892-908. 

[24] Yu, M.J., Li, X. & Lv, F. 2016. Design of Hardware-in-Loop 

Simulation System for Radio Frequency Target 
Tracking. Computer Simulation 33(5): 100-104. 

[25] Zhang, D., Chen, Z. & Xi, L. 2017. Transitional Flight of 

Tail-Sitter Unmanned Aerial Vehicle Based on Multiple-

Model Adaptive Control. Journal of Aircraft 55(9): 1-6. 

 

 

 



JJMIE 
Volume 14, Number 1, March. 2020 

ISSN 1995-6665 

Pages 109 - 117 

Jordan Journal of Mechanical and Industrial Engineering  

Optimization of Clutchless AMT Shift Control Strategy for 

Electric Vehicles 

Jingpu Li, Pengcheng Sheng
*
,  Kaikai Shao 

Automotive Engineering Department, Xingtai Polytechnic College, Xingtai 054000, China 

Received OCT 16 2019    Accepted FEB 9 2020 

Abstract 

With the development of the economy, the number of cars in China is rapidly expanding, which has caused a certain 

degree of pollution to the environment. The emergence of electric vehicles has the good evasive effect on this issue. In order 

to shorten the shifting time of the electric clutchless automatic mechanical transmission (AMT) and reduce the shifting shock, 

the DC brushless drive motor, the clutchless and synchronizer-free AMT and the final drive are combined to establish the 

electric vehicle power transmission model of the drive motor and AMT controlled by the power transmission integrated 

controller. And the dynamic analysis of the picking phase, the shift process, and the torque reduction and torque recovery 

phases are carried out. Based on the dynamics of the shifting process, the implementation flow of the coordinated control of 

the shifting process is created. The classical PD control algorithm is used to optimize its control strategy and realize the 

optimal shift control of the clutchless AMT of electric vehicles. The experimental results show that the electric vehicle with 

the shift control strategy has a shifting time of 720 ms-750 ms in the static, low speed, medium speed and high speed state, 

and the impact degree is inside ±10 m·s－3 during the shifting process. This shows that the electric vehicle using the 

proposed shift control strategy has less time for shifting, high shifting quality, and smooth shifting process. 

© 2020 Jordan Journal of Mechanical and Industrial Engineering. All rights reserved 

Keywords: Electric vehicle; Clutchless; AMT; Shift control; Strategy; Optimization. 

1. Introduction  

In the face of increasingly severe energy and 

environmental problems, more and more countries regard 

the development of new energy vehicles as a national 

development strategy (Yang et al. 2017a). Under the trend 

of the country to vigorously develop green, energy-saving 

and environmentally friendly new energy vehicles, the in-

depth study of the integrated drive technology of pure 

electric vehicle power system and the coordinated control 

of automatic shifting, and the development of automotive 

electric drive system are conducive to China’s 

environmental protection and energy security. This 

provides the basis for the sustainable development of 

people, resources and the environment in the automotive 

industry. 

The automated mechanical trans-mission (AMT) has 

the simple structure, low cost, and high transmission 

efficiency. It has the good application prospect in electric 

vehicles (Yang et al. 2017b). However, the shifting process 

relies on the sliding friction of the synchronizing ring, so 

the noise impact is large and the shifting time is long, 

which seriously affects the smoothness and ride comfort of 

the vehicle shifting and limits its application (Kang et al. 

2017). In order to improve the efficiency of the electric 

drive system and meet the power requirements, the drive 

motor of the pure electric vehicle or the series hybrid 

electric vehicle usually matches the transmission (Wang et 

al. 2016a). Compared to automatic transmission (AT), 

continuously variable transmission (CVT) and dual clutch 

transmission (DCT), electronically controlled electric 

AMT does not require hydraulic or pneumatic power (Ren 

et al. 2017). AMT also has many shortcomings, such as the 

wear of the clutch friction disc, the power interruption 

during shifting, the contradiction between shifting time and 

shifting shock, but these problems do not affect its 

application performance on electric vehicles. Domestic and 

foreign scholars have done a lot of research on this (Zhou 

et al. 2016). Existing research can be divided into three 

categories depending on the structure of the AMT. In order 

to reduce the shift shock, the first type retains both the 

traditional AMT clutch and the synchronizer. Scholars 

have studied the two-speed rear mechanical automatic 

transmission (I-AMT). Through the feedback control of the 

clutch and the motor, shifting without power interruption is 

achieved (Su et al. 2016). In the I-AMT, the dry clutch is 

placed behind the AMT to eliminate power interruptions, 

but it inevitably causes energy loss (Izadkhast et al. 

2016).In order to reduce the friction loss of the clutch, the 

control method of the jaw clutch is proposed. There is less 

research on the use of a synchronizer AMT for the pure 

* Corresponding author e-mail: spcamt18@163.com. 



 © 2020 Jordan Journal of Mechanical and Industrial Engineering. All rights reserved - Volume 14, Number 1  (ISSN 1995-6665) 110 

electric vehicle because the AMT of this structure is 

complicated in structure and control, and it is not easy to 

achieve good results (Pelletier et al. 2016).The second type 

of study retained the synchronizer of the traditional AMT, 

but the clutch is removed. The reasons are:1. the motor has 

the characteristics of low speed and large torque, so the 

vehicle can be started directly by the motor drive. 2. The 

motor can be quickly switched between torque mode, free 

mode and speed mode to meet the shifting requirements. 3. 

Eliminating the clutch helps increase efficiency and 

reduces the weight and cost of the electric car. 4. The 

shifting power interruption caused by canceling the clutch 

can be compensated by shortening the shifting time (Hu et 

al. 2016a).The clutch is eliminated and the coordinated 

control of the drive motor and the shifting motor in the 

shifting process control becomes very important (Sarker et 

al. 2016). There are many studies on AMTs without 

clutches and synchronizers. Scholars have explored the 

feasibility of clutchless AMT for electric vehicle 

applications and proposed corresponding control methods. 

In order to shorten the synchronization time of the 

synchronizer and improve the service life of the 

synchronizer, scholars have proposed the constraint control 

method for the lock loop synchronizer. To improve the life 

of the synchronizer, the scholars designed the 

multivariable robust H-negative controller to evaluate the 

effect of closed-loop control based on noise and 

disturbance (Hannan et al. 2017). In order to improve the 

composite optimal control strategy for electric vehicle 

transmissions, a powertrain test rig including a high-

performance electric dynamometer is established. The 

linear secondary regulator is used to actively compensate 

the torque of the driving motor, and the nonlinear time 

optimal control is used to track the execution Rotor 

position. The proposed control strategy can analyze the 

shift process and effectively improve the shift 

quality(CHAIBenben et al.2018). 

The control method of the drive motor in the shift 

process control is proposed by coordinating the control of 

the drive motor and the shifting motor to improve the 

shifting effect. These studies have proved that it is feasible 

to cancel the clutch in AMT, but the feasibility of 

canceling the synchronizer has not been further studied. In 

the third type of study, the synchronizer in the AMT was 

cancelled. Because the target gear is directly connected to 

the motor after the clutch is removed, the clutch is 

connected to the vehicle through the output shaft. The 

inertia of these two parts is relatively large. If AMT relies 

on the synchronizer to complete the synchronization, the 

synchronization time is longer and the synchronizer wears 

out faster (Moon & Moon 2016).The shifting of the 

clutchless, synchronizer-free AMT requires the drive 

motor to have precise and fast speed regulation. At present, 

there are few studies on the control of the AMT shifting 

process of the clutchless synchronizer in pure electric 

vehicles. The existing research proves the feasibility of 

clutchless and synchronizer-free AMT, and proposes 

corresponding control strategies. However, the shifting 

time of the clutchless synchronizer AMT is relatively long 

compared to other types of transmissions. How to shorten 

the shift time under the premise of ensuring a small impact 

is still worth studying. In this paper, the optimization of the 

shift control strategy for the clutchless AMT of electric 

vehicles is studied. These include the synchronous control 

of the speed of the drive motor before the gear shift, the 

control of the shift actuator and the coordinated control of 

the two to shorten the shift time and improve the vehicle 

dynamics. 

2. MATERIALS AND METHODS 

2.1. Power transmission model of electric vehicle  

The electric vehicle power transmission system studied 

in this paper adopts the combination of DC brushless drive 

motor, AMT without clutch and synchronizer, and main 

decelerator. The drive motor and AMT are controlled by 

the power transmission integrated controller (Hu et al. 

2016b). The biggest advantage of the integrated controller 

is that it uses a control core, which saves the 

communication time between the drive motor controller 

and the AMT controller, thus shortening the shift time. The 

structure of the power transmission system is schematically 

shown in Figure 1.  
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Figure 1. Structure diagram of power transmission system 

The composition of the power transmission integrated 

controller of the pure electric vehicle is shown in Figure 2. 

The integrated controller calculates the appropriate target 

gear according to the accelerator pedal position, brake 

signal and vehicle speed, and completes the shift by 

coordinating the control of the drive motor and the shifting 

motor (Wang et al. 2016b). In the shifting process, the 

drive motor needs to perform multiple mode switching, 

and adjust the speed and torque in time to ensure that the 

shifting is smooth. 
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Figure 2. Integrated controller of electric vehicle power 

drive 
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2.2. Dynamic analysis of the shifting process 

Figure 3 is the schematic diagram of the structure of the 

AMT. The shift actuator is a motor-drive mechanism that 

does not require hydraulic power, which improves the 

efficiency of the AMT. Figure 4 shows the dynamics of the 

entire vehicle transmission system. 
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Figure 3. AMT structure diagram 
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Figure 4. Dynamic model of vehicle transmission system 

2.2.1. Force analysis during the picking stage 

During the picking phase, the force analysis of the 

meshing teeth is shown in Figure 5. 
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Figure 5. Stress analysis of meshing teeth in extraction stage 

When picking up the gear, the resistance F  mainly 

comes from the friction fF
between the engaging ring gear 

and the joint sleeve. The expression is 

/f V cF F T R                                                    (1) 

where 


 is the tooth surface friction factor; VF
is the 

contact surface positive pressure; cT
 is the torque 

transmitted by the joint sleeve; R is the joint sleeve 

indexing circle radius. 

The torque cT
transmitted by the sleeve is: 
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where mT
 is the traction motor torque; mJ

 is the 

equivalent moment of inertia of the AMT input; m is the 

angular velocity of the input shaft. inc
is the rotational 

damping coefficient of the input shaft; gi is the current 

gear ratio; VT
is the equivalent resistance torque of the 

whole vehicle. vJ
is the equivalent moment of inertia of 

the AMT output; out
 is the angular velocity of the AMT 

output shaft; outc
is the rotational damping coefficient of 

the output shaft; 0i is the main reduction ratio.  

When AMT is not in neutral, m  and out
 satisfy the 

following equation: 

m g outi                                                                     (3) 

From the Equations (1), (2) and (3): 
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In the Equation (2), inc
 and outc

 are relatively small, 

and they are ignored in the derivation of the Equation (4). 

When the actual output torque mT
 of the motor is 0, fF

 is 

the smallest, and the pick is the lightest. Therefore, it is 

necessary to reduce the output torque mT
 of the drive 
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motor to 0 before the lift, that is, to switch the drive motor 

from the torque mode to the free mode. 

2.2.2. Force analysis of the gear shift process 

In the gear stage, the force analysis of the meshing teeth 

is shown in Figure 6, and in Figure 6, hF
is the 

longitudinal force of the contact surface. 
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Figure 6. Stress analysis of meshing teeth when hanging 

At the beginning of the gear, the engaging teeth are in 

contact with the end of the target gear, and the resistance 

qF
 of the fork is as follows. 

   sin cosq N sF F F                                  (5) 

where NF
 is the contact surface positive pressure; 


 

is the tooth end chamfer angle; sF
 is the contact surface 

friction. 

NF
 and sF

 meet the following equation: 
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where 2  is the frictional contact coefficient of the 

tooth end contact surface; cF
 is the force transmitted by 

the joint sleeve. 

From (5), (6) and (7): 
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In order to ensure that the target gear is successfully 

engaged, the resistance qF
 of the fork is as small as 

possible, that is, cT
 is as small as possible. It can be seen 

from Equation (2) that cT
 depends on the output torque 

mT
 of the drive motor and the difference in rotational 

speed between the sleeve and the engagement ring gear. 

The smaller the speed difference and mT
 are, the smaller 

the cT
 is. Therefore, when the gear is engaged, the drive 

motor should stop the torque output and control the 

difference in rotational speed between the clutch sleeve 

and the engagement ring gear as small as possible. 

According to the above description, that is, the clutch 

output torque at the synchronization point is driven by the 

friction torque. The transition to static friction torque is 

prone to sudden changes in torque. This results in a large 

longitudinal impact of the vehicle and affects the smooth 

start. 

2.2.3. Dynamics analysis of the torque reduction and 

recovery phases 

From the force analysis in the picking stage, it can be 

seen that the drive motor should be switched from the 

torque mode to the free mode before the picking. After the 

gear is completed, the drive motor needs to be restored 

from free mode to torque mode. Switching between torque 

mode and free mode should establish appropriate control 

strategies to avoid large shocks. 

The impact j of a pure electric vehicle can be expressed 

as: 
2

ad uda
j

dt dt
                                                                     (9) 

where a is the acceleration; au
is the vehicle speed. 

The longitudinal acceleration of the vehicle is  

0m g T VT i i T
a

mr
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where T  is the transmission efficiency;  is the 

rotation mass conversion factor; m  is the vehicle mass; r  

is the wheel radius. 

From (9) and (10): 

 01 m g T Vd T i i T
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mr dt
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Since the shifting time is very short, it can be assumed 

that the running resistance torque of the vehicle remains 

unchanged during the shifting process, and then Equation 

(11) can be simplified as: 

0g T m
i i dT

j
mr dt




                                                                  (12) 

It can be known from Equation (12) that the impact 

degree of the pure electric vehicle is proportional to the 

first derivative of the motor output torque. The more 

intense the output torque of the motor changes, the greater 

the impact will be. The impact is inversely proportional to 

the height of the AMT gear. In order to ensure that the 

impact of the torque reduction and recovery phases is as 

small as possible, sudden changes in the motor output 

torque should be avoided. In the low gear, the motor torque 

drops and the recovery rate should be less than that in the 

high gear. 

2.3. Optimizing the control method of the shifting process 

2.3.1. Shift coordination control 

During the shifting process of the electric vehicle, a 

series of dynamic changes have occurred in the 

transmission system, such as the alternation of the motor 

load condition and the no-load condition, and the 

transmission gear shift. For the clutchless AMT electric 

drive system, the key to shifting is the coordinated control 

of the drive motor, transmission and shift actuator. 

According to the specific control method in the 

automatic shifting process, the shifting process can be 

divided into three stages: unloading, synchronous gearing 

and loading.  

During the driving process of the car, the integrated 

controller continuously collects the driving status 

information of the car. Combined with the driver’s 

operating intention, the shifting module analyzes and 

judges that when the shifting condition is reached, the 

integrated controller issues the shift signal, and the control 

system enters the shifting process. 
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In the unloading phase, the motor controller controls 

the drive motor to operate in the torque mode to unload the 

drive motor. When the output torque of the motor to be 

driven reaches the unloading target torque TE1*, the motor 

controller controls the driving motor to be switched from 

the torque mode to the free mode, so that the shifting 

actuator performs the lifting operation without any impact 

under the condition of no load. In the synchronous gearing 

phase, the motor controller controls the drive motor to 

switch from free mode to speed mode. The drive motor is 

regulated to reduce the difference in rotational speed 

between the main and driven parts of the synchronizer. 

When the driving motor speed reaches the target speed n*, 

the motor controller controls the driving motor to switch 

from the speed mode to the free mode, so that the shifting 

actuator completes the gearing operation smoothly and 

without impact under no load conditions. During the 

loading drive phase, the motor controller controls the drive 

motor to switch from free mode to torque mode. The 

output torque of the drive motor is loaded to the target 

torque TE2* required by the power system. At this time, 

the shift actuator is maintained at the current position, the 

vehicle is normally driven according to the driver’s 

operation intention, and the entire shifting process ends. 

Based on the dynamics of the shifting process, the 

coordinated control implementation process of the shifting 

process is shown in Figure 7. 
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Figure 7. Coordinated control flow of gear shifting process 

Analysis of the shifting process shows that the shifting 

coordinated control system compensates for the effect of 

clutchless in the power transmission system by accurately 

controlling the speed and torque of the drive motor, and 

smoothly completes the shifting. Therefore, in the entire 

shift coordination control system, the control of the drive 

motor is extremely important. The adjustment level of 

motor speed and torque determines the speed and 

smoothness of the shifting process. Therefore, on the basis 

of the integrated electric drive of the motor-transmission, 

the corresponding control strategy is established for the 

speed and torque of the drive motor at each stage, and the 

reliability of the system automatic shift coordination 

control strategy and the shift quality of the whole vehicle 

are improved. 

2.3.2. Optimization of shift control strategy 

In the automatic shifting process of AMT without 

clutch, for the adjustment of the output characteristics of 

the drive motors in each stage, when the normal driving, 

unloading and loading phases of the vehicle are the torque 

adjustment of the motor, the speed adjustment is in the 

synchronization phase. 

In the whole shifting process, not only the torque and 

the rotational speed of the drive motor are precisely 

adjusted, but also the drive motor needs to be switched 

between the torque adjustment and the rotational speed 

adjustment. The entire control link is automatically 

coordinated by the integrated controller. The output 

characteristics of the drive motor are temporarily not 

controlled by the accelerator pedal. 

The shifting process of the electric vehicle AMT 

without clutch is realized by using the working mode of 

the electric vehicle power motor and the control shifting 

actuator. There are three main types of actuators, namely, 

electronically controlled hydraulic, electronically 

controlled pneumatic and electronically controlled. The 

electric control electric type is selected as the DC motor 

drive of the electric vehicle. This type of DC motor drive 

uses the master chip to generate PWM to control the speed 

and matrix of the motor. It can use the sensor to adjust the 

PWM wave according to the position change of the shift 

selector to control this. 

The shifting quality of the clutchless two-speed AMT 

system is to change the transmission ratio of the 

transmission to meet the purpose of changing the 

transmission speed and torque of the vehicle. The 

evaluation of its quality mainly depends on two aspects. 

One is the time to shift gears. How to achieve fast and 

smooth shifting needs to take into account the ECU 

operating rate, actuator response, shifting speed, 

coordinated control of the power motor and the efficiency 

of the transmission. The second is the impact of shifting. 

The vehicle’s longitudinal acceleration rate of change can 

be used to identify it. 

First, the maximum change rate 
 / dt maxdT

of the 

power motor matrix needs to be confirmed. When the real-

time rate of change is less than this premise, its state value 

is reduced to 0, which can switch between the torque mode 

and the free mode. In the speed regulation of the power 

motor, if 1n
 is the target speed value after the speed 

regulation, 2n
is the mechanical automatic transmission 

intermediate shaft speed, and n  is the speed correction 

amount, then the following equation can be given. 

1 2gn i n n                                                                   (13) 

Since the speed before and after synchronization are 

increased, correction is required. It is found that adjusting 

the value of the axial force change rate can achieve the 

effect of reducing the synchronous impact. 

In order to ensure the control of the selection action and 

shifting, the classical PD control algorithm can be adopted. 

Within this algorithm, the shift position sensor’s deviation 

from the current position value and the target position 

value is 
 e t

. The shift actuator motor drive voltage 

 U t
and its relationship are as follows, 
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       1p dt
U K e k K e k e k                 (14) 

After the end of the gear, the driver’s purpose will be 

automatically recognized by the controller, and then the 

target torque of the power motor will be completed, so that 

it will take the least time to increase the target torque, and 

the free mode to torque mode can be changed. 

3. RESULTS 

In order to verify the effect of the shift control method 

in this paper, the actual vehicle test under typical working 

conditions was carried out. The shifting quality is mainly 

measured by the shifting time and the difference in 

rotational speed between the AMT output shaft and the 

target gear when the target gear is engaged. According to 

the previous theoretical and experimental data analysis, we 

know that the point that is prone to impact during the 

starting process is the clutch synchronization point. Before 

the synchronization point is the second stage of the starting 

process, and after the synchronization point is the third 

stage of the starting process. In the second stage, the 

dynamic friction torque transmitted by the clutch is 

determined by the pressing force between the clutch master 

and driven parts. In the third stage, the static friction torque 

transmitted by the clutch is equivalent to the motive 

torque. To ensure that the vehicle starts smoothly, the 

dynamic friction torque output by the clutch should be 

equal to the engine output torque before the 

synchronization point. Therefore, the control of the second 

stage can be divided into two stages before and after: 

increasing the coupling speed of the clutch in the first half 

to shorten the start time as the goal; reducing the torque 

transmitted by the clutch in the second half to suppress the 

impact at the synchronization point. 

CRUISE software is developed by AVL List. Its 

modular modeling ideas and graphical modules make it 

easy to build a complete vehicle model. Its complete solver 

ensures the accuracy and speed of calculation of the entire 

vehicle model. Improve more advanced control modules 

such as the transmission program (GB Program) module, 

transmission control (GB Control) module and calculation 

optimization functions such as automatic transmission shift 

law optimization (GSP), DOE functions, etc. to optimize 

the automatic transmission simulation The field has played 

a greater role. The use of CRUISE software to build a 

commercial vehicle AMT vehicle model and the use of 

GSP function modules to optimize its shifting rules are of 

great significance for accelerating vehicle development 

and speeding up transmission calibration. 

3.1. Static shift 

The static shift time is mainly determined by the AMT 

shift motor speed, the gear ratio of the shift actuator and 

the stroke between the high and low gears. The static shift 

time reflects the shortest shift time determined by the AMT 

mechanical structure. The shift time can be obtained by 

measuring the terminal voltage of the shifting motor. The 

shift time at rest is shown in Figure 8. 
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Figure 8. Voltage waveform at the end of the shift motor during 

parking shift 

It can be seen from Figure 8 that in the static situation, 

when the electric vehicle is changed from the low speed 

gear to the high speed gear, the voltage changes at 0.5 s, 

and the voltage value is 0 at 1.22 s. The entire shifting 

process time is 720 ms. In the static situation, when the 

electric vehicle is changed from the high speed gear to the 

low speed gear, the voltage changes at 0.6 s, and the 

voltage value is 0 at 1.35 s. The entire shifting process time 

is 735 ms. 

3.2. Shifting during driving 

In the first stage, the clutch is quickly combined to 

eliminate the gap between the master and the driven parts 

within a short time; in the second stage, the clutch's 

coupling speed is controlled to make the clutch smoothly 

enter the combined state; in the third stage, the clutch 

continues to slowly couple, which can be pursued High 

vehicle acceleration, shortening the start time. In the fourth 

stage, when the speed difference between the clutch master 

and driven parts is reduced to Δn, the combination of 

clutches is controlled according to the change in engine 

speed: if the engine speed is increased or maintained. 

Keep the same, and the throttle opening of the engine 

increases, continue to engage the clutch or maintain its 

current position; otherwise, slowly release the clutch to the 

semi-engagement point position; Phase 5, after 

synchronization, the clutch is quickly engaged until the 

end. Figure 9 shows the rotational speed of each part of the 

AMT when shifting at low, medium and high vehicle 

speeds. The shift time depends mainly on the speed of the 

car. The higher the speed is, the greater the difference in 

rotational speed between the sleeve and the target gear is, 

and the longer it takes to match the speed is. Therefore, 

shifting at different speeds can reflect the effect of the shift 

control strategy. 
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Figure 9 . Shift speed curve at different speeds 

As can be seen from Figure 9, the shift motor does not 

stop during the shifting process, whether it is low speed, 

medium speed or high speed. This shows that the drive has 

been completed before the clutch reaches the neutral cut-

off point. The effectiveness of the shifting of the clutchless 

AMT control strategy is verified. 

Figure 10 shows the shifting time for low, high and low 

gears at low, medium and high speeds. 
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Figure 10. Shift time at different speeds 
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The low gear shifts of low, medium and high speeds are 

723 ms, 725 ms and 729 ms, respectively, and the shift 

times of high gears and low gears are 742 ms, 749 ms and 

751 ms respectively. This shows that the clutchless AMT 

shift control strategy studied in this paper can significantly 

shorten the shift time of electric vehicles. 

The impact degree is the rate of change of the 

longitudinal acceleration of the vehicle, which is an 

important indicator reflecting the smoothness of the 

shifting process. According to the subjective feelings of 

passengers, countries have set corresponding standards for 

the impact value, and the German recommended value is 

10 m•s-3. The impact value of electric vehicles at different 

speeds is shown in Table 1. 

Table 1. Impact value of electric vehicles at different speeds 

Time/s 

At low speed/ m•s-

3 

Medium speed/ 

m•s-3 
At high speed/ m•s-3 

Low 

block to 

high 

block 

high 

block to 

Low 

block 

Low 

block 

to high 

block 

high 

block to 

Low 

block 

Low 

block to 

high 

block 

high block 

to Low 

block 

0.5       

0.6      8.9 

0.7 -3.6 0    2.5 

0.8      1.7 

0.9      3.5 

1.0  -0.5   2.4 -2.8 

1.1 -0.7  -0.3 -9 3.5 -0.8 

1.2   -4.9  -1.8 3.2 

1.3  0  -8.7 2.9 1.9 

1.4    5.1 -3.4 2.5 

1.5   0 -4.2 2.8 -3.5 

1.6 0.3   3.4 -3.4  

1.7    -2.8 6.7  

1.8    4.2 0.5  

1.9   3.1 7.6 -2.4  

2.0    5.4 3.4  

2.1    -1.9 -5.6  

2.2    2.6   

It can be seen from Table 1 that the electric vehicle 

using the clutchless AMT control strategy proposed in this 

paper has the shock degree of ±10 m•s-3 during shifting 

with low speed, medium speed and high speed. This shows 

that the clutchless AMT control strategy can meet the 

requirements of shift smoothness. 

The test results show that, in the static situation, the 

whole process time of the electric vehicle from the low 

speed to the high speed is 720 ms, and the process time 

from the high speed to the low speed is 735 ms. At low, 

medium and high speeds, the time required for the low 

gear to shift to the high gear is 723, 725, 729 ms, and the 

time for the high gear to the low gear is 742, 749, 751 ms. 

Whether it is low speed, medium speed or high speed, the 

shifting motor does not stop during the shifting process. 

The electric vehicle using the clutchless AMT control 

strategy proposed in this paper has the shock degree of ±10 

m•s-3 during shifting with low speed, medium speed and 

high speed. This shows that the shift control strategy of 

this paper has a good effect in shortening the shift time and 

reducing the shift impact. At the same time, it verifies the 

effectiveness of the clutchless AMT control strategy 

proposed in this paper. 

4. DISCUSSION 

(1) For the shifting process control of the electric vehicle 

without clutch AMT, the DC brushless drive motor, the 

AMT without the clutch and the synchronizer, and main 

decelerator are combined to establish the power 

transmission model of the electric vehicle controlled by the 

power transmission integrated controller. The integrated 

controller of the power traditional model has only one 

control core, which can save the communication time 

between the drive motor controller and the AMT 

controller, thereby shortening the shift time. 

(2) Through the process of shifting coordinated control, the 

shifting coordinated control strategy compensates for the 

effect of no clutch in the power transmission by accurately 

controlling the speed and torque of the drive motor, and 

smoothly completes the shift. Therefore, the control of the 

drive motor is extremely important in the entire shift 

coordination control system. The adjustment of the speed 

and torque of the motor determines the speed and 

smoothness of the shifting process. On the basis of the 

integrated electric drive system of the motor-transmission, 

the speed and torque of the drive motor at each stage are 

given corresponding control strategies in order to improve 

the reliability of the coordinated control strategy of the 

system automatic shift and the shift quality of the whole 

vehicle. 

5. CONCLUSIONS 

In this paper, based on the dynamic model of the 

integrated electric drive system of the motor-transmission, 

the automatic shifting principle of the clutchless AMT 

electric drive system is analyzed, and an automatic shift 

control strategy based on the classical PD control 

algorithm is developed. The effectiveness of the strategy is 

verified by experiments. The experimental results show 

that the automatic shift coordination control strategy 

developed in this paper can accurately control the speed 

and torque of the drive motor. The shifting mechanism can 

be coordinated, and the absolute value of the shifting 

impact is within the range of ±10 m•s-3, which is in line 

with the standard. It can smoothly complete the automatic 

shifting of the clutchless AMT drive system. The shift time 

is short, about 730ms. It is the effective strategy which 

improves shift performance. 
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Abstract 

In order to prevent inland ships from overdraft, it is necessary to detect the draft depth of inland ships to ensure the safety 

of navigation. To design a river ship draught depth detection system based on machine vision, it collects accurate and 

comprehensive visual images of ships through image acquisition module, and provides industrial computer with reasonable 

detection methods to detect the draft depth of ships. The detection results are stored in the database and displayed in real time. 

The detection module is composed of FPGA and DSP hardware to realize the system detection process, communication and 

transaction, and the effective control of the terminal. When the inland water body is clear, the system uses the edge detection 

based draft depth detection method to effectively detect the ship draft depth. When the inland water body is turbid, the system 

uses binocular stereo vision three-dimensional detection method to measure the ship draft depth. The test results show that 

when the inland water body is clear, the error of the intake depth of inland ships detected by the detection system is ±0.05 m, 

and when the inland water body is turbid, the error of the system is within ±0.07 m. This shows that the detection system can 

accurately detect the intake depth of inland water body in clear and turbid conditions, and the test results are comprehensive 

and accurate. 

© 2020 Jordan Journal of Mechanical and Industrial Engineering. All rights reserved 
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1. Introduction 

At present, due to the decline of water level in many 

rivers and the transitional cargo loading of shippers, the 

phenomenon of overdraft of inland ships is becoming more 

and more common. The phenomenon of overdraft of inland 

ships refers to the maintenance depth of ships beyond the 

waters, and the abundant water depth is insufficient to 

support the normal loading and navigation of inland ships. 

Overdraft of inland ships is very harmful, which will 

damage the structure of the ship itself, and the heavy load 

will lead to the overdraft of inland ships. Grounding or 

anchoring of a ship poses a threat to the lives of people on 

board. The management of ship overdraft behavior has 

always been a difficulty that has a special focus of inland 

waterway administration (Baigvand et al. 2015). It is 

difficult to grasp the actual draft condition of a ship by 

checking the ship’s water gauge or measuring the actual 

draft in the cabin. This makes it difficult to manage the 

phenomenon of ship’s over-draft. It makes it difficult for the 

channel administrators to obtain evidence of ship’s over-

draft. Owners usually argue and deny and refuse to 

compensate for the loss caused by the channel. How to 

design an effective ship draft depth detection system to 

detect and stop the phenomenon of ship over-draft in time 

is the problem that the waterway administrators need to 

solve. After the over-draft ship destroys the waterway, the 

waterway administrators can truly and accurately grasp the 

actual information of the ship draft and obtain the evidence 

of the ship over-draft (Prez et al. 2016). 

Inland watercraft draft depth refers to the depth of inland 

watercraft immersed in water. It is a very important 

parameter in the field of ship survey. It reflects the 

buoyancy of inland watercraft in the course of navigation, 

and uses it to reflect the ship’s drainage and cargo carrying 

capacity. By measuring the intake depth of inland ships, we 

can know whether there is over-draft phenomenon in inland 

ships or not. It is convenient for the Inland Ship 

Administrators to control the phenomenon of over-draft, 

and it also ensures the personal safety of the staff on board. 

At present, the detection of intake depth of inland ships is 

mainly based on manual detection, which mainly draws the 

intake line on the hull surface to get the intake depth. 

According to the intake depth, it can be judged whether the 

ship has over-draft phenomenon or not. In the 

measurements, the ship needs to be ashore, and the relevant 

staffs are on board to observe the intake line. This way 

cannot be separated from manual operation. In order to 

detect, it is necessary for ships to go ashore, which affects 

the normal navigation of ships and reduces the efficiency of 

ships. At the same time, because the ship draft detection line 

is exposed to the outside, it is eroded by river water, and it 

becomes ambiguous, which affects the accuracy of manual 

detection. Moreover, the artificial detection method is 

greatly affected by weather, and often affects the detection 

results when the surface wind and waves are large. This 

method also has one of the biggest drawbacks, that is, the 

ship’s draught line can be modified artificially, which 
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makes it difficult for the staff to judge whether the ship is in 

over draught state (Keenan et al. 2015). Therefore, a new 

detection system is needed to detect the draft depth of inland 

ships (Li et al. 2015; Bhatt & Pant 2015). 

In recent years, with the rapid development and wide 

application of image processing technology, machine vision 

has been widely used. Because machine vision has the 

advantages of non-contact and high efficiency, most 

scholars adopt machine vision technology to detect the draft 

depth of inland ships, such as designing a system based on 

gradient amplitude extraction to detect the depth of the 

ship’s draft line, and tracking code based on color image 

segmentation. Some scholars use HIS spatial color gradient 

and heuristic edge extraction algorithm to design a system 

based on gradient amplitude to extract water lines. 

However, these systems have some defects. In the process 

of detection, the above systems select ideal high-definition 

images, and the scratches on the surface of the ship are 

small, not natural fields. The general model in this scenario 

is only suitable for theoretical research under laboratory 

conditions, but lacks a practical ship draft line detection 

system (Qureshi & Payne 2016). Chen et al. proposed a 

draft detection system for inland water vessels based on 

multi-beam sonar sounding system. Based on sonar ranging 

technology, the design draft for inland river ships in testing 

system, complete test system software architecture design 

and communication protocols, multi-beam sonar sounding 

system adopting multi-beam sonar sounding data filtering 

de-noising algorithm filter abnormal data, the system 

realized the ship draft outline clear and accurate imaging, 

and digital, real-time display of ship draught, feasibility for 

inland river ships draft regulation control to a certain extent, 

but the system exist draft depth, but it has problems in 

practice, however, it is difficult to promote (Chen et al. 

2016). Lu et al. designed a lower computer system based on 

STM32 and FPGA dual-core structure and an upper 

computer early-warning software system based on MFC. 

Based on the propagation model of underwater ultrasonic 

wave and the diffraction effect of ultrasonic wave, 

combined with the real-time water level variation 

information, this system collects the lattice sequence of the 

draught of navigable ships, and finally calculates the draft 

depth of navigable ships, but the detection error of this 

system is large (Lu et al. 2017). Wu et al. proposed a method 

for ship draft detection based on differential scanning with 

dual sonar probes. On the basis of detailed analysis of ship 

curved contour shape, using double differential scanning 

sonar sensor technology, detection of important 

mathematical model is set up, on this basis to design a ship 

draft detection system, the implementation of inland ship 

draught detection, but the system is too simple, the existence 

question of error detection (Wu et al. 2017). 

From the point of view of machine vision, this paper 

designs an inland ship draft depth detection system, which 

can accurately detect the inland ship draft depth when the 

inland water body is clear and when the inland water body 

is turbid. It is widely used and it is applied to the actual ship 

draft depth detection. This system mainly fills the blank of 

using machine vision to detect the depth of ship's draught, 

and is also a further extension of the application scope of 

machine vision, which has certain applicability and 

reliability. 

2. Materials and methods 

2.1. System architecture 

The intake depth detection of inland ships based on 

machine vision is mainly composed of the following 

modules: image acquisition module, image processing 

module, detection module, human-computer interaction 

module and result storage module. The system can not only 

reflect the characteristics of human recognition of single 

frame waterline, but also replace the human brain to analyze 

the results of the waterline. The image acquisition module 

is similar to the human eye, which obtains the ship draft 

image and initializes the camera with Opence. The image 

processing module is equivalent to the human brain nerve, 

which is used to think, calculate and solve problems. The 

main functions of the image acquisition module are 

preprocessing, image denoising, ROI positioning, edge 

detection or projection positioning, etc. The detection 

module determines the ship draft line in several wave 

cycles. The detection module mainly detects the image 

processed by the image processing module (Goren et al. 

2017). Human-computer interaction module is equivalent to 

human subjective consciousness. After receiving 

comprehensive information, the final action and decision 

are made. The results are displayed to users in the form of 

human-computer interaction, which is convenient for users 

to observe. Storage module accesses and verifies the current 

recognition image. The architecture of the detection system 

is shown in Figure 1. 
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Figure 1. Test system architecture 
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2.1.1. Image acquisition module 
The structure of the image acquisition module in the 

system is described in Figure 2. From Figure 2, it can be 

seen that the light source, lens, industrial camera and so on 

are the important components of the module. 

In the image acquisition module, three industrial 

cameras are set up to acquire accurate and comprehensive 

visual images of ship draft. The industrial cameras are 

placed in the same two-dimensional plane perpendicular to 

the detected ship. When the image acquisition module 

collects the ship draft image, the encoder rotates with the 

guide wheel driving, the pulse counter card receives the 

signal transmitted by the encoder, and the related 

parameters of the detected ship are stored in the counter 

card. The counter card sends the trigger command to the 

camera after running a frame of the image. After the camera 

collects the image data of the ship draft image, it is provided 

to the industrial control computer and the reasonable 

detector is adopted. The method implements the detection 

of ship draft depth, and the results are stored in the database 

and displayed in real time. 

2.1.2. Detection Module 
This system uses machine vision technology to realize 

intake detection of inland ships. Machine vision technology 

is a technology that converts the signal to be measured into 

image signal by image sensor, and uses special image 

processing system to process the image signal pertinently 

and recognize the undetermined results automatically 

(Haase et al. 2016; Yan 2015). At present, on-line machine 

vision inspection has become an important part of ship draft 

depth detection, which has great economic and social 

benefits. With the development of high-speed image sensor, 

high-speed DSP and highly integrated FPGA, the 

technology of high-speed online machine vision is 

becoming more and more perfect (Zheng et al. 2015). Based 

on machine vision detection technology, the system designs 

a depth of draft detection module for inland ships. The 

principle is shown in Figure 3. 
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The core part of the detection module is composed of the 

hardware of FPGA and DSP. The real-time control of the 

system is carried out by the FPGA, and the core algorithm 

is realized. The complex algorithm is completed through the 

communication, transaction management, storage and 

terminal management of the DSP with pipeline operation 

and efficient data processing ability. The bridge connection 

between the FPGA and the DSP is used to realize seamless 

connection and improve the efficiency of the system. 

2.2. Inspection of inland watercraft drainage depth based 
on machine vision technology 

2.2.1. Method of inland vessel drainage depth detection 
based on edge detection 

Based on edge detection, the position of intake line of 

inland ship is obtained, and the intake depth of inland ship 

is calculated by intake line. When the water body of inland 

river is clear, transparent, bright and the water line state is 

relatively flat, it is easy to get the target edge by direct edge 

testing. In order to ensure the extraction of the target water 

line, it is necessary to obtain as much image gradient 

information as possible. Therefore, the detection system 

uses image global information, because histogram 

technology is an important means of image enhancement, 

and histogram technology should be adopted. The method 

corrects the gray level of the image, enlarges the dynamic 

contrast range of the image, expands the contrast, makes the 

image clearer and has obvious features. It obtains the image 

with better effect after the correction. By using the 

difference of gray level characteristics between the object 

and background to be extracted from the image, the 

horizontal gradient information of the whole gray level 

image is detected according to the direction of Sobel 

operator, and the appropriate threshold is selected. The 

image is divided into meaningful regions, and the target is 

extracted from the image for further analysis (Khalili & 

Vahidnia 2015). Then the binary image is obtained by 

Hough line, and the longest line is detected. The midpoint 

of the detected line is taken as a horizontal line, that is, a 

single frame draft line, and the draft depth is obtained 

according to the known draft line. 

Firstly, the edge detection of the segmented image is 

carried out. The commonly used operators of edge detection 

include Rebort, Sobel, Guass and Canny operators. In view 

of the comprehensive consideration of edge orientation and 

sensitivity to interference (Howarth et al. 2015), this paper 

mainly applies Sobel edge segmentation. Sobel detection 

operator is an algorithm that uses the adjacent points of the 

pixel points to obtain gray weights, which mainly depends 

on the direction of the detection edge and the sensitivity to 

interference (Howarth et al. 2015). According to the 

principle that the gradient at the edge points reaches the 

extreme value, the following equations are needed for edge 

detection. 
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The Sobel operator template is shown as follows: 
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Figure 4. Sobel operator template diagram 

Through the above template which detects the draft line, 

and according to the test results, it can be seen that the 

introduction of local average value in the algorithm has little 

impact on noise. Sobel operator is an algorithm with high 

detection continuity, and can also detect the details of the 

image very well. So when the inland water surface is calm 

and the water line is straight, the Sobel detection line along 

the X direction can often achieve the detection purpose. 

The purpose of edge detection is to identify the points 

with obvious gradient change in gray image. When these 

points are adjacent and have similar directions, special edge 

line segments can be constructed by using detection 

algorithm, but these detection lines are not completely 

required waterlines. After the detection of scratches and 

exposure edges of inland river hulls, pseudo-edges will be 

generated, and some constraints need to be added. At 

present, Hough transform is the most effective method for 

line detection. Its advantage is that it is easy to transform 

geometric figures quickly and efficiently. In the plane 

rectangular coordinate (x-y), the linear equation can be 

expressed as y=kx+ b. 

For a fixed point 
0 0( , y )x  on a straight line, there is a 

definite equation 
0y kx b  , which represents a straight 

line in the parameter plane (kx-b). Therefore, a point in the 

image needs to correspond to a sinusoidal curve in the plane. 

For all points in the image, Hough transform is used. The 

final line to be detected must correspond to the point groups 

where the lines intersect in the parameter plane. The 

parameter equation cos ysinp x    is usually used to 

detect the exact position of the intake line of inland ships 

and get the intake depth of inland ships. However, this 

system is only suitable for transparent water, i.e. bright 

water line and relatively flat water line condition. 

When the water body is turbid and unstable, that is, the 

clarity of the water body is not high, the fluctuation of the 

water line is large, and the brightness of the water line is 

reduced, it is difficult to detect the draft depth of inland 

ships by edge detection and Hough transform (Yang et al. 

2015). At this time, the detection system uses binocular 

stereo vision three-dimensional detection method to detect 

the intake depth of inland ships. 

2.2.2. Three-dimensional detection method of binocular 
stereovision 

Binocular stereo vision system is used to detect ship 

heave. The draft depth of the ship is determined mainly 

according to the relative position distance between the 

supply ship and shore base. Two cameras, a computer (or 

DSP system) and a characteristic object are used in the 
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binocular stereo vision three-dimensional measurement. 

The binocular camera of the system is fixed on the crane 

boom. When installed, the optical axis plane of the two 

cameras is perpendicular to the horizontal plane. 

Characteristic objects are placed near the landing point of 

the cargo on the replenished ship. The relative position 

between the camera and the characteristic objects can be 

detected by the binocular stereo vision three-dimensional 

measurement and detection system (Cheng et al. 2015; 

Zhou et al. 2015), and the relative height can be obtained. 

In order to facilitate image processing, the system uses the 

feature object as a circular color block. The principle of 

three-dimensional measurement of ship heave by binocular 

stereo vision is shown in Figure 5. The left camera O-xyz is 

located at the origin of the coordinate system without 

rotation, the image coordinate system is Ol-XlYl, the 

effective focal length is fl, the right camera coordinate is Or-

xryrzr, the image coordinate system is Or-XrYr, and the 

effective focal length is fr. 
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Figure 5. Three-dimensional reconstruction of spatial 

points in binocular stereo vision measurement 

For the same characteristic point P in the process of ship 

heave, the three-dimensional coordinates of the two 

cameras are Pl=(Xl, Yl) and Pr=(Xr, Yr), respectively. Then 

the three-dimensional coordinates of the space P point can 

be expressed as follows: 
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The space transformation matrix between O-xyz 

coordinate system and Or-xryrzr coordinate system is Ml: 

 lr =M R T                                                                       (5) 
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R and T are rotation matrices and translation vectors 

between O-xyz coordinate system and Or-xryrzr coordinate 

system respectively. By calibrating R and T parameters, the 

actual coordinate position of P point can be obtained 

according to the output result of image processing. When 

the left and right cameras are installed in the detection 

system, because the optical axes of the two cameras 

intersect and the plane formed is perpendicular to the plane 

of the two cameras’ images, Or-XrYr rotates θ angle around 

the Y axis on the basis of coincidence with the O-xyz system 

and moves to (tx, tz) on the xz plane. If the rotation matrix 

is represented by Euler angles, the following R and T can be 

obtained. 
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In the binocular ranging system, image processing is the 

key. The image processing methods are as follows: after the 

binocular camera obtains the image, in order to make the 

target feature color block stand out, the image is first 

enhanced for the characteristic color, and the difference of 

the image pigmentation value is widened as far as possible 

(Boss et al. 2017). At the same time, in order to save time 

and space for subsequent image processing, the color image 

is converted into gray-scale image, and then binarized. 

Then, the image is filtered by median filter, the discrete 

solitary points are removed, and some blank points in the 

target are repaired. Finally, in MATLAB, the centroid 

method of region description sub-region is used, that is, the 

function regionprops (L,’Centroid’), L is the image matrix, 

and Centroid is the image matrix. The X and Y coordinate 

vectors of the center of mass of each color block can be 

obtained from these vectors. According to the maximum 

area of the feature block, the coordinates Pl= (X1, Yl) and 

Pr= (Xr, Yr) of the target feature block point in the left and 

right plane images can be obtained. By substituting X1, Y1, 

Xr and Yr into the calibrated binocular ranging equation, the 

spatial coordinates (X, Y, Z) of the target point can be 

obtained, which directly reflects the relative vertical 

distance Z between the replenishment vessel (or shore base) 

and the replenished vessel, i.e. the heave of the Inland 

vessel, and thus the draft depth of the inland vessel can be 

obtained. The specific steps are shown in Figure 6. 

Left camera Right camera

image processing image processing 

 Pl=(X1,YI) Pr=（Xn,Yr）

Z (that is, distance) calculated from formula

 
Figure 6. flow chart of system data processing 
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3. Results 

In order to verify whether the detection system in this 

paper can get the depth of intake line of inland ships for 

practical needs or not, the detection effect of this system is 

as follows: if the actual intake depth of an inland ship is 

detected by video tape, the depth of intake of the ship is 

detected under clear and turbid conditions, the visual field 

is 22 s, the frame number is 25 f/s, and the resolution is 

720×576 (16: 9). The hardware environment of the 

experiment is intel pemtium. 73 GHz, Windows XP, 1GB 

memory PC, and software platform: The program is written 

by using OpenCV visual algorithm library in the 

environment of VC6.0. 

The inland waterway vessel is a 2500-ton inland 

waterway bulk carrier with a length of 94.57m, the molded 

breadth of 16m, the moulded depth of 6.2m, maximum 

loading capacity of 2476 t and speed of 21km/h. The wave 

height of this test section is 0.5m-1.5m, which corresponds 

to the level 4 of beaufort wind, and the velocity on the beach 

in the navigation area is below 3.5m/s. The visual image of 

the ship is shown in Figure 7. 

3.1. Deep drainage line of inland ships based on edge 
detection 

3.1.1. Edge detection, geometric correction experiments 
and result analysis 

When the water body of the inland river is clear, the gray 

level of the forecasted draft image of the experimental ship 

needs to be processed when the detection system is used to 

detect the edge. Histogram technology can treat the gray 

level of the image as a random number set. The gray level 

of the image can be modified by histogram to improve the 

visibility of the image and the contrast of the image while 

brightening. Thus, the experimental image can be 

processed. Histogram processing, as shown in Figure 8, can 

be seen that each histogram shows obvious double peaks, 

and the minimum gray level is selected as the threshold for 

effective image segmentation. 

 

Figure. 7 Visual image of ship 

 
RGB original diagram                                 R channel original diagram    

 
RGB histogram                                        R-channel histogram 

 
Figure 8. Image cut space selection 
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The aim of smoothing before edge detection is to 

improve the signal-to-noise ratio of ship draft image and 

eliminate noise interference. After verification, Sobel 

operator is the best edge detection operator. It uses the 

Gauss filter to smooth the edge. The Gauss filter is a low-

pass filter. It can suppress the higher frequency signal, so it 

can reduce the interference of false edge points. In addition, 

Sobel operator detects the edges of pixels through edge 

connection to ensure the integrity of edges. After many 

experiments, it is found that when the double threshold of 

Sobel operator is (18, 54), edge detection is the best. After 

edge detection, it cannot be determined whether the 

obtained waterline is a real waterline. Hough transform is 

needed to transform it to get the exact waterline. 

3.1.2. Hough transform, drainage depth determination 
experiments and result analysis 

The binary image of a single frame image is obtained by 

Hough transform, and the current draft value is obtained 

from the suspected water line for detecting the draft depth. 

The draft line is determined based on the algorithm of 

converting the curve into a straight line, and then the draft 

depth is detected. Traditional draught line detection is based 

on least squares method, but the actual use of least squares 

fitting is a regression method, processing efficiency is slow, 

its shortcoming is that if there are some errors deviating 

from larger points, it will affect the overall fitting effect, 

resulting in inaccurate detection of draught depth. This 

detection system uses a method based on edge detection of 

draught depth detection, according to binary images. The 

projection is used to determine the draft depth of a single-

frame water scale image. The total number of white pixels 

in each row is counted. The ratio of bright pixels to the total 

number is set as a threshold to determine the final draft 

depth of a single-frame image, as shown in Figure 9. 
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Figure 9 .Horizontal projection graph of bright Pixels 

According to Figure 9, the number of pixels after 

projection of binary image is approximately straight line. 

When the threshold is set to 50% of the total line pixels, it 

is exactly the center of the vertical coordinates of the 

oblique line. Since the first detected draft line may be 

caused by noise such as scratches on the ship’s surface, the 

horizontal line of the line is fixed as a suspected draft line, 

and the suspected draft line is scanned downward to check 

the suspected draft line. If the statistical proportion of 

continuous bright pixels is more than 50%, the suspected 

draught line is determined as a single frame draught line. 

Otherwise, the detection of the frame is invalid. Then it is 

tested. The results of manual observation and experiment 

are compared, the error is calculated as follows: 

k f z                                                                           (7) 

Where, f  represents the detect draft depth, z  

represents the actual draft depth. 

The experimental error is shown in Table 1. 

Table 1. Experimental error Analysis 

number of 

times 
Detect draft depth/m 

Actual draft 

depth/m 
Error/m 

1 4.28 4.26 0.02 

2 3.13 3.13 0 

3 4.47 4.45 0.02 

4 2.49 2.30 -0.01 

5 4.17 4.18 -0.01 

6 3.43 3.45 -0.02 

7 4.77 4.76 0.01 

8 2.89 2.90 -0.01 

9 3.65 3.66 -0.01 

10 4.23 4.22 0.01 

By comparing the measured data and calibration values, 

it can be concluded that when the water body of the inland 

river is clear in the experiment, the error of the draft depth 

value of inland ship detected by the detection system in this 

paper is ±+0.05m, which meets the detection requirements. 

It can be seen that the edge detection method used in this 

detection system has low error and high accuracy in actual 

draught line monitoring. To determine the draught depth 

through the draught line is of great significance to the 

measurement of the draught depth, and can meet the needs 

of actual detection. 

3.2. Binocular ranging experiment 

When the inland water is turbid in the experiment, the 

effect of the binocular stereo vision three-dimensional 

detection method used in this system to detect the draft 

depth of ships is tested. For discrete abnormal data, the 

median filtering algorithm is used to simulate the ship 

draught profile and discrete jump data. The simulation steps 

are divided into three steps. Firstly, the horizontal line and 

sinusoidal curve are used to simulate the water surface and 

ship draught profile respectively. Secondly, the uniformly 

distributed random number is added to simulate the noise. 

Finally, the median filtering method is applied to deal with 

the abnormal data. After eliminating a large amount of 

noise, the input is obtained. The filtered image is shown in 

Figure 10. 
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(a) Simulation of ship draft profile before filtering 
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(b) Simulation of ship draft profile after median filtering 

Figure 10. Effect of median filter on removing discrete jump 

anomaly data 

From the simulation results of the median filtering 

algorithm presented in the above figure, it can be seen that 

the median filtering has good filtering effect on random 

noise generated in ship draught imaging. The features of the 

continuous jump abnormal data are concentrated and 

continuous, and generally distributed in the stern of the ship. 

The median filtering and other algorithms for random noise 

are not suitable. For this feature, the curve should be fitted 

according to the normal data and the abnormal data should 

be fitted. The centralized area is forecasted, but machine 

vision technology is used to detect the ship stern according 

to the image. When detecting the stern, the detection data 

are all abnormal data. There is no normal data to fit and 

predict. The least square method is needed to fit and forecast 

the normal data. The results are shown in Figure 11. 
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(b) After filtering 

Figure 11. Least square fitting 

The results of anomaly data processing are shown in 

Figure 11, Figure 11(a) is the continuous jump anomaly 

data, and Figure 11(b) is the normal data after fitting 

prediction. It can be seen that the least squares fitting 

prediction data used in this detection system can effectively 

identify the continuous anomaly data and obtain the normal 

data segment. 

Based on the normal data of the minimum binary fitting 

prediction, the experiment of detecting the draft depth of 

inland ships is carried out. The experimental ships are tested 

systematically. The feature color blocks are placed in 

different directions (i.e. space coordinates X, Y) and 

different distances (i.e. space coordinates Z) of the 

experimental ships. After obtaining the image coordinates 

Pl (X1, Y1) and Pr (Xr, Yr) captured by the left and right 

cameras, the feature points are captured by using 

MATLAB. After processing, the vertical distance Z from 

the feature point to the camera can be calculated, as shown 

in Table 2. 
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Table2. Detection of draft depth 

Number of 

times 
Detect draft depth/m Actual draft depth/m Error/m 

1 1.39 1.45 -0.06 

2 3.22 3.16 0.06 

3 4.02 4.27 -0.07 

4 4.29 4.28 0.01 

5 3.31 3.29 0.02 

6 4.31 4.30 0.01 

7 2.28 2.31 -0.03 

8 3.37 3.32 0.05 

9 4.35 4.33 0.02 

10 4.32 4.34 -0.02 

From several sets of data in Table 2, it can be seen that 

when the inland water body is turbid in the experiment, the 

difference between the detection distance and the actual 

distance of this system is small, all within the range of ±0.07 

m. That is to say, the error between the actual depth of 

intake and the binocular stereo vision is relatively small, 

which can measure the actual depth of intake of inland water 

vessels well. Therefore, binocular stereo vision three-

dimensional measurement detection is used in practice. The 

intake depth of inland ships is maneuverable and accurate, 

which is superior to manual detection method and reduces 

the difficulty of detection for ship administrators. 

4. Discussions 

As a means of transportation, ships play an important 

role in the transport industry. Drainage depth of inland ships 

is an important measurement parameter. The actual draft 

depth of overdraft phenomenon is 5.5m, so no overdraft 

phenomenon was found during the test in this paper. 

However, accurate detection of draft depth will reduce the 

occurrence of overdraft phenomenon, which is conducive to 

the claim of ship for channel damage, and effectively 

protect channel resources and smooth channel. At the same 

time, it can also protect the ship in the normal state of 

navigation, reduce navigation resistance, and is also an 

important measure of energy saving and emission reduction. 

From the point of view of machine vision, this paper 

designed system overcomes the drawback of traditional 

artificial observation, get rid of the subjectivity of manual 

reading scale value, due to the flow speed and reduces the 

error caused by manual measurement, avoid the water flow 

rate on the measurement results of adverse effects, improves 

the accuracy of measurement, obtain more accurate testing 

data of ship draught. 

In this paper, through a lot of research, combined with 

the convenience of the actual scene and the requirement of 

sampling stability, according to machine vision technology, 

the collected images are analyzed. According to the 

different clarity of river water body, the detection method 

of inland ship draft depth is designed. For transparent water 

body, when the water line is bright and smooth, the global 

image edge detection and Hough line detection are used. 

Firstly, the S-ray method is used. The experiment shows 

that when the double threshold of Sobel operator is set at 

(18, 54), the value obtained by edge detection is the most 

rational. The suspected waterline can be obtained by edge 

detection. In order to determine the waterline, Hough 

transform should be used to get the binary image of a single 

image. The total number of white pixels in each line is 

counted and the proportion of bright pixels is set. From the 

results, we can see that the statistical proportion of 

continuous bright pixels is more than 50%, and the 

suspected draught line is determined as a single frame 

draught line. Then we compare and analyze the difference 

between the actual inland ship draught depth and the 

experimental results. Through the above error analysis, we 

find that the error value of the two is 0.001m. The error 

requirement is far less than the expected ±0.01m. It can be 

seen that the edge detection method used in the detection 

system in this paper can meet the needs of actual detection 

because of the low error and high accuracy of the actual 

draft line of the detected ship in the case of clear inland 

waters. 

Aiming at the turbid inland river water body, i.e. the 

clarity of the river water body is not high, the water line 

fluctuates greatly and the brightness of the water line is low, 

so we should use binocular stereo vision three-dimensional 

measurement method to detect the draft depth of the ship. 

Firstly, the abnormal data are filtered, and the horizontal 

straight line and sinusoidal function curve are used to 

simulate the water surface and the draft profile of the ship 

respectively. Secondly, the uniformly distributed random 

number is added to simulate noise. Finally, through median 

filtering and output filtered image, it can be seen from the 

output filtered image that the noise generated in the process 

of ship draught imaging is greatly reduced, that is, median 

filtering has good filtering effect on random noise generated 

in the process of ship draught imaging. Least squares are 

used for regression prediction and fitting processing of 

information. It is found that after fitting, the connection can 

be effectively identified. Continuous anomalous data have 

little influence on the normal data section. Finally, the 

experimental prediction of the intake depth of inland 

watercraft is obtained through the processed data. 

Compared with the actual intake depth of the ship, it is 

found that the error between the two is relatively small, 

fluctuating up and down ±0.1m, and is close to the actual 

intake depth of the ship. Therefore, when the water body 

fluctuates greatly, binocular stereo vision three-dimensional 

measurement is adopted. It can detect the draft depth of the 

ship very well. 

In this paper, machine vision technology is used to detect 

the draft depth of inland ships. It can not only accurately 

detect the draft depth under normal conditions, but also has 

strong applicability to exposure, scratches on the surface of 

the ship, and the location of the water trace is not obvious. 

The detection system in this paper has good prospects for 

popularization and application in inland river lock, diving 

controlled channel, port and load reduction base areas 

where strict control of ship draught is needed. Especially for 

the design of artificial structures with clear draught control 

standards, such as ship lock and lift, it plays an important 

role in ensuring the safety of facilities and smooth 

navigation. 

5. Conclusions 

In this paper, according to different river water 

conditions, different theories are adopted to design the 

inland ship draft depth detection system, so that the ship 

managers can efficiently and accurately detect the ship draft 

depth, and can timely detect the phenomenon of ship over 

draft, so as to avoid the danger to the river course and the 

staff on board. In this paper, the detection system uses 
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machine vision technology to realize the high-precision 

detection of the draft depth of inland river vessels under 

clear and turbid water conditions through the detection 

method of draft depth based on edge detection and binocular 

stereo vision three-dimensional detection. It provides an 

important reference for real-time monitoring and early 

warning of ship draft, and reduces the occurrence of ship 

grounding, antennae and other safety accidents. The safety 

of ships and waterways is of great significance to the 

shipping industry. 

Acknowledgement 

Foundation item: Scientific and technological project of 

Henan Province (No. 162102210082); Research Program 

for Advanced Talents of North China University of Water 

Resources and Electric Power (No. 40427). 

References 

[1] Baigvand, M., Banakar, A., Minaei, S. 2015. Machine vision 

system for grading of dried figs. Computers & Electronics in 

Agriculture 119 (C):158-165. 

[2] Bhatt, A.K., Pant, D.2015. Automatic apple grading model 

development based on back propagation neural network and 

machine vision, and its performance evaluatio. Ai & Society 

30 (1):45-56. 

[3] Boss, Z., Wang, J.L., Ren, X.F. 2017. Design of standard parts 

recovery system based on machine vision. Automation and 

Instrumentation (8):32-33. 

[4] Chen, Y.D., Chen, F., Tang, W.J. 2016. Simulation study on 

ship navigation stability control on water. Computer 

simulation33 (11): 203-207. 

[5] Cheng, J., Zhang, X.Y., Li, R.X. 2015. Meta-learning-based 

software defect prediction and recommendation method. 

Journal of China Academy of Electronic and Information 

Technology 10 (6):620 -627. 

[6] Goren, O., Calisal, S. M., Danisman, D.B. 2017. Mathematical 

programming basis for ship resistance reduction through the 

optimization of design waterline. Journal of Marine Science & 

Technology 22(3):1-12. 

[7] Haase, M., Binns, J., Thomas, G. 2016. Wave-piercing 

catamaran transom stern ventilation process. Ship Technology 

Research 63(2):71-80. 

[8] Howarth, M.S., Brandon, J.R., Searcy, S.W. 2015. Estimation 

of tip shape for carrot classification by machine vision. Journal 

of Agricultural Engineering Research 53(2):123-139. 

[9] Keenan, S. J., Diamond, J, Mccluggage, W.G. 2015. An 

automated machine vision system for the histological grading 

of cervical intraepithelial neoplasia. Journal of Pathology 

192(3):351-362. 

[10] Khalili, K., Vahidnia, M.2015. Improving the Accuracy of 

Crack Length Measurement Using Machine Vision. Procedia 

Technology 19:48-55. 

[11] Li, Z., Mao, T., Liu, T. 2015. Comparison and optimization of 

pig mass estimation models based on machine vision. 

Transactions of the Chinese Society of Agricultural 

Engineering 31(2):155-161(7). 

[12] Pérez, L., Rodríguez, Í., Rodríguez, N. 2016. Robot guidance 

using machine vision techniques in industrial environments: A 

Comparative Review. Sensors 16(3):335. 

[13] Qureshi, W.S., Payne. 2016. Machine vision for counting fruit 

on mango tree canopies. Precision Agriculture 17(3):1-21. 

[14] Chen D.S., Zhu J.H., Li J.X., et al. 2016. Inland ship draft 

detection based on multibeam echo sounder in pitchup setting. 

Port & Waterway Engineering 34(1):152157. 

[15] Lu L., Xiong M.D., Gao Y.F., et al. 2017. Research on ship 

draft check system of ship lift. Yangtze River 48(20):7174+79. 

[16] Wu J., Shu Y.J., Zhou Y.H. 2017. Ship's draft measurement 

method based on double probe differential scanning sonar for 

hanging type side ship. Transducer and Microsystem 

Technologies. 36(6):3234. 

[17] Yan, L.I., Xin, L. I., Luo, Y. 2015. Jacket effects on heave, roll 

and pitch motions of a new floating deep-draft 

semisubmersible concept. Journal of Ship Mechanics 

19(6):664-676. 

[18] Yang, X.F., Lin, Z.Q., Zhou, C.Y. 2015. A review of 

circulation suppression techniques for modular multilevel 

converters MMC. Journal of Power supplies13 (6): 58-68. 

[19] Zheng, K., Du, C., Li, J. 2015. Underground pneumatic 

separation of coal and gangue with large size (≥ 50 mm) in 

green mining based on the machine vision system. Powder 

Technology278:223-233. 

[20] Zhou, Q.S., Chen, J.J., Xu, X.Y. 2015. Coin sorting 

technology based on machine vision. Communication Power 

supply Technology 32 (4): 74-77. 

 

http://www.wanfangdata.com.cn/details/detail.do?_type=perio&id=sygc201601031
http://www.wanfangdata.com.cn/details/detail.do?_type=perio&id=sygc201601031
http://www.wanfangdata.com.cn/details/detail.do?_type=perio&id=rmcj201720013
http://www.wanfangdata.com.cn/details/detail.do?_type=perio&id=rmcj201720013
http://www.wanfangdata.com.cn/details/detail.do?_type=perio&id=cgqjs201706009
http://www.wanfangdata.com.cn/details/detail.do?_type=perio&id=cgqjs201706009
http://www.wanfangdata.com.cn/details/javascript:void(0)
http://www.wanfangdata.com.cn/details/javascript:void(0)


JJMIE 
Volume 14, Number 1, March. 2020 

ISSN 1995-6665 
Pages 129 - 137 

Jordan Journal of Mechanical and Industrial Engineering  

Regional Coordination Control Method of Rail Transit Signal 

Based on Unmanned Driver 

Yongcheng Wua*, Changqiong Yangb,  Lanlan Huangfuc 

aGansu Engineering Research Center of Industrial Transportation Automation, Lanzhou Jiaotong University, Lanzhou 730070, China 
bKey Laboratory of Opt-Electronic Technology and Intelligent Control Ministry of Education, Lanzhou Jiaotong University, Lanzhou 

730070, China 
cSchool of Engineering and Automation, Lanzhou Jiaotong University, Lanzhou 730070, China 

  

Received OCT 16 2019    Accepted JAN 3 2020 

Abstract 

In order to reduce the traffic congestion of driverless vehicles in rail transit and reduce the probability of traffic accidents 

of driverless vehicles, a coordinated regional control method based on driverless rail transit signal is proposed. The operation 

structure of driverless rail transit is designed based on vehicle network technology. The vehicle information is obtained by 

radio frequency identification equipment and the wireless communication technology is used. Instructions are conveyed to the 

built-in speed controller and steering controller of the vehicle. Vehicle speed, steering and running phase are controlled by the 

unmanned automatic tracking control module and the signal priority control module of the unmanned vehicle. The photoelectric 

sensor is used in the unmanned automatic tracking control module to convert the test results of the collected rail traffic signal 

into the lateral deviation to obtain the driving advance of the vehicle. Aiming at the information, adding the “driver” model to 

automatically control the state of the vehicle; the signal priority control module of the driverless vehicle chooses the vehicle to 

restore the priority request through the signal priority request and processing flow, adjusts the vehicle operation phase, and 

ensures the driverless vehicle to pass as first as possible according to the signal priority strategy of the rail transit. The 

experimental results show that the difference between the angle command and the actual angle is 20°. Within the range, the 

front wheel angle error does not exceed 1.45°. The average stability of the method is 0.9747, and the stability is good. 

© 2020 Jordan Journal of Mechanical and Industrial Engineering. All rights reserved 
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1. Introduction 

Rail transit is a kind of transportation means that carries 

run on “specific” tracks, which also produces support and 

guidance. Transportation develops with the development of 

society. Safety is a concern for all people. In order to ensure 

the safety of no vehicles in rail transit, it is necessary to 

coordinate the control of vehicles in the signal area of rail 

transit so as to realize the safe travel of vehicles [1]. 

Unmanned driving technology just meets the actual 

requirements. Unmanned driving technology refers to the 

use of on-board sensors to obtain relevant data and 

information in the course of driving, according to the 

acquired information, to process, analyze, and control the 

steering and speed of the vehicle, so as to make the vehicle 

run safely on the road. Since the 1970s, developed countries 

have begun to study driverless cars and made some 

progress. As early as the 1980s, China began to develop 

driverless cars. In 1992, it developed the first driverless car 

in China, which marked a new technological breakthrough 

in the field of driverless vehicles in China [2]. This means 

that the level of driverless vehicles in China has been 

improved. It is at the advanced level in the world. 

Unmanned driving has three advantages. Firstly, it can 

achieve precise control of rail transit transportation, avoid 

artificial abnormal operation [3]. Secondly, it can save 

manpower and material resources and liberate a large 

number of labor forces. In addition, it can prevent rail transit 

accidents. Because unmanned vehicles can adapt to 

narrower streets, there will be no traffic jams and reduce 

energy and save a lot of money for the government [4]. 

Unmanned vehicle control technology is a multi-

disciplinary and multi-industry integrated technology [5], 

which integrates vehicle engineering, computer technology, 

automatic control theory, architecture theory and other 

theories and technologies. It has not only huge military 

value, but also broad industrial and civil value. It is a 

national computer science, recognition mode and 

intelligence. The development level of technology can be 

controlled, which is also an important symbol to measure a 

country’s scientific research strength and industrial level 

[6]. Therefore, it is necessary to study the coordinated 

control method of unmanned driving in signal area of rail 

transit. 

2. Materials and methods 

2.1. Design of unmanned rail transit based on vehicle 
networking technology 

2.1.1. Design of operation structure of unmanned rail 
transit 

Unmanned rail transit consists of control center and 

individual vehicle [7]. The control center should load 

* Corresponding author e-mail: 18693103237@163.com. 
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transmitter, central processing unit, GIS live analysis and 

alarm. The control center receives the signal from the 

vehicle, transmits the information to the central processing 

unit for processing, and gives orders to the vehicle by 

combining the GIS geographic reality analysis. If an 

accident occurs, the alarm will automatically alert the 

relevant departments to take measures [8]. Individual 

vehicles should be equipped with radio frequency 

identification equipment to acquire surrounding 

information. Secondly, receivers should be installed to 

transmit vehicle reality and receive commands. In addition, 

relevant controllers should be installed to control vehicle 

acceleration, deceleration and braking. Induction system 

and digital image processing technology should also be 

installed, which can not only automatically switch doors for 

passengers to get on and off, but also can monitor vehicle 

driving situation in real time and report to the control center. 

Vehicle individuals should include automatic tracing 

module and vehicle signal priority control module to realize 

vehicle unmanned automatic tracing and signal priority 

control [9]. The operation design structure of unmanned rail 

transit is shown in Fig. 1. 

In Fig.1,the control center give orders to the vehicle 

individual，then the Transceiver convey information back 

to the control center. 

2.1.2. Unmanned rail transit operation process 
In the course of driving, vehicle information is acquired 

by sensing the surrounding vehicles according to the radio 

frequency identification equipment [10]. The wireless 

communication technology report is sent to the control 

center for processing. The control center calculates the auto-

tracing and vehicle signal priority control strategy, analyses 

the speed predetermined value, the angle predetermined 

value and the vehicle running condition, and transmits the 

instructions to the built-in speed controller and steering 

controller of the vehicle through the wireless 

communication technology. Through the unmanned auto-

tracing control module and the unmanned vehicle, the 

control center transmits the instructions to the speed 

controller and steering controller of the vehicle. Vehicle 

signal priority control module to achieve precise parking 

and rail connection [11]. Vehicle driving data in the form of 

images are available in the vehicle. If an accident occurs, 

the vehicle-related central processing unit will report the 

situation to the control center through wireless 

communication, and the control center will analyze and 

make instructions [12]. The operation flow chart of 

unmanned rail transit is shown in Fig. 2. 
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2.2. Unmanned automatic tracking control module 

2.2.1. Composition of automatic tracking module 
The automatic tracing module of an unmanned electric 

vehicle is mainly composed of sensor module, control 

module and actuator [13]. The structure of the module is 

shown in Fig. 3. 
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Figure 3. Structure diagram of automatic tracing module 

for self-driving electric vehicle 

The sensor module is mainly composed of photoelectric 

navigation module, collision prevention sensor module and 

start/stop module. The control module is mainly composed 

of Micro Auto Box controller from dSPACE Company. The 

actuator mainly consists of click-drive module, line-

controlled steering module and hydraulic braking module. 

Photoelectric navigation module is mainly composed of 

light source, photoelectric sensor, shading accessories, 

signal acquisition and power supply, among which the light 

source is the most important part [14]. 

The light source part adopts 48 high-brightness white 

light LED. For the photoelectric sensor, adopts 40 photo 

resistors (5 mm in diameter, working temperature range: -

30℃-+70℃) with 2% precision cds5562 are arranged at an 

equidistance of 7.68 mm. Based on the principle that the 

resistance value decreases when the light intensity of the 

photosensitive resistance is enhanced, the voltage change at 

both ends of the photosensitive resistance is measured 

through the half-bridge partial voltage to reflect the 

intensity of light as well as the change of light intensity [15]. 

The measuring circuit of photosensitive resistance is shown 

in Fig. 4. 
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Figure 4. measuring circuit of Guang Min resistance 

The system uses visible light source, so outdoor sunlight 

and adjacent light source will interfere with the signal in the 

module, and the path sensor module needs to be shaded. By 

adding a black plastic sleeve to each photosensitive resistor 

to avoid interference from adjacent light sources, the 

interference of sunlight to the unmanned automatic tracking 

control module can be prevented [16]. 

2.2.2. Principle of automatic tracing control 
The principle of automatic tracking driving control is 

shown in Fig. 5. The control module controls the vehicle 

steering according to the preview information of preview 

point P.The speed of the current car is the acceleration, and 

Kp is the upper controller, and M (s) and F (s) are the control 

module and the actuator, respectively. Mg (s) is the train 

quality: 
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Figure 5. principle of auto-track-seeking driving control for 

vehicles 

The function of the controller module is to convert the 

test results of photoelectric sensors into transverse △y, 

obtain the preview information of vehicle driving, add the 

“driver” model, automatically control the state of the 

vehicle, carry out program design, and control the vehicle 

driving according to the predetermined conditions [17]. 

2.2.3. Lateral deviation calculation 
The controller assigns 40 sensor channels to the 

corresponding digital yi (i-1, 2, ..., 40), compares the 

received 40 channel data with the preset threshold U, and 

obtains the corresponding control threshold ai as follows: 
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Then the lateral deviation △y is expressed as: 
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In the formula, d denotes the distance between adjacent 

photoelectric sensors. 

2.2.4. Vehicle model 
The horizontal vertical excitation of the left and right 

wheels of an automobile is the same, and the vehicle is 

symmetrical about the longitudinal axis of the vehicle, that 
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is, the vehicle does not have roll vibration, no lateral 

displacement, no yaw vibration, and is regarded as a vehicle 

body system for the consistency of the motion between the 

passenger and the vehicle body. And the body system is 

regarded as a rigid sprung mass regardless of the effect of 

the engine and the drive train on the body. The body's 

contact mass is zero, that is, the front and rear parts of the 

body are independent of each other. The axle and the main 

wheel associated with it are considered to be unsprung 

masses and the wheels are in point contact with the road 

surface on the centre line. due to the damping of the tire with 

respect to the damping of the vehicle shock absorber, And 

therefore only the stiffness of the tire is taken into account. 

By the above assumptions, the complex vehicle system 

becomes a relatively simple two-degree-of-freedom 

suspension system simplified model.The two-degree-of-

freedom vehicle model and the preview point p model are 

used to express the transfer function of the vehicle model as 

follows: 
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2.2.5. Driver model 
Under zero initial condition, the ratio of Laplace 

transform of output of linear time-invariant system to 

Laplace transform of input is defined as the transfer function 

of linear time-invariant system. Namely:The exact model 

transfer function of driver linear control is simplified as 

follows: 

sT
eKsM

sT
s

RR

1

2

1

)(

1







 

                               (4) 

In the formula, RK
 denotes the human factor, 2T

 

denotes the lead time, 1T
 denotes the lag time, and   

denotes the delay time. Considering the sampling frequency 

(2 ms) of the controller, the delay link can be neglected, so 

the transfer function of the driver model is changed to: 
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The driver model essentially consists of two parts, one is 

the proportional link PK
, which is mainly the proportional 

gain in angle conversion, the other is a correction link 
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correction gain coefficient. 

(1) Proportional link 
According to the angle conversion, the relationship 

between the angle β of pinion and the lateral deviation △y 

measured by the sensor is as follows: 
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In the formula, wi  represents the transmission ratio of 

the gear-rack steering system of a vehicle, wi =13.8. 

According to the definition of parameters of driverless 

electric vehicle, the relationship between steering gear angle 

and transverse deviation of photoelectric sensor is as 

follows: 

  yyKyf P  6135
                             (7) 

(2) Correction link 
Through practical research, it is found that the stability 

of the method is enhanced after the correction step. The 

open-loop coefficient transfer function 
)(1 sG

 expression 

without correction link is formula (8). 
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The transfer function 
)(2 sG

 of the open-loop system 

with the correction link is expressed as an expression (9). 

(9) 

2.3. Signal priority control module of unmanned vehicle 

2.3.1. Signal priority request and processing flow 
The signal priority control module of driverless vehicle 

consists of the following parts: 

(1) Vehicle-mounted equipment. It includes vehicle 

information module, signal priority module and WIFI 

antenna. 

(2) Signal control module of driverless vehicle road 

intersection. It includes signal controller of driverless 

vehicle, information acquisition module (four groups of 

detectors: request detector P1, request detector P2, request 

detector P3, request detector P4) and special signal lamp. 

(3) Road signal control module at intersection. It includes 

traffic signal controller, traffic signal lights and intersection 

correlation detector and other equipment. 

(4) Central control module. It includes driverless vehicle 

signal center and road traffic signal control center. 

The P1 detector is set at the 1PS
 position from the 

parking line of the driverless vehicle. The driverless vehicle 

passes through the P1 point and immediately sends out a 

priority traffic request. The signal machine gives priority to 

the recovery. The P2 detector is set at the 2PS
 position 

from the parking line of the driverless vehicle. This signal 

is sent out. The signal machine should ensure the response 

of the priority traffic confirmation if the priority traffic is 

ensured. The signal plane should adjust the phase before 
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point D, the P3 detector should be set 2 meters behind the 

parking line of the driverless vehicle to detect whether the 

driverless vehicle enters the intersection, the P4 detector 

should be set at the exit, and the distance from the 

intersection is about 35 meters, which is used to verify that 

the driverless vehicle passes through the intersection 

smoothly [18]. Expressed by formula as follows: 

srbP SSS 2
                                               (10) 
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)( srsrtsr ttattvS             (11) 

pt atvv  02
                                                                 (12) 

2

121
2

1
ppPP attvSS                               (13) 

In the formula, bS
 denotes the braking distance of 

driverless vehicle (about 60 m), srS   denotes the driving 

distance of vehicle response time and module response 

redundancy time, rt  denotes the driving time of driverless 

vehicle, takes 2 s, st  denotes module response redundancy 

time, takes 1 s, 1v
 denotes the speed of driverless vehicle 

at P1, a  denotes deceleration acceleration (negative value), 

pt
 denotes the minimum phase time (Depending on the 

actual configuration of the intersection), 2tv
 represents the 

speed of the driverless vehicle at point P2. 

2.3.2. Signal control strategy 
According to the delay time, full load rate and operation 

scheduling plan of driverless vehicles, the priority of 

driverless vehicles at intersections is divided into three 

levels: high priority at level 1, low priority at level 2 and no 

priority at level 3. When two conflicting traffic priority 

requests are received at the same intersection, the higher 

priority requests are responded to. According to the regional 

traffic demand and background traffic of driverless 

vehicles, the current road service level is judged in real time. 

When the priority request is received, the priority signal of 

driverless vehicles is determined according to the current 

service level. Generally, the first-level priority requests 

should ensure the first-level priority, the second-level 

priority requests should consider whether to ensure the first-

level priority according to the actual situation, and the third-

level priority requests should consider not to ensure the 

first-level priority. Therefore, the signal control of 

driverless vehicles at intersections should adopt conditional 

active signal priority [19]. 

Active control signal priority strategies usually include 

green light extension, red light shortening, insertion phase 

and jump phase. On the premise of guaranteeing the 

minimum green light time of intersecting road phase and the 

safe green light interval between phases, according to the 

real-time arrival time of driverless vehicles and the current 

stage of signal control, the selection rules of signal control 

strategy for driverless vehicles are formulated, as shown in 

Table 1. 

Table 1. General signal control policy selection rule 

Regional traffic condition Priority 1 Priority 2 Priority 3 

Normal 1/2/3/4 ½  

More congestion 1/2/3/4 ½  

Congestion 1/2   

Stop up    

Note: No-no priority, 1-green light extension, 2-red light 

shortening, 3-insertion phase, 4-jump phase. 

(1) The green light is extended. When the driverless vehicle 

arrives at the end of the traffic phase (green light), the 

module extends the length of the notification phase to make 

the driverless vehicle pass smoothly. 

(2) The red light is shortened. When the driverless vehicle 

arrives at the non-traveling phase, the module opens the 

traveling phase ahead of time (the green light turns on 

early), and tries to let the driverless vehicle pass 

preferentially. 

(3) Insert phase. When an unmanned vehicle is detected to 

arrive at a non-passing phase, a special phase for unmanned 

vehicle is inserted after the end of the current phase. The 

length of the phase is calculated for the whole vehicle of the 

unmanned vehicle only. When the insertion phase is 

finished, the subsequent phase interrupted by the insertion 

phase is continued and the original phase sequence is run. 

(4) Jump phase. When an unmanned vehicle arrives at its 

non-passing phase, it jumps directly to the driving phase of 

the unmanned vehicle at the end of the current phase with 

the minimum release time. At that time, the signal of the 

Chang’an Cleaning Detector and the whole vehicle can be 

calculated. When the driving phase of an unmanned vehicle 

ends, it runs in the original phase sequence [20]. 

3. Results 

3.1. Automatic tracking control effect 

During the experiment, an unmanned electric prototype 

car was used to drive counterclockwise along the trajectory 

shown in Fig. 6, and its speed was maintained at 5 km/h. 
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Figure 6. Vehicle experiment path 

Through the above experimental path, two ways are used 

to test the effect of this method on the automatic tracking 

control of the experimental driverless vehicle. Firstly, the 

effect of this method on the automatic tracking control of 

the driverless vehicle is judged by detecting the difference 

between the angle command and the actual angle. The test 

results are shown in Fig. 7. 
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Figure 7. Corner instruction and actual corner difference 

From Fig. 7, it can be seen that the difference between 

the measured angle command and the actual angle during 

the whole experiment is 20°. Within the range, that is, the 

front wheel angle error does not exceed 1.45°. It can be seen 

that the control effect of this method is better for the 

experimental unmanned vehicle. Secondly, starting from 

the experimental speed of the driverless vehicle itself, the 

effect of this method on the automatic tracking effect of the 

driverless vehicle is validated. The tracking results at low 

speed of 15 km/h and high speed of 90 km/h are selected 

and compared to test the control effect of this method on the 

automatic tracking of the driverless vehicle at different 

speeds. The results of driverless vehicle tracking at two 

speeds are shown in Fig. 8. 
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(a) Automatic tracing effect at low speed 
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(b) Automatic tracking effect at high speed 

Figure 8. Automatic tracking effect at different speeds 

From Fig. 8, it can be seen that although the auto-tracing 

effect of driverless vehicles at high speed is slightly lower 

than that of driverless vehicles at low speed, the error of 

auto-tracing at different speeds is smaller and the effect of 

auto-tracing is better. It shows that the method in this paper 

has better effect of controlling the auto-tracing of driverless 

vehicles. The method in this paper is more effective and can 

realize the auto-tracing effect of driverless vehicles. Vehicle 

automatic tracing control ensures the safe and smooth 

operation of driverless vehicles in the signal of rail transit 

area. 

3.2. Horizontal control in the process of automatic 
tracking control 

In order to test the effect of horizontal control of 

unmanned vehicle in this method, it is necessary to detect 

the rear wheel speed, lateral displacement tracking error and 

front wheel rudder angle of experimental unmanned vehicle 

in the process of lateral driving. The test results are shown 

in Fig. 9. 
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Figure 9. Horizontal control result 

From Fig. 9, it is known that when the longitudinal speed 

of the car body changes, even when the longitudinal speed 
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is zero, the driverless car body can still track the established 

track automatically in the lateral direction, with better 

dynamic characteristics and stable tracking accuracy, which 

shows that the lateral control effect of the driverless car 

body under the automatic tracking control is better. 

3.3. Contrast of three methods of signal control 

In order to verify the signal control status of the 

intersection, a city intersection is selected for detection. The 

effectiveness of this method in signal priority control of 

driverless vehicles is tested by comparing the method, 

timing signal control method and first-come-first-service 

control method. The test results are shown in Table 2. 

As can be seen from Table 2, compared with the first-

come-first-served control method and the timing signal 

control method, the evaluation indexes have been greatly 

improved after using the priority control signal method. The 

average traveling time of emergency driverless vehicle in 

this method is 10.11% less than that of first-come-first-

service control method, and the average traveling time of 

ordinary driverless vehicle is 17.6% less, and the average 

stopping time is 17.6% less than that of the first-come-first-

service control method. The number of vehicles decreases 

by 21.56%, which shows that the method of priority control 

signal has better effect, and the first-come-first-service 

control method has worse effect. At the same time, the 

excessive start-up and stop behavior of driverless vehicles 

under the control of first-come-first-service method is liable 

to cause traffic accidents. 

Compared with the method of timing signal control, the 

evaluation index of each phase has been improved after 

using the method of priority control signal. The average 

passing time of emergency driverless vehicle in this method 

is 13.1% less than that of timing signal control method, the 

average passing time of ordinary driverless vehicle is 14.5% 

less, and the average parking times are 20.6% less. This 

shows that this method has priority. The effect of control 

signal is good. To sum up, the priority control signal based 

on this method can realize the priority of driverless vehicles 

on the right of passage at intersection time and reduce the 

interference of driverless vehicles to other vehicles. 

3.4. Method energy consumption comparison 

In order to verify the low energy consumption of this 

method in controlling unmanned vehicles, the method, the 

control method based on fuzzy control and the control 

method based on image processing technology are 

compared. The comparison results are shown in Fig. 10. 
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Figure 10. Energy consumption comparison results 

As can be seen from Fig. 10, the energy consumption of 

this method is lower than that of the two comparison 

methods at the same time. That is, this method can 

effectively optimize the energy consumption while 

effectively controlling the unmanned vehicle, and reduce 

the energy consumption of controlling the unmanned 

vehicle. 

 
Table 2. Comparison of results between three methods 

Control 

strategy  

Numb
er of 

experi

ments 

Emergency 
driverless vehicle 

passage time 

(seconds/vehicle) 

Average passage 

time of ordinary self-

driving 
vehicles(seconds/veh

icle) 

Avera

ge 

parkin
g 

times/s 

Timing 

signal 
control 

method 

1 45.6 50.1 0.87 

2 44.8 49.8 0.84 

3 44.1 49.1 0.85 

4 43.8 48.9 0.81 

5 43.1 48.6 0.83 

6 42.6 47.5 0.8 

7 41.7 47.1 0.79 

8 41.3 46.9 0.76 

Mean 

value  
43.37 48.50 0.81 

Varian

ce  
2.21 1.47 0.0012 

First-

come-

first-serve 
control 

method 

1 40.6 60.5 0.91 

2 40.1 59.7 0.89 

3 39.5 54.3 0.87 

4 38.9 55.6 0.85 

5 39.1 57.8 0.81 

6 38.7 58.6 0.92 

7 38.2 59.4 0.86 

8 37.9 54.1 0.85 

Mean 

value  
39.12 57.50 0.87 

Varian

ce  
0.83 6.30 0.0012 

This paper 
method 

1 31.9 50.1 0.7 

2 31.5 49.6 0.65 

3 31.1 49.7 0.71 

4 30.1 49.3 0.76 

5 30.9 48.1 0.79 

6 30.4 48.6 0.67 

7 30.8 48.5 0.68 

8 30.5 47.6 0.64 

Mean 
value  

30.9 48.9375 0.7 

 
Varian
ce  

0.30 0.66 0.0009 
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3.5. Method stability comparison 

In order to verify the control performance of the 

proposed method, the stability of the three methods is 

compared and analyzed, and three road types are set up: 

straight line, turn around and bend. The stability of 

driverless vehicle acceleration controlled by three methods 

is analyzed. The results of acceleration comparison are 

shown in Table 3. 

From Table 3, it can be seen that under the three road 

types, several experiments have been carried out. Compare 

the average value of the Forthright, Turn-around turn,and 

the Winding course ,the mean stability of the proposed 

method is (0.9762+0.9725+0.9752)/3=0.9747. According 

to the above calculation, the mean stability of the two 

methods is 0.7081 and 0.4792 respectively. Through 

comparison, it is found that on three different types of roads, 

this method controls the driverless vehicle. Vehicle stability 

is the best. 

 

Table 3. Comparative results of different methods for controlling 

self-driving vehicles 

Numb
er of 

experi

ments 

This paper 
method 

Self-driving 

vehicle Control 
method based on 

Fuzzy Control 

Control method of self-

driving vehicle based on 
Image processing 

Technology 

Fo
rth

rig

ht 

Turn

-

arou
nd 

turn 

Win
ding 

cour

se 

Forth

right 

Turn-

aroun
d turn 

Wind
ing 

cours

e 

Forthri

ght 

Turn-

around 
turn 

Windin

g 
course 

1 
0.

99 
0.95 0.99 0.78 0.79 0.73 0.59 0.58 0.54 

2 
0.

98 
0.97 0.97 0.65 0.74 0.74 0.54 0.51 0.51 

3 
0.

99 
0.98 0.98 0.69 0.71 0.71 0.51 0.53 0.42 

4 
0.

96 
0.96 0.96 0.74 0.75 0.76 0.49 0.54 0.48 

5 
0.
97 

0.99 0.97 0.71 0.68 0.71 0.43 0.47 0.49 

6 
0.
95 

0.98 0.99 0.73 0.67 0.69 0.42 0.42 0.4 

7 
0.

99 
0.96 0.98 0.61 0.71 0.68 0.49 0.41 0.39 

8 
0.
98 

0.99 0.96 0.64 0.69 0.69 0.46 0.49 0.38 

Mean 
value 

0.

97

62 

0.97
25 

0.97
52 

0.693
7 

0.717
5 

0.713
7 

0.4912 0.4937 0.4512 

4. Discussions 

Unmanned vehicle is an integral part of intelligent 

transportation system in the future. It is necessary to 

coordinate and control the unmanned vehicle in the signal 

area of rail transit. Therefore, this paper proposes a 

coordinated control method for driverless vehicles in the 

signal area of rail transit. Firstly, the operation structure and 

process of the driverless rail transit are designed based on 

the vehicle network technology. The driverless rail transit is 

composed of control center and individual vehicle. The 

most important part of the individual vehicle is the 

automatic tracking control module and the vehicle signal 

priority control module. Individual vehicle loads radio 

frequency identification equipment, obtains surrounding 

information, installs relevant controllers, controls vehicle 

acceleration, deceleration and braking, installs induction 

system and digital image processing technology. It can not 

only automatically switch doors to facilitate passengers 

getting on and off, but also monitor vehicle driving situation 

in real time, so as to report to the control center. According 

to the received information, the control center can divide the 

vehicle into several parts according to the geographical 

conditions of GIS. At the same time, the control center also 

calculates the vehicle speed predetermined value, the corner 

predetermined value and the vehicle operation condition 

through the automatic tracking and the vehicle signal 

priority control strategy. In the light source part of the 

unmanned auto-tracking control module, the interference of 

sunlight on the unmanned auto-tracking control module is 

reduced by shading the path sensor module. Through the 

calculation of lateral deviation, the preview information of 

the vehicle is obtained, and the vehicle model and driver 

model are constructed to control the vehicle running 

according to the predetermined conditions. The signal 

priority control module of the driverless vehicle detects 

whether the driverless vehicle passes through the 

intersection by establishing the signal priority request and 

processing flow, and ensures that the driverless vehicle 

passes through the intersection as first as possible through 

the signal control strategy. 

The experimental results show that the difference 

between the measured and actual corners of the driverless 

vehicle controlled by this method is 20°. Within the range, 

that is, the front wheel angle error does not exceed 1.45°. 

From the point of view of different speeds of driverless 

vehicles, the error of automatic tracing is smaller and the 

effect of automatic tracing is better, which shows that the 

method in this paper has better effect in controlling the 

automatic tracing of driverless vehicles. The method in this 

paper is more effective and can realize the control of the 

automatic tracing of driverless vehicles and ensure that the 

driverless vehicles can communicate in the rail transit area. 

It is safe and smooth to drive on board. In addition, by 

detecting the rear wheel speed, lateral displacement tracking 

error and front wheel rudder angle under lateral control, it 

is found that the driverless vehicle body controlled by this 

method can still track the established track automatically in 

the lateral direction when the longitudinal speed of the 

vehicle body changes, even when the longitudinal speed is 

zero. The dynamic characteristics are good, and the stable 

tracking accuracy can reach zero static error. It is shown that 

the lateral control effect of this method under automatic 

tracing control is better. Compared with the method in this 

paper, the control method based on fuzzy control and the 

control method based on image processing technology, it is 

found that the energy consumption of this method is lower 

and the stability is higher, and the control effect of this 

method is better. 
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5. Conclusions 

This paper presents a coordinated regional control 

method for urban rail transit signal based on unmanned 

driving. The operation structure of unmanned rail transit is 

designed based on vehicle network technology. The 

operation flow of unmanned rail transit is given. The most 

important part of the operation structure of unmanned rail 

transit is the unmanned automatic tracking control module 

and the signal priority control module of unmanned vehicle. 

The automatic tracking control module obtains the preview 

information of the driverless vehicle by calculating the 

lateral deviation, and realizes the automatic tracking control 

of the driverless vehicle by combining the vehicle model 

with the driver model. The signal priority control module of 

the driverless vehicle establishes the signal priority request 

and processing flow, detects whether the driverless vehicle 

passes through the intersection smoothly, and ensures that 

the driverless vehicle passes as first as possible through the 

signal control strategy. This method has good control effect 

on automatic tracing and signal optimization control of 

driverless vehicles. The method also has high effectiveness. 

It can realize automatic tracing control of driverless vehicles 

and ensure the safe and smooth running of driverless 

vehicles in the signal of rail transit area. 
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Abstract 

Most unmanned vehicle path tracking methods ignore video image processing, resulting in a lot of interference information 

and severe distortion in the original video image, unable to accurately obtain road information, and reducing the accuracy of 

path tracking. This paper proposes a vehicle path tracking method based on video image processing. The original road condition 

image is filtered by median filtering method to reduce the interference of noise on image quality; the filtered road condition 

image is binarized to distinguish the image from the target image and the background image; and the boundary contour of the 

binary image is extracted by four neighborhood method to obtain the required road condition feature information. At the same 

time, the computational complexity is reduced. Based on the road condition characteristic information, the preview deviation 

angle and path curvature are calculated by preview point sequence; the driving speed is determined according to the path 

curvature, and the longitudinal control is realized; the preview deviation angle is converted into the control quantity of front 

wheel rotation angle by Pure Pursuit algorithm, and the lateral control is realized. The experimental results show that the 

driverless vehicle can track the reference trajectory quickly with different reference speeds, and then its position deviation is 

controlled within 0.05 m. The average energy consumption of path tracking is 355.13 J, which shows that the driverless vehicle 

using this method can achieve precise path tracking with low energy consumption. 
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1. Introduction 

In 2017, the World Health Organization assessed road 

traffic safety in 182 countries around the world. The 

assessment reports that about 1.24 million people in the 

world lose their lives in road traffic accidents every year, 

and nearly 50 million people are injured in traffic accidents. 

These deaths and injuries have an inestimable impact on the 

families of victims. It has caused irreparable tragedy to their 

lives and even their work. The World Health Organization 

says road traffic accidents are expected to be the seventh 

leading cause of death in the world by 2030 unless sustained 

action is taken. Statistical data show that more than 90% of 

traffic accidents are caused by human factors, such as  

violationtraffic rules,fatigue caused by long-term repetitive 

driving, limitations of human drivers’ perception and 

congenital delays in driving emergency response [1]. The 

main causes of road traffic accidents are the wrong 

operation behavior and so on, and these conditions also lead 

to a series of traffic problems, such as traffic jams. In order 

to avoid these problems, it is necessary for vehicles to have 

advanced functions, such as self-identification of roads, 

self-planning of driving paths, and self-control of driving, 

so that drivers can be freed from complex environmental 

information and cumbersome driving behavior, and get a 

safer driving experience. Improving the safety technology 

and safety performance of driving vehicles and reducing 

road traffic accidents has become a social issue of common 

concern to governments and research institutions, which is 

also one of the important issues facing the development of 

science and technology [2]. 

Unmanned vehicles are mainly used to improve road 

traffic safety, reduce traffic congestion, and to reduce 

vehicle fuel consumption and environmental pollution. 

Many countries in the world are supporting the research in 

the field of driverless vehicles and intelligent transportation 

technology, mainly including the control research of 

driverless vehicle path tracking, lane maintenance, vehicle 

lane change and so on. The purpose of path tracking is to 

make the vehicle travel along the desired path while 

ensuring the lateral stability of the vehicle. Its control 

algorithm is the key of path tracking. The path tracking 

control algorithm is particularly important for the driverless 

vehicle. Therefore, path tracking is a key technology in the 

research direction of the driverless vehicle [3]. Early path 

tracking methods, such as geometric path planning and 

rolling path method, are more suitable for indoor robots [4]. 

However, because the driverless vehicle is a non-holonomic 

constrained vehicle body, which is constrained by turning 

radius, angular speed and so on, the path tracking method 

mentioned above is not applicable to the driverless vehicle. 

Therefore, unmanned vehicle path tracking method has 

become a hot research topic of relevant scholars. Jeon et al. 

took the change rate of lateral deviation and lateral deviation 

as input of the fuzzy controller, and the former wheel 

rotation angle as output of the controller to control the 

driverless vehicle running along the desired path [5]. For 

example, adopt adaptive sliding mode controller to realize 

path tracking of unmanned vehicle, and eliminate control 
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system jitter and external interference according to 

Lyapunov stability theory [6]. Ojha et al. used model 

predictive control and forward feedback control to achieve 

four-wheel steering driverless vehicle path tracking [7] with 

the objective of minimizing lateral deviation. Depatla uses 

robust H output feedback control to track the driverless 

vehicle’s path without considering the driverless vehicle’s 

lateral speed. Simultaneously, simulation experiments are 

carried out. However, there is a big deviation between the 

theoretical results and the actual situation [8]. 

Unmanned vehicle path tracking is mainly composed of 

path recognition, steering control and speed control, and all 

of these are based on video image processing. Various 

methods of unmanned vehicle path tracking proposed in the 

above literature neglect video image processing, resulting in 

a large number of interference information and serious 

distortion in the original video image, so the processor 

cannot be directly used, and cannot accurately acquire road 

condition information and reduce the accuracy of path 

tracking. In this paper, a path tracking method for driverless 

vehicle based on video image processing is proposed. The 

driverless vehicle receives the preview information 

processed by video image processing technology, 

establishes a preview point sequence search model 

according to the current posture and the relative motion 

relationship between the preview point sequence and the 

path. It uses the strategy of multi-point preview to predict 

the curvature change of the path, and controls the vehicle 

according to certain rules. Through Pure Pursuit algorithm 

[9], the control quantity of front wheel rotation angle is 

calculated to control the steering of driverless vehicle. 

Finally, the effectiveness of the proposed tracking method 

is verified by experimental analysis. 

2. Unmanned vehicle path tracking method 

2.1. Video image processing technology 

2.1.1. Wave filtering 
Due to the influence of noise, the road condition images 

collected by the camera contain a lot of interference 

information. In order to reduce the interference of noise on 

image quality, software filtering method is used to smooth 

the image. Median filtering is a method of replacing the gray 

value at the noise point with the median value of gray value. 

This method can protect the edge of the image and filter out 

the noise at the same time. The filtering effect is better than 

that of mean filtering. Because the subsequent contour 

extraction requires high image quality [10], the median 

filtering method is selected in the video image processing 

technology of tracking unmanned vehicle path. 

2.1.2. Binarization 
In order to reduce computational complexity, save 

processing time and extract road information more 

intuitively, the filtered image should be binarized to get 

binary image. The gray value and threshold of the pixels in 

the image should be compared, and the image can be 

divided into two parts: the target image and the background 

image [11]. Threshold selection is critical. If the threshold 

is too high, too many target points are misclassified as 

background; if the threshold is too low, too many 

background points are misclassified as targets. Threshold is 

divided into static threshold and dynamic threshold. The 

specific process is shown in Fig. 1. 
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Figure 1. Flow chart of binarization 
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In Fig. 1, T denotes the threshold, i denotes the image 

row, j denotes the image column, and Image[i][j] denotes 

the gray value at (I,J). When the gray value at this point is 

less than the threshold, the value is zero, indicating that the 

image at that point is the background; on the contrary, the 

value is 1, denoting that the number of data for the target 

image is equal to i is reduced by 1, and jmax is equal to the 

amount of data for j by 1. 

In the process of binarization, a dynamic threshold is 

selected, which is adapted to the driving environment of an 

unmanned vehicle in real time. The dynamic threshold is 

obtained by Otsu method, that is, the best threshold is 

selected from 0 to 255 in turn, and the image is divided into 

two parts, background and target, so that the variance 

between the two parts is maximized. The greater the 

variance between background and target, the greater the 

difference between the two parts of the image, that is, the 

best threshold [12]; on the contrary, the selection of 

threshold is unreasonable. Therefore, to maximize the 

variance between classes means that the probability of 

misclassification is the smallest, and Otsu method is simple 

to calculate, time-consuming and not easily affected by 

image brightness and contrast [13]. Calculate the 

normalized histogram ip  of the input image, that is: 

i
i

np
N

                                                                                      (1) 

Among them, in  and N  are target image and 

background image respectively. 

For k=1, 2,... 255, the cumulative sum )ip k（  and the 

cumulative mean m(k) are calculated. 
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The global gray values are calculated by the above 

formulas. 
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For k=1, 2,... 255, calculate the inter-class variance 
2 ( )B k
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The optimal dynamic threshold is obtained to maximize 

the k of 
2 ( )B k . 

2 2

0 k 255
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(6) 

If the gray level histogram is obviously bimodal, the 

gray value at the trough between the two peaks is selected 

as the threshold value. This method is suitable for 

processing images with obvious double peaks and deep 

valley bottom. For single peak histogram, the histogram 

with no obvious double peaks or wide flat valley bottom is 

not effective [14]. In practical applications, the image is 

often affected by noise, which results in two obvious peaks. 

Otsu method is chosen to calculate the threshold because of 

the complex and changeable road conditions in the driving 

process of driverless vehicles. 

2.1.3 Contour extraction 

If all binary images are analyzed and processed, the 

computational complexity is large and the processing speed 

is slow. In order to simplify the analysis and processing 

steps and accelerate the response speed of video image 

processing, the four-neighborhood method should be used 

to extract the boundary of binary image. If the current pixel 

value is 1, then the current binary image is the target image; 

if the four pixels of the binary image are 1, then the current 

pixel value is 0, and the binary image is the background 

image, otherwise the current pixel value is unchanged [15]. 

This method can effectively retain the road condition 

information required by driverless vehicles. 

After the unmanned vehicle obtains the required road 

condition information through video image processing, it 

obtains the path preview information in the road condition 

information through multi-point sequence. The path 

preview information includes lateral position deviation, 

preview deviation angle, path curvature and so on, and 

finally realizes the path tracking of the unmanned vehicle. 

2.2. Unmanned vehicle path tracking 

2.2.1. Relative motion model of unmanned vehicle-path 
After simplification and abstraction, the relative motion 

model of driverless vehicle-path is established as shown in 

Fig. 2. 
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Figure 2. Relative motion model of driverless vehicle and path 

Among them, E, N and O are global coordinates, E axis 

is in the positive East direction, N axis is in the positive 

North direction. The local coordinate system XO’Y is 

established with the midpoint of the rear axle as the origin 

of the coordinate, which specifies the forward direction of 

the X axle as the vehicle’s direction;  is the front wheel 

rotation angle;  is the heading angle, that is, the angle 

between the vehicle’s forward direction and the E axle; v
is the forward speed; and L as the wheelbase. The road 

condition information obtained by video image processing 

technology is actually a series of ordered longitude and 

latitude coordinates, which are transformed from WGS-84 

coordinate system to plane rectangular coordinate system. 

Then the starting point of the trajectory point sequence is 

used as the origin of coordinate to establish the global 

coordinate system. The coordinates of the trajectory point 

of the driverless vehicle in the global coordinate system are 

expressed as ( ( ), ( ))E i N i  and i is the sequence number of 

trajectory points. The target path tracked by an unmanned 

vehicle is given in the form of the above point sequence. If 

the position coordinate of the midpoint of the rear axle of an 

unmanned vehicle is ( , )e ng g  in the global coordinate 
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system, the kinematics model of the unmanned vehicle can 

be expressed as follows: 

cos

sin

tan

e

n

g k
g k

k
L









  


 
 
 


                                                                         (7) 

2.2.2. Preview deviation angle and path curvature 
In the process of manual driving, the driver’s eyes 

constantly preview the forward path, and determine the 

direction, angle and speed of the vehicle according to the 

relevant information of the forward path, so that the vehicle 

can approach the forward path as far as possible [16]. For 

the problem of path tracking control of unmanned vehicle, 

the concept of path curvature and preview deviation angle 

is introduced by referring to manual driving behavior. 

Assuming that the angle between the moving direction of an 

unmanned vehicle and the line connecting the preview 

tracking point and the current position point is the angle, the 

angle is defined as the preview deviation angle by literature 

investigation. At the same time, through actual investigation 

and analysis, it is found that the lateral control problem of 

path tracking can be transformed into the tracking problem 

of preview deviation angle [17]. A multi-point preview 

strategy is proposed to describe the curvature change at the 

preview tracking point of the target path. In addition to 

selecting a preview point as the tracking point on the target 

image path after video image processing, the other preview 

points are only used to describe the curvature change of the 

path and obtain the curvature of the front path. Firstly, the 

preview point search algorithm model is established as 

shown in Fig. 3. 
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Figure 3. Model of preview point search algorithm 

In Fig. 3,   is the preview distance, de  is the lateral 

position deviation, that is, the distance deviation between 

the current position and the tracking path trajectory, and jZ  

is the preview point sequence acquired on the target path, 

that is, the trajectory point sequence. Taking the unmanned 

vehicle as the reference object, the trajectory point sequence 

is transformed into the local coordinate system XO’Y, then 

the coordinates of the trajectory point sequence in the local 

coordinate system are expressed as ( ( ), ( ))X i Y i , and the 

coordinates satisfy the following equation: 

( )( ) cos sin

( ) sin cos ( )

e

n

E i gX i
Y i N i g
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The steps of searching preview tracking points 
1Z  are 

as follows: first, the trajectory points are transformed into 

local coordinate system by formula (8), then the nearest 

points are found in the sequence of trajectory points 

describing the target path, which is the starting point of this 

search; secondly, starting from the starting point, along the 

direction of the vehicle body, one point is found in the 

sequence of trajectory points in turn to satisfy the following 

requirements: 

  1 1( ) ( 1) 0X z X z                                         (9) 

In the formula, 
1z  is the ordinal number of the points 

satisfying formula (9) in the sequence of trajectory points. 

This point is preview tracking point 
1z , which can complete 

a preview tracking point search. When the vehicle moves to 

a new position, repeat the above steps and complete a new 

search. After confirmation,   was determined 

immediately. It is found that the driver mainly controls the 

speed according to the change of road curvature [18]. 

Therefore, in order to control the longitudinal speed of the 

driverless vehicle, it is necessary to find the remaining 

multiple preview points jz , where j=1,2.... N, jz  

determines the degree of curvature of the path through 

multiple preview points. In the local labeling system X O’Y, 

it is convenient to express the curvature change of the target 

path with a broken line, as shown in Fig. 4. 
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Figure 4. Schematic diagram of path bending degree calculation 

The path curvature C is defined to describe the degree of 

path curvature at the preview point sequence. 
1

1

1

n

j j
j

C  






                                                       (10) 

In the formula, j  denotes the angle between the 

tangent at the preview point jz  and the driving direction of 

the driverless vehicle, and 
1j j    denotes the relative 

variation of the tangent angle, which is used to describe the 

change of the curvature of the path and the degree of 

curvature of the road. The curvature of the path increases 

when the direction of the path changes unilaterally or 

swings left and right. Among them, jz  can be selected by 

equal interval number, that is, a preview point can be 

selected by a certain number of path sequence points at each 

interval. The number of preview points can be selected 
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according to the degree of sparsity of the sequence points 

describing the target path. The sum of Euclidean distances 

between the interval points can be used as an index to select 

the number of intervals. 

2.2.3. Implementation of path tracking 
According to preview deviation angle and path 

curvature, the driverless vehicle path tracking is carried out. 

The main control variables in the process of path tracking 

are the front wheel rotation angle and longitudinal speed. 

The control system of unmanned vehicle is a typical time-

delay, non-linear and unstable system, and the preview 

control action has obvious predictability, which is obviously 

superior to the traditional control algorithm based on 

information feedback [19]. The framework of the proposed 

path tracking algorithm is shown in Fig. 5. 
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Figure 5. Path tracking algorithm 

As can be seen from Fig. 5, after video image processing 

of the target path image of an unmanned vehicle, the path 

information is acquired according to the processed image 

acquisition path trajectory, and the path information is 

converted into the road point coordinates. The preview 

information of preview angle and path curvature is obtained 

by searching preview point in the road point coordinates. 

The speed and longitudinal direction of the front wheel of 

an unmanned vehicle are determined by preview point 

information. The speed is controlled, and the distance of the 

preview point is obtained according to the information of 

the preview point. It is more important to determine the 

preview distance and the lateral and longitudinal control 

speed. The following is a detailed analysis of the 

determination of the preview distance and the lateral and 

longitudinal control speed. (1) The determination of the 

preview distance. 

Preview distance directly affects the accuracy of path 

tracking, and its selection is very important. The smaller 

preview distance can make the driverless vehicle track the 

path more accurately and can track the path with larger 

curvature. The larger preview distance can reduce the 

overshoot of the driverless vehicle in the tracking process 

and improve the tracking stability. The preview distance can 

be determined according to the longitudinal speed of the 

driverless vehicle. In addition, the preview distance is 

usually saturated at the minimum and maximum, so the 

relationship between the preview distance and the 

longitudinal speed of an unmanned vehicle can be expressed 

by empirical formulas: 

max min
min

max min
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In the formula, 
minl  and 

maxl  represent the minimum 

and maximum preview distance respectively, and a  is a 

constant. The preview distance can be obtained by the above 

formula. 

(1) Longitudinal control based on path curvature 

In the local coordinate system, j  can be expressed as: 

( 1) ( )
arctan

( 1) ( )

r i i i
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In the formula, ,r rX Y（ ） is the coordinate of the preview 

point in the local coordinate system. After calculating the 

curvature C  from formula (10) and formula (12), only 

considering the effect of curvature change on vehicle speed, 

the larger the C , the smaller the vehicle speed; conversely, 

the greater the vehicle speed v . Vehicle speed may not 

exceed a certain value of 
maxv  under certain conditions. 

Therefore, in order to ensure that the speed v  decreases 

significantly with the increase of curvature C , the 

calculation of vehicle speed is as follows: 
2

max1
c

Cv v
k

 
  
                                                                  

(13) 

In the formula, ck  is constant. If the path is given, the 

curvature C  at each point of the path and the maximum and 

minimum curvature 
maxC  and 

minC  of the whole path can 

be calculated offline, then the selection range of ck  is 
minC

＜ ck ＜ maxC . 

(2) Horizontal control based on Pure Pursuit algorithm 

Taking the midpoint of the rear axle as the tangent point 

and the longitudinal symmetrical axis of the driverless 

vehicle as the tangent line, the deflection angle of the front 

wheel is calculated by the geometric relationship of the 

preview deviation angle, so that the driverless vehicle can 

travel along the arc passing through the preview point, and 

the preview deviation angle tends to zero [19]. By applying 

the sine theorem, we can get that: 

sin(2 )
sin( )

2

dl R
 




                                                       

(14) 

2
sin

dl R



                                                                            
(15) 

Where R  is the radius. 

Formula (14) can also be expressed as: 

2sin

dl


 

                                                                            

(16) 

In the formula, dl  is the distance between the current 

position and the preview point 
1Z , and   is the arc 

curvature. According to the simplified Ackerman vehicle 

model, the front wheel angle   can be expressed as: 
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arctan( )L                                                                      (17) 

According to formula (14) and formula (15), the control 

quantity of front wheel rotation angle based on Pure Pursuit 

algorithm can be obtained as follows: 

2 sin
arctan

d

L
l


                                                        (18) 

In the formula cosdl    , after the introduction of 

the formula (18), there is only one adjustable parameter, i.e. 

preview distance ρ, which makes the algorithm easy to 

implement and adjust. 

3. Results 

3.1. Analysis of the effect of road information processing 

In order to study the validity of image processing 

technology in this paper, the road condition information 

before and after image processing should be compared, and 

the comparison results are shown in Fig. 6. 

As can be seen from Fig. 6, there is obvious noise in the 

original road condition image, which is not conducive to the 

subsequent extraction of path information. After using the 

median filter in this method to filter out the noise points, the 

noise points in the image are obviously reduced, and the 

original contour boundary of the image is retained. The 

object and background can be effectively separated by 

binarization. At the same time, the contour extraction 

method not only retains the road feature information, but 

also greatly simplifies the amount of image information, 

which shows that the method in this paper has a good effect 

in processing the video image information. 

3.2. Analysis of path tracking effect 

Two methods are used to test the effect of this method 

on experimental driverless vehicle path tracking. Firstly, the 

effect of driverless vehicle path tracking under this method 

is judged by detecting the difference between the driverless 

vehicle corner command and the actual corner. The test 

results are shown in Fig. 7. 
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Figure 7. Corner instruction and actual Corner 

difference 

It can be seen from Fig. 7 that in the whole experiment 

process, the difference between the measured angle 

instruction and the actual angle is very small, which shows 

that the control accuracy of this method is high, and it has a 

good effect on the path tracking of driverless vehicles. 

Secondly, starting from the speed of the driverless 

vehicle itself, the effect of this method on the path tracking 

of the driverless vehicle is verified. The results of unmanned 

vehicle path tracking at low speed of 18 km/h and high 

speed of 93 km/h are compared to detect the impact of this 

method on the unmanned vehicle path tracking at different 

speeds. The path tracking of an unmanned vehicle at two 

speeds is shown in Fig. 8. 

 

 
(a) Original road condition image 

 
(b) Median filter image 

 
(c) Binarized image 

 
(d) Contour extraction effect drawing 

Figure 6. Comparison Results 
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(a) Automatic tracing effect at low speed 
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(b) Automatic tracking effect at high speed 

Figure 8. Automatic tracking effect at different speeds 

From Fig. 8, it can be seen that although the path 

tracking effect of driverless vehicles at high speed is slightly 

lower than that of driverless vehicles at low speed, the path 

tracking errors at different speeds are relatively small, 

which shows that the path tracking effect of driverless 

vehicles using this method is better, and the effectiveness of 

this method is higher. After using this method, driverless 

vehicles can carry out the path tracking. Accurate and 

effective path tracking ensures safe and smooth driving of 

driverless vehicles. 

3.3. Analysis of posture deviation at different velocities 

Through the above experiments, it is found that the path 

tracking effect of unmanned vehicle is better after using this 

method. In order to further verify the path tracking accuracy 

of this method, it is necessary to analyze the position and 

attitude deviation of unmanned vehicle at different speeds. 

In this experiment, the position and attitude deviation of 

unmanned vehicle at 18 km/h and 94 km/h are mainly 

studied. The test results are shown in Fig. 9. 

From Fig. 9, it can be seen that the driverless vehicle can 

quickly track the reference trajectory when the initial 

position of the vehicle is different from the reference 

trajectory and the reference speed is different. Under the 

condition of low reference speed, the actual trajectory of the 

vehicle is closer to the reference trajectory, and the position 

and attitude deviation after tracking the reference trajectory 

is smaller; under the condition of high reference speed, the 

vehicle still has good tracking effect, and the improvement 

of the reference speed does not lead to the decline of 

tracking performance. Therefore, this method can realize 

the rapid tracking of the reference trajectory of the 

unmanned vehicle, and has strong robustness to the change 

of the longitudinal speed of the unmanned vehicle. 
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(a) 18 km/ h lateral position deviation 
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Figure 9.  Position and position deviation of different speed 
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3.4. Energy consumption analysis of vehicle route tracking 
based on this method 

In order to verify the low energy consumption of 

driverless vehicle path tracking under this method, it is 

necessary to compare the energy consumption of the 

proposed method with the vehicle path tracking method 

based on Fuzzy annealing and the vehicle path tracking 

method based on neural network. In order to improve the 

accuracy of this experiment, many experiments are needed, 

and the results are shown in Table 1. 

Table 1. Comparison of energy consumption/J 

Number 

of 

experime

nts 

The 

meth

od 

Vehicle path tracking 

method based on Fuzzy 

annealing 

Vehicle path tracking 

method based on Neural 

Network 

1 356 598 981 

2 359 601 983 

3 348 609 979 

4 340 593 986 

5 357 612 975 

6 361 619 949 

7 352 621 936 

8 368 599 991 

Mean 

value  

355.

13 
606.50 972.50 

According to the data in Table 1, the energy 

consumption of the method in this paper is 368J, the energy 

consumption of vehicle path tracking method based on 

fuzzy annealing is 621J, and the energy consumption of 

vehicle path tracking method based on neural network is 

991J. The highest consumption value is significantly lower 

than the two traditional methods. And the average energy 

consumption of this method is 355.13J, which is much 

lower than the two traditional methods. Through the above 

data analysis, it can be concluded that the method in this 

paper can save energy consumption, because the method in 

this paper uses the four-neighborhood method to extract the 

boundary contour of the binary image, thereby obtaining the 

required road condition feature information. According to 

the obtained information, the preview deflection angle and 

the curvature of the path can be calculated, and the precise 

tracking control of the path of the unmanned vehicle can be 

realized, thereby reducing the probability of the occurrence 

of the path deviation and further reducing the energy 

consumption. 

4. Discussions 

According to the above analysis, the advantages of the 

drone path tracking method based on video image 

processing proposed in this paper are: 

(1) Through this method, the collected road video image is 

filtered to reduce the influence of noise on image quality. 

Binary image processing can reduce the amount of 

calculation, save processing time, extract road information 

more intuitively, select dynamic threshold in the process of 

binarization, and can follow the driving environment of 

unmanned vehicles. Real-time adjusting the dynamic 

threshold has strong adaptability to the environment. The 

dynamic threshold is obtained by Otsu method, which is 

convenient to distinguish the background and the target of 

the image, so that the corrected image can accurately restore 

the road condition information. This image processing 

technology can adapt to various complex road conditions 

and provide material guarantee for subsequent acquisition 

of preview points. 

(2) Most of the traditional path tracking methods pay little 

attention to the horizontal and vertical control of unmanned 

vehicles. However, the method in this paper performs path 

tracking of unmanned vehicles based on the preview 

deviation angle and path curvature. The main control 

variables in the path tracking process are the front wheel 

rotation angle and the vertical speed. By extracting multiple 

preview points on the target path to obtain the preview 

information of the path, the vertical and horizontal control 

of the driverless car is realized. 

5. Conclusions 

In order to solve the problems of image distortion and 

low path tracking accuracy when using traditional methods 

to track unmanned vehicles, a method for unmanned vehicle 

path tracking based on video image processing is proposed. 

The analysis of the experimental results shows that the 

method in this paper effectively improves the accuracy of 

path tracking, and the energy consumption is low, indicating 

that the method has high practical application value. 

However, the method in this paper does not take into 

account the issue of tracking efficiency, so the following 

will focus on tracking efficiency as the research focus for 

method optimization. 
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Abstract 

The method of detecting the acceleration sensor anomaly of the axle box of unmanned vehicle is studied in this paper. The 

condition monitoring device needs to install the acceleration sensor on the bogie, which collects the acceleration sensor signal 

of the axle box of the vehicle. According to each frequency, the vertical vibration acceleration of the axle box with the vertical 

vibration acceleration of the bogie frame are compared to detect the shock absorber anomaly of axle box; the quasi-double-

layer chloroprene rubber filter is used to isolate the high frequency component of shock acceleration signal, while the low 

frequency component is retained. The vertical displacement of the axle box is obtained by integrating the vertical vibration 

acceleration of the collected axle box twice. The displacement is the rail corrugation. The sliding variance window statistical 

algorithm of axle box acceleration is used to obtain the sliding variance of axle box acceleration, and find out the line problems 

and their corresponding positions. The results show that when the vibration frequency of axle box vibrator is higher than 7.5 

Hz, the amplitude ratio of axle box acceleration under the condition of throttle hole blockage and insufficient hydraulic oil is 

inconsistent with that under the intact condition. At this time, the shock absorber of axle box is abnormal. When the frequency 

is higher than 8 Hz, the acceleration response ratio of axle box under the three conditions moves towards the same direction, 

but there are obvious differences. At this time, the shock absorber of axle box attenuates and has abnormal vibration. Based on 

the analysis of sliding variance of vertical acceleration of axle box before and after rail pre-grinding at 300 km/h speed level, 

it is concluded that the variance of axle box acceleration decreases, and the effect of rail pre-grinding on improving the 

smoothness of rail welded joints is very obvious. When the vehicle derails, the vertical vibration acceleration waveform of axle 

box and the vibration acceleration waveform of bogie on ballast track show that the absolute value of negative peak vibration 

acceleration is greater than that of positive peak vibration acceleration. 

© 2020 Jordan Journal of Mechanical and Industrial Engineering. All rights reserved 
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1. Introduction 

In recent years, with the increasing demand for active 

safety and intelligence of automobiles in the market, the 

huge social and economic value of unmanned driving has 

become increasingly prominent. More and more enterprises 

and scientific research institutions actively participate in 

and promote the development of the field of unmanned 

driving [1]. At present, there is no formal mass production 

and sales of completely unmanned vehicles, but a 

considerable number of experimental vehicles can achieve 

highly autonomous driving behavior through environmental 

awareness, such as starting, acceleration, braking, lane 

tracking, lane change, collision avoidance, and parking, etc. 

[2]. For the definition of unmanned driving, it divides 

unmanned driving into five levels, namely advanced 

auxiliary driving, specific function assistance, combined 

function assistance, highly automatic driving, and 

completely unmanned driving. At present, most of the 

vehicles are still at the stage of combined function 

assistance. There is still a long way to go to accomplish the 

production of completely unmanned vehicles. 

Vibration sensors are also called vibration detectors. 

They are similar to seismographs that record seismic and 

atomic bomb explosion waves. They are the most common 

ones used in sensors. This kind of sensor detects the target 

mainly by capturing the ground vibration signal caused by 

the movement of human or maneuvering target through the 

vibration probe (also called seismograph) of the device [3]. 

Vibration sensor has a long detection distance and high 

sensitivity. At the same time, the vibration sensor also has a 

certain target resolution[4]. It can distinguish not only man-

made vibration and natural disturbance, but also people and 

targets. Usually, vibration sensor is used to collect abnormal 

acceleration signals of vehicles[5]. 

    Foreign scholars have done a lot of research on the 

detection of acceleration sensor anomaly of axle box of 

unmanned vehicle in this field: Morys established a vehicle-

track coupling model, believing that wheel non-

circularization would cause a great change in vertical force 

of wheel and rail, stimulate bending vibration of axle pair, 

and then lead to lateral sliding of wheel and lateral stripping 

of material between wheel and rail surface. However, this 

model did not compare the difference between the 

amplitude-frequency domain and the frequency domain. 

Johansson et al. established a three-dimensional numerical 

model of vehicle-track dynamic interaction and wheel wear 

feedback coupling. By analyzing the frequency spectrum of 

wheel-rail force at 50km/h running speed, it was found that 

* Corresponding author e-mail: gscilw@163.com. 
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the larger peak value at 40 Hz came from the vertical 

resonance of wheel-rail coupling system, corresponding to 

the fifth, sixth and seventh order polygon wear of wheel, but 

it did not consider using the statistical analysis method of 

axle box acceleration sliding variance window to achieve a 

comprehensive evaluation of track status (sliding variance 

peak method); CLAUS et al. believed that when the speed 

exceeds 200 km/h, the third and fourth order polygon wear 

of wheels could cause significant vibration of the vehicle 

body at 70 Hz to 100 Hz. Although the purpose of axle box 

detection was achieved, the repeated impact of trains 

passing track joints was not considered. Bad sensors or zero 

drift would lead to the distortion of test signals. Therefore, 

the method of detecting the acceleration sensor anomaly of 

axle box of unmanned vehicle studied in this paper provides 

an effective basis for ensuring the safe operation of 

unmanned vehicle. 

2. Definition of Algorithm  

2.1. System Structure of Monitoring Device and Abnormal 
Detection of Shock Absorber of Axle Box  

2.1.1. Structure of Condition Monitoring Device  
Figure 1 is the basic structure of the condition 

monitoring device. 

The device assumes that acceleration sensors are 

installed on bogies, and in order to improve the accuracy of 

diagnosis and increase monitoring items [6], the way of 

installing axle box acceleration sensors on specific axles is 

also studied. 

2.1.2. Structure of Monitoring System  
The system structure is shown in Figure 2. 

Figure 2 shows that the accelerometer measures the 

vibration acceleration of the axle box of a vehicle, the 

analog processing is carried out by signal amplifier to 

quantify the data acquisition card, and the speed sensor 

collects the train speed [7]. Then the acceleration signal of 

the axle box is processed by digital processing technology, 

including noise reduction, digital integration and high-pass 

filtering. Finally, the waveform of corrugation is obtained. 

2.1.3. Abnormal Detection of Shock Absorber of Axle Box  
The following will introduce the application of 

numerical simulation technology to research and test the 

shock absorber of axle box if there is a fault, which will have 

an impact on the operation safety. Therefore, a numerical 

simulation model of single vehicle with 17 degrees of 

freedom is established. The model assumes that the body 

shown in Figure 3 is a rigid body with a running speed of 

275 km/h. According to the input parameters [8,9], the 

“white” noise concerned in vehicle vibration modes is listed 

as a band-limited waveform when the frequency reaches 80 

Hz, which is used as track irregularity. 
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Figure 1. Basic Structure of Condition Monitoring Device 
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Figure 2. Structure Diagram of Monitoring System 
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Figure 3. A Numerical Simulation Model for the Vertical System of a Bicycle 

 

The detection method is to compare the vertical 

vibration acceleration of the newly built or maintained 

bogie with that of the running bogie according to each 

frequency. In addition, for vehicles with vertical vibration 

acceleration sensor of axle box installed for bearing 

detection, the vertical vibration acceleration of axle box can 

also be detected by comparing the vertical vibration 

acceleration of axle box with the vertical vibration 

acceleration of bogie frame according to each frequency. 

The former has the advantage that it is not necessary to 

install vertical acceleration sensor on axle box, but it is 

necessary to compare track irregularities to the same extent. 

Because the ratio of vertical vibration acceleration of axle 

box to the vertical vibration acceleration of bogie frame is 

used [10], the latter has the advantage of not being affected 

by track irregularity. 

2.2. Impulse Isolation Filter and Detection Principle 

2.2.1. Structure and Characteristic Analysis of Impulse 
Isolation Filter 

In order to simulate and reproduce the vibration state of 

the train running on the rolling vibration test bench, it is 

necessary to measure the vibration acceleration signal of the 

train’s axle box on the spot. In order to reproduce the 

vibration of a train running on a straight track, it is necessary 

to isolate the shock wave when the train passes through the 

rail seam [11]; the shock acceleration value of the train 

passing through the rail seam is more than 400 g, while the 

vibration acceleration of the train running on a straight track 

is usually less than 10 g. In order to ensure the test accuracy, 

a sensor with a measuring range of about 15 g should be 

selected. In addition, in the process of on-line measurement, 

the repeated impact of rail joint will damage the sensor or 

cause zero drift, which will lead to the distortion of the test 

signal. Therefore, in the process of measuring vehicle’s axle 

box acceleration signal, isolation filtering of impact 

acceleration becomes an urgent research topic. In order to 

ensure the validity of the measured signal, it is required that 

the amplitude-frequency characteristics of the impulse 

isolation filter have good linear smoothness in the low 

frequency band, and that it should have as steep attenuation 

characteristics as possible in the high frequency band; at the 

same time, the cut-off frequency of the filter should be low; 

when the high frequency components of the impulse 

acceleration signal are isolated, the low frequency 

components can be easily processed [12]. According to 

these requirements, a quasi-double-layer chloroprene 

rubber filter with good filtering characteristics is designed 

after repeated analysis and experimental comparison of 

various shock isolation filters. 

The typical spectrum lines of train’s axle box vibration 

and shock are shown in Figure 4 and Figure 5 shows the 

ideal amplitude-frequency characteristics. 
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Figure 4. Vibration and Shock Power Spectrum Axle Box  
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Figure 5. Characteristics of Ideal Impulse of Isolation Filter 

As can be seen from Figure 4, the frequency range of 

shock spectrum is generally below 300 Hz. Considering that 

the frequency range of vibration acceleration signal of 

train’s axle box due to track irregularity is generally below 

50 Hz.  It is required that the amplitude-frequency 
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characteristics of the shock isolation filter designed be 

linear at least before 50 Hz. 

The structure of the shock isolation filter is shown in 

Figure 6. The upper and lower layers of the filter are tightly 

bonded with the middle layer through 502 glue. The middle 

layer is 8 mm thick and has a small crack in the chloroprene 

rubber isolation layer. It can also be called quasi-double 

rubber filter. The dynamic characteristics of single-layer 

rubber filter can be described by the physical model shown 

in Figure 7. Its mathematical equation of motion is as 

follows: 
_ .

0m x c x kx P cos t                                                          (1) 

The transfer rate of acceleration can be calculated from 

the formula. 
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In formula (2), 
/m k m 

 is the natural frequency 

and 
2cC mk

 is the critical damping coefficient. For 

chloroprene rubber, the elastic coefficient k  is independent 

of frequency, and the product of damping coefficient C  

and vibration frequency is constant. The formula (2) can be 

simplified as follows: 
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In formula (3), 
  /l c k

 is a constant, and the 

acceleration transfer rate A  here is the amplitude-

frequency characteristic 
 A f

 of the filter. The curve is 

shown in Figure 8. From the curve of Figure 8, it can be 

seen that the amplitude-frequency characteristics of single 

rubber layer cannot meet the requirements of impulse signal 

filtering that the transmission rate at resonance is small, and 

the transmission rate curve should drop steeply after 

crossing the resonance region. Considering the above-

mentioned single-layer isolation filter system according to 

these requirements shows many shortcomings. In this paper, 

a quasi-double rubber filter is designed on the basis of a 

large number of analysis and experiments [13]. The filter 

can effectively meet the requirements of shock isolation 

filter. 
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Figure 6. Structural Sketch of Impulse Isolation Filter 
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2.2.2. Detection Principle 
At present, there are two main detection methods for 

track irregularity: chord measurement method and inertial 

reference method. The transfer function of the chord 

measurement method is not always equal to 1, which cannot 

correctly reflect the real track irregularity [14]. In this paper, 

the inertia reference method is adopted. The traditional 

principle of inertia reference method is to install 

acceleration sensors on the train body. When the vibration 

frequency of axle box is very high and far higher than the 

natural frequency of mass spring system composed of 

vehicle body and wheel axle box, according to the principle 

of inertia, the vehicle body cannot move up and down along 

with the axle box, so the vehicle body becomes a static 

reference which can be used for measurement. Therefore, 

the displacement of axle box relative to vehicle body is track 

irregularity without the wheel leaving the rail. However, the 

vibration frequencies of the axle box caused by rail 

corrugation are not all much higher than the natural 

frequencies of the system [15]. When the wavelength is 

longer or the driving speed is lower, the axial vibration 

frequencies caused by rail corrugation are not high enough, 

and the vehicle body will move with it, and the 

measurement datum will be lost. For this reason, another 

kind of axle box acceleration integration method based on 

inertia principle that seems to be more convenient and 

feasible is proposed, that is, the second integration of the 

collected vertical vibration acceleration of axle box, 

indicating that the vertical displacement of the axle box is 

equal to the rail corrugation, and its detection schematic 

diagram is shown in Figure 9. 
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Figure 9. Principle Diagram of Inertial Constant Method 

The acceleration vibration signal collected by the 

acceleration sensor installed on the axle box directly reflects 

the irregular state of the track. The vertical displacement Z 

obtained by integration is the wave wear value. 
..

Z Zdtdt                                                                         (4) 

At this time, the inertial reference line is the axle box, so 

the integral value Z is the track wave wear value. 

2.3 Statistical Algorithm of Sliding Variance Window 

for Axle Box Acceleration and Selection of Sliding Window 

Width 

2.3.1 Statistical Algorithm of Sliding Variance Window 

for Axle Box Acceleration  

Variance is the average of the square of the difference 

between each data and the average. For a group of data 

 1 2 3, , ,...,n nX x x x x
, the definition of variance 

 nD X
 is shown in formula (5): 
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In formula (5), 

_

x  is the mean of the array nX
. 

For the measured axle box acceleration data 

 1 2 3, , ,..., Na a a a a
, as shown in Figure 10, assuming 

the sliding window width is M , then M N , and the 

calculation results of sliding variance are shown in Formula 

(6): 
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In formula (6), there are: 
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According to formula (7), formula (8) can be obtained 

as: 
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Figure10. Sliding Variance of Vertical Acceleration of Axle Box 

2.2.3. Selection of Sliding Window Width 
Formula (6) and formula (7) show that the key of sliding 

variance statistical algorithm is to determine the width of 

sliding window M . Two ways are considered to determine 

the width of sliding window M , one is to determine M  

(time window) based on time, as formula (9): 

TM Tf
dt

                                                                       (9) 

Another method is to determine M  (distance window) 

based on distance, as formula (10): 

L LfM
dl v

                                                                    (10) 

In formula (10), L  is the length of the line to be covered 

by the sliding window, with the unite of m ; dl  is the length 

of the line corresponding to the sampling interval, with the 

unite of m ; 
f

 is the sampling frequency, with the unite of 

Hz ; v  is the speed of the vehicle, with the unite of /m s
. 

At the same speed, there is a one-to-one correspondence 

between the time window and the distance window [16,17]. 

Dynamic detection corresponds the peak value of vehicle 

dynamic response to the position of the line. Through the 

sliding variance of axle box acceleration, the line diseases 

and their corresponding positions can be found out. The 

distance window is more suitable. For the distance window, 

the selection of L  is very important, L  is too small to 

cover the overall response caused by a certain line 

excitation, and L  is too large to weaken the response 

caused by specific line excitation. The response of typical 

line excitation links such as welded joints and turnouts in 

the speed range of 200 km/h to 350 km/h is analyzed. The 

response length is generally 10 m to 20 m. Therefore, it is 

reasonable to choose 20 m for L . 

3. Results 

3.1. Abnormal Vibration Detection of Shock Absorber 
Attenuation of Axle Box  

In order to investigate the change trend of bogie’s 

vertical vibration acceleration when the shock absorber of 

axle box is abnormal, the numerical simulation is carried out 

at first. Therefore, under the condition of insufficient 

hydraulic oil, it is assumed that the damping coefficient of 

one axle box damper in eight axle box dampers of a vehicle 

is 0. When the throttle hole is blocked, the damping 

coefficient of one of the eight axle box dampers in a vehicle 

is assumed to be twice as high as that of the intact axle box 
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dampers. Based on the above assumptions, the damping 

coefficient of the shock absorber of axle box is calculated. 

Figure 11 is an example of using the method of amplitude 

ratio to detect the abnormality of shock absorber of axle 

box. Figure 12 is an example of using the method of 

response ratio to detect the abnormality of shock absorber 

of axle box. 
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Figure 11. Detection of Shaft Box Shock Absorber Abnormality 

by Amplitude Ratio 
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Figure 12. Detects Abnormal Vibration Attenuation of Axle Box 

Damper Based on Response Ratio 

In Figure 11, the amplitude ratio of intact state 

(abnormal/intact) at each frequency is 1. From the 

difference of vibration attenuation characteristics of axle 

box dampers, in the frequency domain higher than 7.5 Hz, 

with the increase of vibration frequency of axle box 

dampers, when the throttle hole is blocked, the amplitude 

ratio of axle box acceleration is higher than 1, and when the 

hydraulic oil is insufficient, the amplitude ratio is lower than 

1, which is inconsistent with the amplitude ratio of intact 

condition. Therefore, the shock absorber of axle box is in an 

abnormal state. It can be considered that the failure of the 

shock absorber of axle box can be judged by comparing the 

difference of vibration reduction characteristics in the 

frequency domain with the amplitude frequency domain 

above 7.5 Hz. 

Figure 12 is an example of using response ratio method 

to detect the abnormality of shock absorber of axle box. 

From about 5 Hz, the response ratio is different, and there 

is also difference at 8Hz, but the difference is basically 0. 

After 8 Hz, the normal state, throttle hole blockage and 

hydraulic oil shortage show a decreasing trend with the 

increase of vibration frequency of the axle box’s shock 

absorber. Although the amplitude ratio of the three is 

consistent, there are obvious differences. Therefore, the 

shock absorber of axle box is in abnormal state, and the 

frequency domain above 8Hz is used, which can determine 

the failure of shock absorber of axle box. 

3.2. Line Detection by Using Sliding Variance Peak 
Method of Axle Box Acceleration  

The main factors affecting vehicle dynamic response 

include vehicle type and state, vehicle speed and line 

disturbance. When determining the threshold value of 

sliding variance of axle box vertical acceleration for line 

detection, it should correspond to vehicle type, state and 

running speed. In fact, the sampling frequency of vertical 

acceleration of axle box also directly affects the calculation 

result of sliding variance. The sliding variance of the 

vertical acceleration of a trailer’s axle box is calculated 

when a comprehensive inspection vehicle runs at the speed 

level of 300 km/h in the initial stage of a high-speed railway 

joint commissioning test. The sampling frequency of the 

axle box acceleration is 100 Hz. Statistical analysis of the 

length of the line is 220 km, and there is a total of about 

2200 rail welded joints and 6 groups of turnouts. The peak 

value of sliding variance of axle box vertical acceleration 

corresponding to all welded joints and turnouts is 

calculated. Table 1 shows the peak value of sliding variance 

greater than the threshold value and its proportion when the 

threshold value is different. 

Table 1. Statistical Result of Sliding Variance of Vertical 

Acceleration of Axle Box in 220 km Line Section 

Threshold 

Value/(m2·s-4) 

The Number of Sliding 

Variance Peaks Greater 

than the Threshold 

Proportion of the 

Number of Sliding 

Variance Peaks 

Greater than the 

Threshold % 

10000 0 0 

8000 2 0.09 

6000 5 0.22 

5000 23 1.03 

4000 67 2.99 

3000 199 8.89 

1000 1730 77.3 

500 2237 99.96 

The peak values of sliding variance of axle box vertical 

acceleration corresponding to 99% of welded joints and 6 

groups of turnouts are between 500 m2/s4 and 5000 m2/s4. 

If 99% confidence probability corresponds, the threshold 

value is 5000 m2/s4. Table 2 lists the location of the line 

whose peak value of sliding variance of axle box vertical 

acceleration is more than 6000 m2/s4 and the corresponding 

line condition. 

Table 2. Route Locations of Vertical Acceleration Sliding 

Variance Peak of Greater than 6000 m2/s4 

Peak Value of 

Sliding Variance of 

Vertical Acceleration 

of Axle Box/(m2·s-4) 

Corresponding 

Route Location 

Corresponding 

Line Condition 

8673 K823+940 Welded Joint 

8468 K832+040 Welded Joint 

6437 K762+520 Welded Joint 

6275 K761+450 Switch 

6013 K837+240 Welded Joint 
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The peak value of sliding variance of axle box vertical 

acceleration passing through all turnouts at a speed level of 

300 km/h of a comprehensive testing vehicle in the initial 

stage of a high-speed railway joint commissioning test is 

made statistical analysis, in which the sampling frequency 

of axle box acceleration is 1000 Hz. Table 3 shows the peak 

value of sliding variance greater than the threshold value 

and its proportion when the threshold value is different. 

Table 3. Statistical Results of Peak Sliding Variance of 

Axle Box Vertical Acceleration at Turnout 

Threshold 

Value/(m2·s-4) 

The Number of 

Sliding Variance 

Peaks Greater than the 

Threshold 

Proportion of the Number 

of Sliding Variance Peaks 

Greater than the Threshold 

% 

20000 0 0 

15000 2 5.3 

10000 3 7.9 

8000 4 10.5 

5000 16 42.1 

4000 27 71.0 

3000 31 81.6 

2000 38 100 

The peak value of sliding variance of axle box vertical 

acceleration corresponding to all turnouts ranges from 2000 

m2/s4 to 20000 m2/s4, and the peak value of sliding 

variance of axle box vertical acceleration greater than 8000 

m2/s4 has only 4 turnouts, accounting for about 10% of all 

turnouts. If 90% confidence probability corresponds, the 

threshold value is 8000 m2/s4. 

Rail pre-grinding can eliminate decarburization layer on 

rail surface, short wave irregularity during rolling and rail 

surface defects during construction, and improve the 

smoothness of rail welded joints. Figure 13 shows the 

sliding variance of vertical acceleration of axle box at the 

speed level of 300 km/h before and after rail pre-grinding in 

10 km section of a high-speed railway. 

Figure 13 shows that the effect of rail pre-grinding on 

improving the smoothness of rail welded joints is very 

obvious. After rail pre-grinding, the transient vibration 

energy of wheel pairs at rail welded joints generally 

decreases by 5-10 times. 

3.3. Derailment Detection 

3.3.1. Basic Ideas 
In previous research work, a method of comparing the 

frequency of acceleration exceeding the critical value and 

the cumulative value of current and previous acceleration is 

proposed. In order to improve the detection accuracy of 

derailment, this paper focuses on the different phenomena 

of peak vibration acceleration at specific parts of the vehicle 

and the positive and negative asymmetry of the inherent 

vibration acceleration when derailment occurs. The peak 

vibration acceleration here refers to the maximum vibration 

acceleration in a certain period of time. This method 

considers that “if the running speed and track state are 

determined, the magnitude of positive/negative peak 

vibration acceleration of bogie frame and vehicle body can 

be roughly determined”. According to the combination of 

running speed level (e.g. step length 10 km/h) and each 

track state (classification) (e.g. line interval level), the 

statistical average value and standard deviation value of 

peak vibration acceleration are established in advance. In 

the database, by comparing the database data with the peak 

vibration acceleration of the running time in turn, the 

abnormality of the running device can be detected. In 

addition, according to the positive and negative asymmetry 

of vibration acceleration waveform and other factors, it is 

determined whether derailment will occur. The following is 

the confirmation of the sample distribution (the distribution 

of vibration acceleration in normal condition) which 

belongs to the first stage of the same-level method, and the 

method for quantifying the degree of deviation of vibration 

acceleration from normal condition when derailed by 

checking the distribution of vibration acceleration in normal 

condition. 
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Figure 13. Sliding Variance of Vertical Acceleration of Axle Box before and after Rail Grinding in the Same Line 

Section  



 © 2020 Jordan Journal of Mechanical and Industrial Engineering. All rights reserved - Volume 14, Number 1  (ISSN 1995-6665) 156 

3.3.2. Research on Detection Method 
(1) Normal operation 

Firstly, the statistical distribution of peak vibration 

acceleration in normal operation is confirmed. Figure 14 is 

the vertical vibration acceleration waveform of the freight 

vehicle body with a 2-axle bogie in normal operation. 

Figure 15 and Figure 16 show the peak vibration 

acceleration of the waveform calculated at regular intervals, 

respectively, and the statistical results of peak vibration 

acceleration are expressed in terms of frequency 

distribution. Table 4 gives the mean and standard deviation 

of normal operation. 
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Figure 14. Vertical Vibration Acceleration Waveform of Vehicle 

Body in Normal Operation 
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Figure 16. Frequency Distribution of Negative Peak Vibration 

Acceleration 

Table 4. Average and Standard Deviation of Vertical Vibration 

Acceleration of Vehicle Body under Normal Operation 

  
Average 

Value 

Standard 

Deviation 

Positive Peak Vibration 

Acceleration/(m·s-2) 
1.07 0.36 

Negative Peak Vibration 

Acceleration/(m·s-2) 
-1.00 0.43 

The number of sampling samples is about 100, which is 

not enough, but the peak vibration acceleration shown in 

Figure 15 shows a normal distribution. From the negative 

peak vibration acceleration shown in Figure 16, the 

distribution shape is approximately lognormal distribution 

and F distribution. The higher the frequency around the 

average is, the more it deviates from the average, and the 

lower the frequency distribution is. According to these 

conditions, the more the deviations from the average are, the 

greater the possibility of anomalies is. 

Table 4 gives the mean and standard deviation of normal 

operation. In addition, the vehicle speed corresponding to 

the test data of derailment is 9 km/h, so the comparison with 

the vertical vibration acceleration of the vehicle body under 

normal operation at this speed is in line with the 

requirements. However, because the data of freight vehicle 

running at 9 km/h in derailment test cannot be obtained, as 

the data of normal operation, the same data of freight 

vehicle running at 60 km/h with 2-axle bogie are used. The 

vibration acceleration of vehicle body increases with the 

increase of speed, so the derailment detection described 

below is conservative, and it is considered that there is no 

problem to compare with the vibration acceleration of 60 

km/h running speed. 

(2) Derailment operation 

Figure 17 shows the vertical acceleration waveform of 

the vehicle body when the truck derails. In this paper, the 

acceleration is in the downward direction, and the 

acceleration waveform is processed in the same way as in 

normal operation. The peak vibration acceleration (Formula 

(11), (12)) is compared with the standard deviation in 

normal operation. 

30p p 
                                                                     (11) 

50n n                                                                       (12) 

In the formula, σp is the standard deviation of positive 

peak vibration acceleration in normal operation, with the 

unit of m/s2; σn is the standard deviation of negative peak 

vibration acceleration in normal operation, with the unit of 

m/s2; αｐ is the positive peak vibration acceleration when 

derailing, with the unit of m/s2; αｎ is negative peak 

vibration acceleration when derailing, with the unit of m/s2. 

In addition, Figure 17 is the vibration acceleration of the 

vehicle body when derailing, and Figure 18 is the vibration 

acceleration of the replaced bogie when running on ballast 

track. 
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Figure 17. Vibration Acceleration of Car Body When Derailing 
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Figure 18. Vibration Acceleration of Replaced Bogie Running on 

Ballast Track 

From Fig. 14 and 17, it can be seen that the vertical 

vibration acceleration of axle box fluctuates between -1.8 

m·s-2 and 1.7 m·s-2 in normal operation, with a small 

fluctuation range. When the vehicle derails, the vertical 

vibration acceleration of axle box fluctuates irregularly 

between -45 m·s-2 and 22 m·s-2. The fluctuation range is 

very large, and the absolute value of negative peak vibration 

acceleration is greater than that of positive peak vibration 

acceleration. When derailment occurs, the vertical vibration 

acceleration of axle box is abnormal. After installing 

acceleration sensor on the bogie after replacement, it runs 

on ballast track. Figure 18 is the vibration acceleration of 

the replaced bogie running on ballast track. The vertical 

vibration acceleration shown in Figure 18 is the same as that 

shown in Figure 17. When the vehicle derails, the absolute 

value of the negative peak vibration acceleration is greater 

than the positive peak vibration acceleration, and the 

vertical vibration acceleration of the axle box is abnormal. 

In Figure 18, the reason for the formation of vibration 

acceleration waveform is that ballast and sleepers cause the 

wheel to be impacted in the upward direction, which is the 

waveform with unique characteristics when the vehicle 

derails. In addition, the sleepers are usually laid at intervals 

of 34 to 44 per 25 m. Assuming that the running speed is 

9km/h when derailment is considered, it can be considered 

that the wheel of the test vehicle passes through a sleeper at 

intervals of 0.30 s to 0.23 s. In Figure 17, the time interval 

of negative peak vibration acceleration is about 0.25 s, 

which is consistent with the time when the wheel passes 

through the sleeper. Therefore, it can be considered that the 

impact of sleepers and wheels results in negative peak 

vibration acceleration of the vehicle body. It can be seen that 

the accuracy of derailment detection can be improved by 

considering the time when the wheel passes through the 

sleeper. In addition, even on slab (ballastless) track, the 

accuracy of derailment detection can be improved if the 

track information is used as the basis. 

4. Conclusions 

This paper studies the detection method for acceleration 

sensor anomaly of axle box of unmanned vehicle. This 

method takes the failure of bogie parts directly related to 

operation safety and the sliding variance peak value of 

dynamic response index of railway vehicle as the 

influencing factors to judge the acceleration sensor anomaly 

detection of axle box of unmanned vehicle, to achieve the 

acceleration sensor anomaly detection of axle box of 

unmanned vehicle. 

(1) From the difference of vibration attenuation 

characteristics of axle box dampers, in the frequency 

domain above 7.5 Hz, the amplitude ratio of axle box 

acceleration under the condition of throttle hole blockage 

and insufficient hydraulic oil is inconsistent with that under 

the intact condition, which indicates that the axle box 

damper is abnormal at this time. Therefore, the difference 

of vibration attenuation characteristics in this frequency 

domain can be determined by comparing the amplitude 

frequency domain above 7.5 Hz. When the response ratio 

method is used to detect the shock absorber abnormality of 

the axle box, the frequency domain of the response ratio 

difference is more than 8 Hz. When the response ratio of the 

axle box acceleration is higher than 8 Hz, the response ratio 

of the axle box acceleration under the three conditions is 

consistent, but there are obvious differences, which indicate 

the shock absorber abnormality of the axle box. Therefore, 

the failure of shock absorber of axle box can be judged by 

using the difference of response rate in frequency domain 

above 8 Hz. Therefore, comparing the difference of 

vibration attenuation characteristics of axle box damper and 

using the method of response ratio to detect the abnormality 

of axle box damper, can well judge the abnormal condition 

of axle box acceleration, so as to realize the abnormal 

detection of axle box sensor acceleration of unmanned 

vehicle. 

(2) Rail pre-grinding has obvious effect on improving the 

smoothness of rail welded joints. Based on the sliding 

variance of vertical acceleration of axle box at 300 km/h 

speed level, the instantaneous vibration energy of wheelset 

at rail welded joints after rail pre-grinding generally 

decreases by 5-10 times, and the variance of axle box 

acceleration significantly decreases. The variance of axle 

box acceleration reflects the vibration energy of wheelset. It 

can effectively characterize the influence of line excitation 

on the vibration state of wheelset. 

(3) When derailment occurs, the vertical vibration 

acceleration waveform of axle box and the vibration 

acceleration waveform of replaced bogie running on ballast 

track are both the absolute value of negative peak vibration 

acceleration greater than that of positive peak vibration 

acceleration, and the vertical vibration acceleration of axle 

box is abnormal. 
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Abstract 

Energy management strategy is a key technology which affects the fuel economy of hybrid electric vehicles (HEVs), which 

is greatly affected by the complex driving environment of vehicles, and further research is needed in the aspect of 

comprehensive consideration of vehicle driving pattern. In this paper, the multi-mode driving control is defined as the control 

strategy which switches a current driving control algorithm to the algorithm optimized in a recognized driving pattern. Based 

on the analysis of vehicle drive cycle, the driving pattern is defined according to the randomness of vehicle drive cycle. Four 

representative driving patterns are selected, which are composed of two urban driving patterns, two express way driving pattern. 

A total of 14 characteristic parameters are chosen to characterize the driving patterns. The multi-hierarchical comprehensive 

evaluation based on fuzzy comprehensive evaluation for vehicle drive conditions is introduced, which in driving decides 

periodically the representative driving pattern that is closest to a current drive cycle by comparing the correlation related to 14 

characteristic parameters. The hierarchical system of vehicles driving patterns characteristic parameters is set up. Using an 

actual drive cycle as an example, the working condition is evaluated using the weighted average of fuzzy comprehensive 

evaluation model with comprehensive consideration of the influence of multiple factors. The analysis of vehicle drive cycle 

can be used to guide the design of HEVs powertrain and the multi-mode control algorithm using real-time online  identification 

of drving pattern can be developed to optimize the performance of HEVs. 

© 2020 Jordan Journal of Mechanical and Industrial Engineering. All rights reserved 

Keywords: Drive cycle; driving pattern; fuzzy evaluation; multi-mode control; 

1. Introduction 

The actual drive cycle of vehicles is random and 

uncertain which considerably affects the emissions and fuel 

efficiency of HEV, and especially the driving cycle and 

driving habits that have more sensitive influence on HEV 

than internal combustion engine vehicles. Currently, most 

of the hybrid power train parameters matching and control 

strategy optimization are obtained based on the analysis of 

a specific drive cycle. If the drive control strategy of HEV 

is not suitable for current drive cycle, it will have worse 

performance of fuel consumption and emissions than 

internal combustion engine vehicles (Song et al, 2016). 

The hybrid buses have the characteristics of fixed 

driving route and strong cycle repeatability, which can 

realize the on-line identification and application of control 

strategy and typical working conditions. The selection of 

HEV powertrain structure, parameter matching, and test 

development must be based on the reasonable actual drive 

cycle. Additionally, the simulation analysis and 

performance verification of the whole vehicle should be 

conducted on the basis of the drive cycles (Luo et al, 2007). 

The existing recognition methods of working condition 

mainly include neural network recognition method, fuzzy 

inference recognition method, etc(Montazeri-Gh M and 

Mahmoodi-k M,2015). It needs a lot of data training to 

identify the working condition accurately by using neural 

network. However, due to the complexity of the actual 

working condition and many emergencies, it is difficult to 

obtain a large number of accurate data samples for its 

learning. The driving pattern recognition based on fuzzy 

discrimination can contain all kinds of information. It can 

make the same kind of signals achieve different effects 

under different operations by changing the fuzzy rules, and 

has good following and filtering characteristics (Hao et al, 
2016). 

Yang (2014) established a classification and 

identification sample by dividing the standard working 

conditions, and established a working condition identifier 

based on the limit learning machine to complete the 

identification of the cycle working conditions. Lian(2016) 

proposed an adaptive control strategy based on fuzzy on-

line identification for a parallel hybrid electric bus. The 

algorithm of fuzzy on-line identification is designed to 

identify the actual driving conditions of the vehicle. The 

corresponding optimal control parameters are called 

according to the results of condition identification. The 

experimental results showed that the designed fuzzy 

recognition method can complete the recognition of driving 

condition type. In order to overcome the lack of adaptability 

of PHEV powertrain control strategy in complex driving 

cycle,  Chen(2017) proposed a route-based fuzzy adaptive 

control strategy of PHEV and the results showed that the 

method can improve the economic performance.  

Vehicle have random actual working conditions and the 

characteristics of fuzzy information, which can be described 

and studied using fuzzy set. Due to the large amount of 

* Corresponding author e-mail: zhqy@fjut.edu.cn. 
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calculation, many kinds of parameters and wide range of 

features, fuzzy recognition algorithm is applied in this 

study. It can recognize by quantifying the membership 

characteristics of computational data and standard data, 

which can eliminate the interference of noise array and 

accurately reflect the belonging of recognition object. In 

addition, fuzzy recognition has the advantages of fast 

calculation speed and strong real-time performance, which 

is applicable to the identification of driving conditions in 

this study. 

The drive cycles of vehicles are not only the 

characteristics manifested by vehicle itself, but also 

evaluators’ understanding of vehicle performance from 

different purposes. It can be understood as the evaluation 

subjects’ qualitative descriptions of objective phenomenon. 

In order to make the evaluation object of qualitative 

description distinguished and compared, some quantitative 

standards are needed. 

2. Multi-mode Drive Control 

Multi-mode drive control is defined as a kind of control 

strategy, and it can convert the present drive control 

algorithm into the optimized algorithm of representative 

driving pattern after identification (Lei et al, 2017). By 

contrast, single mode control is the control strategy that only 

has one drive control algorithm. The use of driving pattern 

recognition can make drive control strategy periodically 

adapted to current drive mode. To achieve this goal, 

simulation or experiment was conducted on the four typical 

driving patterns, and then the control parameters in the 

working index were optimized, thereby reducing fuel 

consumption and improving emission performance. These 

control parameters were stored in the vehicle control unit 

memory (Zhang & Xiong, 2015). 

Control parameters are composed of weighting factors 

of working indexes, which are used to determine the indexes 

such as engine power. In actual driving, control parameters 

change to be the ones most suitable for current driving 

pattern according to the results of driving pattern 

recognition (Jeon et al, 2002). 

Signal acquisition & 

processing:

velocity 

Acceleration

Perform statistical 

analysis periodically 

& calculate C1-C14

Driving pattern 

recognition 

One of 4 

representative 

driving patterns is 

recognized 

Switch 

Driving Control to 

Optimal One 

Figure 1. Multi-mode control principle diagram. 

Fig.1 shows the multi-mode drive control diagram. First 

of all, each representative driving pattern control parameters 

were optimized so as to reduce fuel consumption and 

emissions. Such process could be finished through 

simulation. Thus, velocity and acceleration signals were 

stored in the vehicle control unit memory through the sensor 

measurement. The characteristic parameters were obtained 

through the statistical analysis of stored signals at short 

intervals. These results, as the input of fuzzy evaluation of 

vehicle drive cycles, recognized current driving pattern as 

one of four representative typical driving patterns. 

According to the result of driving pattern recognition, the 

drive control algorithm was turned into the optimized 

algorithm (Nicolas et al,2016). 

3. Multi-hierarchical Comprehensive Evaluation 
Method Based on Fuzzy Comprehensive Evaluation 

The basic idea of fuzzy comprehensive evaluation is to 

make reasonable comprehensive evaluation using fuzzy 

linear transformation principle and maximum degree of 

membership, and considering various factors related to the 

evaluated object (Liu et al, 2013). 

It is assumed that there are m factors related to the 

evaluated object, and it is expressed with 

 1 2 m, , uU u u ，   and named as the factor set. It 

represents m properties of the object. Besides, it is assumed 

that there are n possible comments, and it is expressed with 

 1 2 nv , , vV v ，   and named as the evaluation set. 

For the significance of comprehensive evaluation, when 

the individual factor iu  is considered, the membership 

degree of iu evaluation for the evaluation jv is 

 1,2, ,i jr j n ; for the result through the generalized 

fuzzy “and” operation  i ija r expressed with
*

ijr ,when 

various factors are comprehensively considered, the 

membership degree of iu evaluation for jv means the 

adjustment on i jr when the influence degree ia  of factor .

iu .on the total evaluation is considered. Finally, the 

adjusted membership degree is comprehensively processed 

through generalized fuzzy “or” operation so as to obtain 

reasonable comprehensive evaluation results. 

When there are many elements in factor set U, the 

importance coefficient of each factor is correspondingly 

smaller, and it is often difficult to distinguish the superiority 

order of things in the system, and impossible to obtain 

meaningful evaluation results. For this kind of situation, the 

elements in factor set U can be divided into several 

categories according to certain properties; people can first 

make comprehensive evaluation on each kind of factors 

(fewer elements), and then conduct high-level 

comprehensive evaluation of the “class” element among the 

evaluation results (Shen et al, 2009). The specific method is 

as follows: 

Assuming the importance degree subset of iU is iA , and 

the comprehensive evaluation matrix of ik factors in iU for 

V is iR , the first level model  ,M  

  is selected for the 

fuzzy comprehensive evaluation on iU . It is assumed that 

the fuzzy comprehensive evaluation set of iU is as follows: 

   1 2* , , , 1,2, ,i i i i i inB A R b b b i N           (1) 

Assuming importance degree fuzzy subset of 

 1 2, , UNU U U ，  factor is as follows: 

 1 2, , ANA A A ，                                                              (2) 

Based on Equation (1), the second level comprehensive 

evaluation matrix is constructed: 

1 1 1

2 2 2

*

*

*N N N

B A R
B A R

R

B A R

   
   
    
   
   
   

                                                       (3) 



 © 2020 Jordan Journal of Mechanical and Industrial Engineering. All rights reserved - Volume 14, Number 1  (ISSN 1995-6665) 161 

Then, the second level fuzzy comprehensive evaluation 

for U is as follows: 

 1 2* , , , nB A R b b b                                                     (4) 

Finally, using the principle of maximum membership 

degree, the level (evaluation) corresponded by the 

maximum ib is the best evaluation result. 

4. The Classification of Vehicle Drive Mode 

4.1. Vehicle Characteristic Parameters of Drive cycle 

Vehicle driving pattern can be described with a variety 

of standard. This paper defines it with drive cycle working 

condition, and describes it with the recommended 

parameters in Table 1[5]. For vehicle driving cycle, the factor 

set was  1, 2, , 14U C C C . Because there are many 

factors and the weight need to meet 
i 1  , the weight 

of some factors would be smaller. Therefore, the factor set 

is further classified, and then factors within each level are 

comprehensively evaluated; finally, the high level of 

comprehensive evaluation is conducted on the evaluation 

results. 

Table 1. Fourteen characteristic parameters of driving patterns. 

Parameters Meaning 

C1 Average circling speed [km/h] 

C2 
Average operating speed after removing the 

parking time, V>0.5km/h[km/h] 

C3 Parking time /total time [%] 

C4 
Accelerating kinetic energy under unit mass and 

distance (PKE) [m/s2] 

C5 Average acceleration [m/s2], a>0.1 m/s2 

C6 Average deceleration [m/s2], a<-0.1 m/s2 

C7 The number of parking per kilometer 

C8 
Average start-stop time (from starting and 

parking) [s] 

C9 Acceleration time/total time [%] 

C10 Deceleration time /total time [%] 

C11 Acceleration standard deviation [m/s2] 

C12 Deceleration standard deviation [m/s2] 

C13 Maximum speed [km/h] 

C14 Speed standard deviation [km/h] 

In Table 1, C4 denotes the speed kinetic energy under 

unit mass and unit travel distance. The calculation formula 

is as follows: 
2 2

, 0
f iV V dVPKE

x dt


                                                  (5) 

In Equation (5), fV and iV respectively denote the start 

and final speed for each time of acceleration; x is the total 

travel distance. 

C5 denotes the average acceleration of the whole 

acceleration process; C6 denotes the average deceleration of 

the whole deceleration process; C11 is acceleration standard 

deviation. For the selected driving pattern, the average 

acceleration of each driving pattern (C5) was firstly solved, 

the square root of the squares of the sum of each value and 

average deviation is the acceleration standard deviation. 

Similarly, C12 is the deceleration standard deviation; C14 

is the corresponding average circling speed standard 

deviation, which can refer to the calculation of acceleration 

standard deviation. 

Four representative driving patterns are selected, 

including two urban driving patterns and two highway drive 

patterns, shown in Fig. 2. And the dynamic performance of 

each driving pattern was sorted, which concretely describes 

the composition of each driving pattern and the statistics 

characteristics of the speed curve. 
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Figure 2. Four driving patterns. 

The four specific driving patterns are described using the 

parameters specified in Table 1, and the specific values are 

shown in Table 2. 

Table 2. Characteristic Parameter Values of Four Driving Patterns.  

Characteristic 

Parameter 

Urban 

1 

Urban 

2 
Highway 1 

Highway 

2 

C1/km·h-1 18.73 24.57 57.22 77.15 

C2/km·h-1 28.1 31.95 61.22 82.65 

C3/% 30.8 23.12 6.96 6.66 

C4/m·s-2 0.2918 0.1612 0.2102 0.4573 

C5/m·s-2 0.13 0.1 0.1 0.28 

C6/m·s-2 -0.13 -0.1 -0.1 -0.29 

C7 4 7.25 0.3 0.38 

C8/s 45 120 607.5 109.4 

C9/% 21.5 30.87 34.08 40.61 

C10/% 18.5 28.2 32.62 40.27 

C11/m·s-2 0.1493 0.1493 0.1493 0.1493 

C12/m·s-2 

-

0.1578 

-

0.1578 
-0.1578 -0.1578 

C13/km·h-1 50 74.52 118.43 129.2 

C14/km·h-1 47.84 47.84 47.84 47.84 

4.2. The Classification of Factor Set and Determination of 
Weight 

The fuzzy evaluation of vehicle drive cycles involves 

many factors, so the factors involved are divided into 

several categories in accordance with certain attributes, and 

then ordered from low to high level, as shown in Fig.3. 

Comprehensive evaluation is first conducted on the early 
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levels of each kind, and then higher level of comprehensive 

evaluation is implemented on the class of evaluation results 

of each type so as to obtain the quantitative evaluation 

results that accorded with the actual situations. 

Vehicle Driving Patterns

Speed Travel time
Acceleration  

kinetic energy
Acceleration

The number of 

parking per 

kilometer

C1 C2 C13 C14 C3 C8 C9 C10 C5 C6 C11 C12C4 C7

 

Figure 3. The hierarchical system of vehicles driving patterns 

Characteristic parameters. 

For the weight of the characteristic parameters that 

described the vehicle driving pattern, the weight value 

shown in Table 3 are adopted. 

Table 3. Characteristic Parameters and the Weight of Four Driving 

Patterns. 

First level index and 

weight 

Second level index and weight 

Speed 0.3 

Average circling speed 0.33 

Average speed after 

removing the parking 

time 

0.33 

Maximum speed 0.17 

Speed standard deviation 0.17 

Travel time 0.25 

Parking time/total time 0.4 

Average start-stop time 

(from starting to parking) 
0.2 

Acceleration time/total 

time 
0.2 

Deceleration time/total 

time 
0.2 

Acceleration 0.3 

Average acceleration 0.33 

Average deceleration 0.33 

Acceleration standard 

deviation 
0.17 

Deceleration standard 

deviation 
0.17 

Acceleration 

kinetic energy 
0.1 

accelerating kinetic 

energy under unit mass 

and unit distance  

1 

The number of 

parking per 

kilometer 

0.05 
The number of parking 

per kilometer 
1 

4.3. The Determination of Evaluation Set 

Evaluation sets is a direct description and representation 

form of each level factors evaluation results. It is necessary 

to establish the corresponding evaluation set for each level 

of factors. It is determined the evaluation structure of 

various factors in the model are four grades, namely, 4 

elements in V (m = 4) are expressed with V = {V1, V2, V3 

and V4}. 

The second level of factors are the base factors of 

comprehensive evaluation, namely, the direct survey 

evaluation factors. And the first level factor and the total 

target are the comprehensive reflection about the evaluation 

results of several factors. Evaluation sets represent the 

comprehensive evaluation results in the form of 

membership degree, and can fully reflect the evaluation. 

For the fuzzy evaluation of vehicles working mode, four 

driving patterns are adopted as the evaluation result. 

Therefore, the key problem was how to determine the 

membership degree of elements in the factor sets. By taking 

Parameters C1 and C2 as examples, the membership 

function of driving pattern parameters is listed below. 

(1) Average circling speed 

Normal distribution is used as the membership function 

of average circling speed, and the average value is the 

average circling speed obtained by calculation. Besides, the 

variance is the average cycling speed standard deviation of 

four driving patterns. With urban drive cycle 1 as an 

example, the normal distribution value is listed in Equation 

(6): 

 

2
18.73

47.84μ C1 e

x 
 
                                                                  (6) 

The membership degree curve of average circling speed 

under the four driving patterns is shown in Fig. 4. 
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Figure 4. Membership Curve of Vehicles Average Circling Speed.  

(2) Average speed after removing the parking time 

Being similar to C1, with urban driving pattern 1 as an 

example, the normal distribution was taken, and the average 

is the average running speed after removing parking time, 

the variance is the average speed standard deviation of the 

four driving pattern2. The membership of average speed 

after removing the parking time is shown in Equation (7). 

 

2
28.1

44.65μ C2 e

x 
 
                                                                    (7) 

The membership curve of average speed after removing 

the parking time under the four driving pattern is shown in 

Fig.5. 
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Figure 5. Membership curve of vehicle average speed after 

removing the parking time  
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Similarly, the characteristic parameters membership 

functions under the four driving pattern could be obtained, 

as shown in Table 4. 
Table 4. Membership functions of characteristic parameters under 
four driving patterns. 

 Urban 1 Urban 2 Highway 1 Highway 2 

C1 

2
18.75

47.84e

x 
 
 

 

2
24.57

47.84e

x 
 
 

 

2
57.22

47.84e

x 
 
 

 

2
77.15

47.84e

x 
 
 

 

C2 

2
28.1

44.65e

x 
 
 

 

2
31.95

44.65e

x 
 
 

 

2
61.22

44.65e

x 
 
 

 

2
82.65

44.65e

x 
 
 

 

C3 

2
0.308

0.2087e

x 
 
 

 

2
0.2312

0.2087e

x 
 
 

 

2
0.0696

0.2087e

x 
 
 

 

2
0.0666

0.2087e

x 
 
 

 

C4 

2
0.2918

0.2249e

x 
 
 

 

2
0.1612

0.2249e

x 
 
 

 

2
0.2102

0.2249e

x 
 
 

 

2
0.4573

0.2249e

x 
 
 

 

C5 

2
0.13

0.1493e

x 
 
 

 

2
0.1

0.1493e

x 
 
 

 

2
0.1

0.1493e

x 
 
 

 

2
0.1

0.1493e

x 
 
   

C6 

2
0.13

0.1578e

x 
 
 

 

2
0.1

0.1578e

x 
 
 

 

2
0.1

0.1578e

x 
 
 

 

2
0.29

0.1578e

x 
 
 

 

C7 

2
4

5.7633e

x 
 
 

 

2
7.25

5.7633e

x 
 
 

 

2
0.3

5.7633e

x 
 
 

 

2
0.38

5.7633e

x 
 
 

 

C8 

2
45

450.2385e

x 
 
 

 

2
120

450.2385e

x 
 
 

 

2
607.5

450.2385e

x 
 
 

 

2
109.4

450.2385e

x 
 
 

 

C9 

2
0.215

0.1378e

x 
 
 

 

2
0.3087

0.1378e

x 
 
 

 

2
0.3408

0.1378e

x 
 
 

 

2
0.4061

0.1378e

x 
 
 

 

C1

0 

2
0.185

0.1574e

x 
 
 

 

2
0.282

0.1574e

x 
 
 

 

2
0.3262

0.1574e

x 
 
 

 

2
0.4027

0.1574e

x 
 
 

 

C1

1 

 
2

0.1493
e

x 

 

 
2

0.1493
e

x 

 

 
2

0.1493
e

x 

 

 
2

0.1493
e

x 

 

C1

2 

 
2

0.1578
e

x 

 

 
2

0.1578
e

x 

 

 
2

0.1578
e

x 

 

 
2

0.1578
e

x 

 

C1

3 

2
50

64.396e

x 
 
 

 

2
74.5

64.396e

x 
 
 

 

2
118.4

64.396e

x 
 
 

 

2
129.2

64.396e

x 
 
 

 

C1

4 

 
2

47.84
e

x 

 

 
2

47.84
e

x 

 

 
2

47.84
e

x 

 

 
2

47.84
e

x 

 

5. Case Study 

By taking one actual drive cycle as the example, the 

fuzzy evaluation is conducted and the speed curve is shown 

in Fig. 6. 
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Figure 6. Speed curve of the vehicle drive cycle to be Evaluated 

The characteristic parameters of the working condition 

are as follows: 

 
After bringing the value to Table 4, the membership of the 

factors in different driving patterns could be obtained. 

Multi-hierarchical fuzzy evaluation is conducted according 

to the classification method shown in Table 3. In accordance 

with the classification shown in Table 3, second level 

indexes are comprehensively evaluated in the first place. 

The evaluation matrix of the second layer was established. 

By definition, the second level indexes evaluation matrix 

are respectively as follows: 

1

0.99 0.97 0.48 0.2

0.97 0.93 0.42 0.13

0.98 0.95 0.44 0.32

0 0 0 0

R

 
 
 
 
 
 

 

2

0.99 0.87 0.28 0.27

0.99 0.98 0.24 0.99

0.39 0.92 0.99 0.84

0.90 0.91 0.71 0.32

R

 
 
 
 
 
 

 

3

0.98 1 1 0.27

0.98 1 1 0.27

1 1 1 1

1 1 1 1

R

 
 
 
 
 
 

 

The weight matrix are as follows: 

 

 

 

1

2

3

0.33 0.33 0.17 0.17

0.4 0.2 0.2 0.2

0.33 0.33 0.17 0.17

A

A

A







 

By using fuzzy transformation and the first model, 

namely: 

   
1

1,2, ,
m

j i iji
b a r j n


     

The corresponding results could be obtained: 

 

 

 

1 1 1

2 2 2

3 3 3

0.33 0.33 0.33 0.2

0.4 0.4 0.28 0.27

0.33 0.33 0.33 0.27

B A R

B A R

B A R

 

 

 

 

After combining the evaluation results of the second 

level indexes with the membership functions of two 

independent index, the evaluation matrix of the first level 

indexes are obtained as follows: 
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0.33 0.33 0.17 0.17

0.4 0.2 0.2 0.2

0.33 0.33 0.17 0.17

1 0.74 0.9 1

0.94 0.51 0.86 0.87

R

 
 
 
 
 
 
  

 

The weights allocation of the first level indexes is as 

follows: 

 0.3 0.25 0.3 0.1 0.05A  

After conducting fuzzy transformation, the 

corresponding results could be found: 

 0.3 0.3 0.2 0.2B A R   

The fuzzy evaluation results obtained through the first 

model have the same membership degree for the urban 

driving pattern 1 and 2. Because the main element decided 

type fuzzy comprehensive evaluation model considers only 

the main influencing factors, and ignores the influence of 

other factors, it is more suitable for the situation that the 

single evaluation optimization could be the optimal 

comprehensive evaluation. 

In order to comprehensively consider the effect of 

multiple factors, the weighted average fuzzy comprehensive 

evaluation model is adopted. 

   
1

1,2, ,
m

j i ij
i

b a r j n


    

The second level indexes are evaluated, and the 

following results are obtained: 

 

 

 

1 1 1

2 2 2

3 3 3

0.8143 0.7885 0.3718 0.1633

0.852 0.91 0.5 0.538

0.9868 1 1 0.5182

B A R

B A R

B A R

 

 

 

 

The evaluation matrix of the first level indexes are as 

follows: 

0.8143 0.7885 0.3718 0.1633

0.8520 0.91 0.5 0.538

0.9868 1 1 0.5182

1 0.74 0.9 1

0.94 0.51 0.86 0.87

R
　　 　　　

　　　　 　　　

　　 　　 　　 　　　　

　　 　　 　　 　

 
 
 
 
 
 
  

 

The weights allocation of the first level indexes is as 

follows: 

 0.3 0.25 0.3 0.1 0.05A  

After conducting fuzzy transformation, we could find 

 0. 0.86 0.67 0.48B A R ９   

Visibly, the selected actual drive cycle is closer to the 

selected urban driving pattern 1. 

Seen from the results above, the fuzzy comprehensive 

evaluation method can be effectively used to distinguish the 

working conditions of vehicles. The characteristic 

parameters of the selected driving mode meet the needs of 

the actual working conditions and the characteristics of the 

randomness of the actual working conditions. On this basis, 

combining with other information such as driver's intention, 

the energy management strategy based on condition 

adaptation can meet the real-time control and optimization 

of vehicle management strategy under various conditions. 

The results can be used not only in hybrid vehicles, but also 

in electric vehicles and fuel cell vehicles. 

6. Conclusions 

Due to the fuzzy characteristics of vehicle driving data, 

this paper proposes a method of vehicle driving pattern 

recognition based on fuzzy discrimination.  

Firstly, the principle of multi-mode drive control is 

introduced. Besides, the multi-level comprehensive 

evaluation based on fuzzy comprehensive evaluation for 

vehicle drive cycle is introduced. The results of 

comprehensive evaluation are judged according to the 

maximum membership principle; The vehicle driving 

pattern is defined with the drive cycling working condition.  

Four typical driving patterns are selected to define the 

typical driving pattern of HEV, including two urban drive 

cycles and two highway drive cycles. The driving patterns 

are described using 14 representative characteristic 

parameters (C1 - C14), which are closely related to the 

speed, acceleration, and so on. According to the 

composition of drive cycles and the statistical 

characteristics for each speed curve, the characteristic 

parameters of four driving patterns are defined; The factors 

relating to four riving patterns are divided into five 

categories according to property, and the weights of their 

characteristic parameters are selected. The evaluation sets 

of evaluation results of factors at various levels are 

established. The membership functions of driving pattern 

parameters are determined; With a certain actual drive cycle 

as an example, the working condition is evaluated using the 

weighted average of fuzzy comprehensive evaluation model 

with comprehensive consideration of the influence of 

multiple factors.  

Based on the analysis of the historical driving data, the 

energy management strategy based on  multi-hierarchical 

fuzzy comprehensive can judge the driving condition type 

of the current and future vehicles in a short time, and 

dynamically adjusts the control strategy according to the 

condition type to achieve the adaptive energy management 

strategy. 
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Abstract 

In order to solve the cracking problem of a light truck urea box bracket, firstly, the time domain - acceleration signal of the 

excitation end is collected and converted to frequency domain - acceleration signal, and the frequency response of the urea box 

bracket is analyzed based on the frequency - acceleration curve of the washboard road, the results show that the maximum 

stress of the urea box bracket exceeds the yield strength of the material. Then based on the power spectral density curve to do 

vibration fatigue analysis, the analysis results show that the fatigue life of the urea box bracket does not meet the design 

requirements and is the same as the cracking position. Furthermore, based on the neighborhood cultivation multi-objective 

genetic algorithm, the multi-objective optimization analysis of the thickness value of each bracket of the urea box is carried 

out. The optimum thickness is obtained, the maximum stress of the urea box bracket is lower than the material yield strength, 

the fatigue life value exceeds the engineering requirement value, and the total weight of the urea box bracket is reduced, 

achieved the purpose of light weight design. Finally, the bench test of the urea box bracket was carried out, the actual life is 

close to the simulation value. While it carries on the vehicle road durability verification, the test results show that the vibration 

amplitude of the urea box bracket is obviously reduced and no cracking after the test, so the cracking problem of the urea box 

bracket is solved successfully.The method of vibration fatigue analysis and the idea of structural optimization are provided. 

© 2020 Jordan Journal of Mechanical and Industrial Engineering. All rights reserved 

Keywords: the urea box support bracket, acceleration spectrum, frequency response, vibration fatigue, optimization; 

1. Introduction 

In accordance with the provisions of the new state 

regulations, in order to reduce the content of nitrogen and 

oxygen compounds in the exhaust gas, to achieve 

environmental protection purposes. The existing light truck 

type vehicle needs to install the Urea box [1], and as the key 

support part of the urea box, the urea box support bracket 

plays a key role in the safety of the vehicle in the driving 

process. The random excitation of the road in the driving 

will usually cause the forced vibration of the structure, so 

among the automobile components and weld crack damage 

in the road test and the user feedback, most of them are 

fatigue damage [2,3]. 

The cracking phenomenon of a light truck urea box 

bracket occurs during the road test (the cumulative mileage 

is 39845 km), as shown in Fig. 1, it can be known from 

Figure 1 that the cracking position is located at the transition 

of the circular tube, where is easy to occur stress 

concentration, and the crack source is gradually formed 

under the joint action of the alternating force torque and the 

gravity field, with the increase of the excitation frequency, 

the crack expands, the final cracking occurs, and the crack 

location of the section color is deep, the test mileage is long, 

so the preliminary judgment is fatigue cracking, it is 

urgently needed to find the cause of cracking, and put 

forward feasible optimization scheme. 

Bao Xiaodong et al. [4]Through collecting road load 

spectrum and finite element static strength analysis of heavy 

truck urea box bracket, put forward the bench test method 

of bracket fatigue verification. However, no finite element 

method for vibration fatigue analysis is proposed which has 

certain one sideness. Liu Longtao et al. [5] analyzed the 

modal and strength characteristics of an airborne structure 

by using finite element software ANSYS. The vibration 

fatigue was calculated by using finite element analysis 

results and empirical formula, but no more theoretical 

optimization method was proposed. Li Minhao et al. [6] 

carried out the random vibration fatigue analysis of the 

vehicle body auxiliary bracket, and carried out the 

experimental benchmark, which was consistent with the 

experimental results. Finally, the structure was optimized to 

effectively improve the fatigue life of the structure under 

random vibration. 

In this paper, frequency response analysis and vibration 

fatigue analysis to the urea box bracket is carried out, and 

also optimization analysis based on optimization platform 

is carried, finally to carry out bench test and vehicle road 

durability test for the optimization scheme, through which 

to provide theoretical method for future new product 

development. 

 

* Corresponding author e-mail: huangxingyuan001@126.com. 
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Figure 1. Cracking of urea box bracket 

2. Frequency response analysis principle 

Frequency response analysis adopts the array 

superposition method [7]. The main idea is to transform and 

coordinate of the dynamic equations of the n degree-of-

freedom system, replace the original finite element nodal 

coordinates with the matrix coordinates, and then obtain the 

uncoupled n single degree-of-freedom equations through 

the modal matrix transformation, and solve them 

individually, and then superimpose the solution to get the 

results of the dynamic response. 

The general solution of displacement of each node in 

free vibration is: 

     01 1 1 02 2 2 0= cos cos ... cosn n nt t t               (1) 

In the formula n  is the nth natural frequency of the 

structure, 0n
 is the relative vibration amplitude, n is the 

phase angle.  

After solving the natural frequencies and the natural 

array of undamped free vibration, the displacement vector

(t)
 is regarded as a linear combination of the array 0i

, 

that is, the transformation is introduced: 

01 1 02 2 0(t) (t) (t) ... (t) (t)n nx x x X       
              (2) 

 In the formula   is array matrix:  

01 02 03 0=[ ... ]n   
                                                                (3) 

(t)X
is the array matrix amplitude vector:  

 1 2 3(t) (t) (t) (t)... (t)
T

nX x x x x                                        (4) 

Substitute it into dynamic equation, the equation can be 

simplified into n uncoupled single degree-of-freedom 

vibration formula by using the orthogonality of eigenvector: 

(i 1,2......n)i i i i im x c x k x f   
          

                                    (5) 

Solve each equation, and substitute ix
 into it, 

superimpose n array, then can get the dynamic response of 

the structure.  

3. Collection of acceleration of excitation end 

An acceleration sensor is arranged at the front and rear 

ends of the connection position between the frame 

longitudinal beam and the urea tank bracket respectively. 

The acceleration sensors direction X, Y and Z are in the 

same direction as the vehicle, that is, the front end of the 

whole vehicle points to the rear end is X positive direction, 

the main driving side points to the co-driver side is the Y 

positive direction, and the bottom points to the roof is the Z 

positive direction. According to the vehicle road durability 

test specifications, road tests were carried out on short slope 

road, washboard road, stone road and convex road, to 

collect the vibration acceleration of the fame longitudinal 

beam excitation end of each road. By comparing and 

analyzing the time-domain acceleration curves of each road 

surface, it can be seen that the acceleration of the washboard 

road is the largest, as shown in Figure 2. Based on Ncode 

software, it is converted to frequency-domain acceleration 

curve, as shown in Figure 3. From the figure 3, it can be 

seen that the maximum vibration acceleration in X, Y and Z 

directions is 1.21 g, 1.03 g and 0.24 g respectively. The 

collected road acceleration is a time-domain load and 

belongs to a dynamic load, which is different from simply 

applying a static load such as a force to the urea box bracket, 

which can better reflect the real working load of the urea 

box bracket. 

 
Figure 2.  Time domain - acceleration curve of the frame 

longitudinal end on washboard road 

 
Figure 3. Frequency domain - acceleration curve of frame 

longitudinal end on washboard road 

4. Frequency response analysis of urea box bracket 

4.1. Establishment of finite element analysis model 

Based on finite element pretreatment software 

Hypermesh [8] Import the three-dimensional model of frame 

longitudinal beam, the urea box and the Urea box bracket, 

among which the urea box bracket includes the bottom 

plate, the front bracket 1, the front bracket 2, the medium 

file:///F:/æ��é��/Youdao/Dict/6.3.69.8341/resultui/frame/javascript:void(0);
file:///F:/æ��é��/Youdao/Dict/6.3.69.8341/resultui/frame/javascript:void(0);
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bracket, the rear bracket, the circular tube and the 

reinforcing plate bracket, and so on, according to the vehicle 

road spectral acceleration gathering point position section 

the corresponding frame longitudinal beam, clean the 

middle surface of the longitudinal beam, the urea box and 

the urea box bracket of the frame at the same time, and use 

the 3 mm shell element to divide it into grid. The bolt 

Connection adopts RBE2+BEAM+RBE2 element to 

simulate, and the welding connection is simulated by 

HEXA (ADHESIVE) element. The material of urea box is 

plastic, its elastic modulus is 2.1E+5 MPa, Poisson ratio is 

0.28, density is 7.01E-9 Ton/mm3, the quality of urea box is 

20.8 kg, the material of urea box bracket is Q235, its yield 

strength is 235 MPa, tensile strength is 375 MPa, The 

material of the pipe is 20#, its yield strength is 245 MPa, the 

tensile strength is 410 MPa, based on above to establish the 

finite element analysis model of the Urea box support, as 

shown in Figure 4. 

 
Figure 4. Finite Element analysis model of Urea box bracket 

4.2. Analysis results 

Taking the frame longitudinal beam, the rear ends as the 

excitation source, the frequency-acceleration curve of X, Y 

and Z direction of the frame longitudinal beam on the 

washboard road is imported into the Nastran software, the 

frequency range is set to 0-80 Hz and to do frequency 

response analysis based on it, and the frequency-stress 

curve of the urea box bracket is obtained, as shown in Figure 

5. It can be seen from Figure 5 that when the excitation 

frequency is 19.6 Hz, the stress of the urea box bracket 

reaches the maximum. As shown in Figure 6, which is the 

stress cloud diagram of the urea box bracket at 19.6 Hz. For 

Figure 6 we can know that the maximum stress of the urea 

box bracket is 332.4 MPa, and the maximum stress position 

is in accordance with the actual crack position, exceeding 

the material yield strength (235 MPa), which is not meeting 

the strength design requirement and there is the fatigue 

cracking risk. The strength analysis results can help us find 

the weak position of the urea tank bracket on the real 

working load . 

 

Figure 5. Frequency-stress curve of urea box bracket 

 
Figure 6. Stress cloud diagram of urea box support 

5. Random vibration fatigue analysis theory 

The power spectrum density function is the frequency 

domain description of stable random process, based on the 

spectral distance of which can obtain statistical information 

[9, 10], the i order spectral distance is:   

 
0

i
im f G f df



 
                                                      

(6) 

In the formula, f is the vibration load frequency, 

 G f  is the vibration load function.  

According to Miner linear cumulative damage theory [11, 

12], the fatigue damage value of the structural part is:  

i
i

i

nD D
N

  
                                                        

(7) 

In the formula: in  is the cycle times of stress level iS , 

iN  is the life of the structural part under stress level iS , 

when the cumulative damage reach 1 it become invalid.  

For continuous state, the stress gcycle times in stress 

range  ,i i iS S S  within time T  is:  

   i i in E P TP S S 
                                                 (8) 

In the formula, 
 E P

 is expected value of peak value 

of random response signal, T  is action time of random 
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response, 
 iP S

 is probability density function of stress 

amplitude iS
.  

Based on Dirlik probability density function [13, 14] and 

Miner linear cumulative damage theory, the random 

vibration fatigue damage of the structure is:  

   bTD E P S P S dS
S

 
                                          

(9) 

In the formula, D  is the vibration fatigue dame of the 

structure, 
 E P

 is the expected value of stress peak 

value, 
 P S

 is the stress amplitude probability density 

function, b, k, T are the relevant parameters of material and 

load travel.  

6. Vibration fatigue analysis of urea box bracket 

In order to obtain the fatigue life of urea box support 

bracket more truly, the vibration fatigue analysis was 

carried out based on the theory of vibration fatigue analysis 

and the acceleration load spectrum of different road. The 

yield strength and tensile strength of Q235 and 20# steels 

are input by Ncode software, and the S-N fatigue curves are 

fitted automatically. At the same time, the time-domain 

acceleration load curves of short slope road, washboard 

road, stone road and convex road are converted into PSD 

load curves based on Ncode.Since the time domain-

acceleration load curve is a dynamic load, the PSD load 

curve is also a dynamic load.PSD curve of short wave road 

as shown in Figure 7. 

 
Figure 7. PSD curve of short wave road  

Based on Nastran software, the unit load is applied at 

both ends of the longitudinal beam of the frame to obtain its 

frequency stress transfer function, and then the PSD 

dynamic load curves of four kindroads are imported into 

Ncode software to carry out vibration fatigue analysis. As 

shown in Figure 8, which is fatigue life cloud diagram of 

the urea box bracket, its life is 9.23E+4 times,this reflects 

the times that the urea boxt bracket can work normally 

under actual road loads, which is lower than the engineering 

requirement of 3.0E+5 times. It does not meet the fatigue 

design requirements, and the maximum stress position of 

the frequency response analysis is consistent with the actual 

cracking position. In summary, the cracking of urea box 

bracket is caused by vibration fatigue, which has reshowed 

its failure mode. 

 
Figure 8. Fatigue life cloud diagram of urea boxt bracket 

7. Multi-objective optimization design 

7.1. Optimization model 

In order to improve the fatigue and strength properties 

of urea box bracket and reduce its weight at the same time, 

take the thicknesses of the bottom plate of urea box bracket, 

front bracket 1, front bracket 2, middle bracket, rear bracket, 

circular tube and reinforcing plate bracket as design 

variables, take the minimization of urea box bracket 

maximal stress, maximization of vibration fatigue life and 

the minimization of its weight as target functions, take the 

bracket life bigger than 5.0×105, bracket stress lower than 

235 MPa and bracket total weight smaller than 7.2 kg as 

constraint condition, to build the optimization model as:  

Maximum Life (a,b,c,d,e,f,g) 

Minimum Stress (a,b,c,d,e,f,g) 

Minimum Mass (a,b,c,d,e,f,g) 
Subject to Life (a,b,c,d,e,f,g)>3.0E+5                                   (10) 

Subject to Stess (a,b,c,d,e,f,g)<210 

Subject to Mass (a,b,c,d,e,f,g)<2.3 

1.0≤a≤4.0，1.0≤b≤4.0，1.0≤c≤4.0，1.0≤d≤4.0， 

1.0≤e≤4.0，1.0≤f≤4.0，3.0≤g≤6.0 

In the formula Life is the life of urea box bracket, Mass 
is the urea box bracket total weight, a is the thickness of 

bottom plate, b is the thickness of front bracket 1, c is the 

thickness of front bracket 2, d is the thickness of middle 

bracket, e is the thickness of real bracket, f is the thickness 

of circular tube, g is the thickness of reinforcing plate 

bracket.  

7.2. Optimization methods 

Isight software [15] is used to integrate Hypermesh 

software, Nastran software and Ncode software, as shown 

in Figure 10. In the Hypermesh module, the command flow 

of grid cell division of urea box bracket is imported, and the 

thickness of the bottom plate, the front bracket 1, the front 

bracket 2, the middle bracket, the rear bracket, the circular 

tube and the reinforcing plate of the urea box bracket are 

parameterized as input variables. In the Frequency 

Response module, the command flow of frequency response 

analysis based on the collected load spectrum and frequency 

response analysis based on the unit load is imported. The 

vibration fatigue command flow based on the actual 

acceleration signal is imported into the Vibration Fatigue 

module. The urea box bracket optimization problem 

belongs to multi-objective problem. Neighborhood 

cultivation multi-objective genetic algorithm [16,17] deems 

each objective function as equally important, and crosses 

each other by grouping after sorting, so as to realize adjacent 
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propagation, enhance the cross-propagation probability of 

the optimal solution set, and accelerate the convergence to 

the maximum extent and reduce the calculation time. 

Therefore, in the Optimization module, neighborhood 

culture multi-objective genetic algorithm is selected to carry 

out multi-objective optimization analysis of urea box 

bracket. 

 
Figure 9. Isight Optimization Platform 

7.3. Optimization result 

After 158 times of iterations, the optimal thickness of 

each bracket in the urea box was obtained, as shown in 

Table 1, the comparison of the parameters before and after 

optimization. According to table 1, the best thickness of 

urea box bottom plate is 1.6 mm, the best thickness of front 

bracket 1 is 1.4 mm, the best thickness of front bracket 2 is 

1.4 mm, the best thickness of middle bracket is 1.6 mm, the 

best thickness of rear bracket is 3.0 mm, the best thickness 

of circular tube is 3.2 mm, and the best thickness of 

reinforcing plate bracket is 4.2 mm. At the same time, after 

optimization, the total weight of the urea box stent is 5.8 kg, 

which is 23.7% less than that before optimization, achieving 

the goal of lightweight and saving production costs. 

Table 1. Parameters comparison before and after optimization 

 
Before 

optimization 

After 

optimization 

Floor a/mm 2.0 1.6 

Front bracke1b/mm 2.0 1.4 

Front bracke2 c/mm 2.0 1.4 

Middle bracke d/mm 2.0 1.6 

Rear bracket e/mm 3.5 3.0 

Circular tube e/mm 2.0 3.2 

Reinforcing bracket e/mm 4.5 4.2 

Mass m/kg 7.6 5.8 

Stress σ/MPa 332.4 188.4 

LifeN/cycles 92334 302958 

 

As shown in Figure 10, which is the maximum stress 

distribution cloud diagram of the urea box bracket, after 

optimization the maximal stress of urea box bracket is 188.4 

MPa, which is 43.3% lower than that before optimization, 

and less than the yield strength of the material and meets the 

strength performance requirements. 

 
Figure 10. stress cloud picture of urea box bracket after 

optimization 

As shown in Figure 11, which is the vibration fatigue life 

cloud diagram of the urea box bracket after optimization, it 

can be known from Figure 11 that the life of the urea box 

bracket reaches 3.03E+5 times, which is larger than the 

engineering requirement. Compared with that before the 

optimization, the life of the urea box bracket is increased by 

2.28 times, and its fatigue performance is significantly 

improved meeting the fatigue design requirements. 

 
Figure 11. the fatigue life cloud diagram of urea box bracket after 

optimization 

8. Bench test verification 

The structure of the urea box bracket optimized by 

frequency response analysis was used to estimate its fatigue 

life through vibration fatigue analysis.. In order to verify the 

accuracy and reliability of the analysis results, a vibration 

bench test was carried out on the optimum structure of the 

urea box bracket (Figure 12). The PSD load of the bench 

test is consistent with the fatigue analysis load. When the 

bench vibration frequency is 3.64E+5, a crack was found in 

the urea box bracket. The error rate between the bench test 

times and the fatigue simulation analysis value is 

16.7%.The results of the bench test show that the vibration 

fatigue analysis method has high accuracy. 

 
Figure 12. bench test of urea box bracket 
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9. Vehicle road durability verification 

In order to verify the reliability of urea box bracket 

optimization scheme in real road work, the samples were 

made according to optimization value, the samples before 

and after optimization were installed on two test vehicles as 

shown in Figure 13. In order to better compare the urea box 

bracket vibration situation before and after optimization, a 

vibration acceleration sensor is installed on the outside of 

urea box bracket to collect the acceleration signal. 

According to durability test provision, the road tests were 

done on short slope road, washboard road, stones road, 

convex road, by comparing the acceleration signal on each 

road we can know, the acceleration of the urea box bracket 

in the Z direction on washboard road is the largest, as shown 

in Figure 14, which is the frequency domain – acceleration 

curve of urea box bracket in Z direction on washboard road 

before and after optimization. It can be known from Figure 

14 that before optimization the acceleration of urea box 

bracket in Z direction maximum is 1.92 g, after optimization 

it is 0.98 g, which decreased by 48.9% compare to that 

before optimization, the vibration amplitude is reduced 

significantly. After the vehicle road durability test (the 

cumulative test mileage is 10000 km), the urea box bracket 

has not cracked after optimization, therefore, the 

optimization scheme of the urea box bracket has high 

reliability, and the whole analysis and optimization method 

has high accuracy, and solved the cracking problem 

successfully and effectively. 

 
Figure 13. optimization scheme of urea box bracket 

 
Figure 14. frequency domain acceleration curve of urea box 

bracket before and after optimization 

10. Conclusion 

In this paper, concerning the cracking problem of a light 

truck urea box bracket, the vibration acceleration of the 

longitudinal beam end is collected, then the frequency 

response is analyzed, and then the vibration fatigue is 

analyzed based on the power spectral density, and 

meanwhile the multi-objective optimization is carried out 

on the basis of the optimization platform, and finally the 

bench test and the vehicle road durability verification are 

carried out. 

(1) The acceleration signal of the frame longitudinal end is 

collected on short slope road, washboard road, stone road 

and convex road, in which the maximum acceleration of X, 

Y and Z direction of washboard Road is 1.21 g, 1.03 g and 

0.24 g respectively. 

(2) Based on Ncode, the measured time domain - 

acceleration curve is converted to the frequency - 

acceleration curve, which is used as excitation to analyze 

the frequency response of the urea box bracket, the urea box 

bracket achieves the maximum at 19.6 Hz, the maximum 

stress is 332.4 MPa, which is greater than the material yield 

strength, and does not meet the strength design requirement, 

and it is the same as the actual cracking position. 

(3) The time domain - acceleration curve of each road is 

converted into power spectral density curve, and the 

vibration fatigue analysis of the urea box bracket is carried 

out, its life is 9.23E+4 times, which is less than the 

engineering requirement value and is consistent with the 

actual cracking position. 

(4) Based on Isight optimization platform, the optimum 

value of each bracket thickness is obtained by multi-

objective optimization of the thickness of the urea box 

bracket. After optimization, the maximum stress of the urea 

box bracket is 188.4MPa, the life of the urea box bracket is 

3.03E+5 times. Compare to that before the optimization, the 

stress value is reduced by 43.3%andits life expectancy has 

been increased 2.28 times; The total weight of the urea box 

bracket is 5.8 kg, the weight of which has been reduced by 

23.7% compare to that before the optimization, and the aim 

of lightweight is achieved, the optimization effect is 

obvious, and it can meet both the fatigue and strength design 

requirements. 

(5) After bench test of the optimization scheme of the urea 

box bracket, it cracks at vibration times of 3.6E+5, which is 

close to simulation value. Meanwhile after vehicle 

durability test, the urea box has not crack, the acceleration 

in Z direction of urea box bracket is reduced by 48.9% 

comparing to that before optimization, the vibration 

amplitude decreased obviously, which successfully solves 

the cracking problem.  
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Abstract 

The current fault diagnosis method has the problems of long time and low recognition rate of fault diagnosis for the gear 

fault diagnosis of automobile transmission. For these problems, a fault diagnosis method for gear of automobile transmission 

based on improved particle swarm optimization algorithm is proposed in this paper. The speed information of gear fault 

vibration signal is extracted. The extracted speed information is used for uniform angular resampling of gear fault vibration 

signal and converted to angular domain signal. The cyclostationary demodulation analysis is carried out to the angular domain 

signal, and the slice demodulation is performed at each order of the fault feature of the cyclic autocorrelation function. 

Compound fault diagnosis of gearbox is achieved based on slice demodulation spectrum of each slice signal. In order to improve 

the accuracy of fault diagnosis and reduce the time of fault diagnosis, the CGA algorithm is introduced. The CGA acceleration 

operator is introduced in every step of iterations of particle swarm optimization, so that the local search ability of particle swarm 

optimization can be improved. The local convergence speed and convergence accuracy of PSO can be greatly improved. 

Simulation results show that the proposed method can effectively shorten the time of fault diagnosis and improve the efficiency 

of fault diagnosis and recognition. 

© 2020 Jordan Journal of Mechanical and Industrial Engineering. All rights reserved 
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1. Introduction 

Gear is an essential part of mechanical equipment to 

transmit power and change speed and direction. It has strong 

bearing capacity, accurate and reliable transmission, and 

large transmission power and speed of gear [1, 2]. Once a 

failure occurs, it will cause the mechanical equipment to 

fail. If it is diagnosed in advance, it can effectively avoid 

accidents, eliminate continued damage, and save a lot of 

maintenance costs [3]. The automobile gearbox is the main 

driving part of the car. Accurately monitoring the running 

status of the transmission, and forecasting the possible 

faults in advance are important for product improvement, 

testing equipment, and personnel safety [4]. How to 

efficiently diagnose the gear fault of transmission has 

become the primary problem of current research. 

In recent years, some new algorithms for fault diagnosis 

have been proposed by scholars. In the literature [5], a new 

gear fault diagnosis method which reflects the complexity 

or nonlinearity of the signal, which is called partial mean 

multiscale fuzzy entropy (PMMFE), is proposed. PMMFE 

is proposed based on multiscale fuzzy entropy. Although 

multiscale fuzzy entropy contains temporal pattern 

information at different scales, the representation of signals 

with similar feature is not ideal at most scales. PMMFE 

synthetically considers fuzzy entropy of multiple scales. By 

using the skewed distribution characteristics of fuzzy 

entropy at different scales, the complexity or nonlinearity of 

signals can be quantitatively characterized, and the 

characteristics of signal can be reflected more accurately. 

However, the gear fault vibration signal in gearbox is multi-

source vibration signal, so the feature extraction must be 

carried out after the original signal of gear vibration is 

separated. The adaptive and sparsest time-frequency 

analysis (ASTFA) method can effectively separate the 

original signal of gear fault vibration according to the initial 

phase function determined by the gear meshing frequency. 

The combination of ASTFA and PMMFE is applied in gear 

fault diagnosis. The fault vibration signal of gear in the 

gearbox is separated by ASTFA, and the multiscale fuzzy 

entropy of the signal is calculated. The fault diagnosis of the 

gear is accomplished by calculating the PMMFE based on 

the multiscale fuzzy entropy. This method is not ideal for 

most of the similar feature signals, resulting in low 

recognition rate. In the literature [6], a gear fault diagnosis 

method based on two classes of features of kurtosis and 

intrinsic mode component energy and least squares support 

vector machine is proposed. Based on ensemble empirical 

mode decomposition, the effective IMF components of the 

measured gear vibration signal are extracted to calculate 

energy characteristics and kurtosis values. Two classes of 

feature vectors in time and frequency domain are built. 

Secondly, the two class feature vectors in time-frequency 

domain of the 3 kinds of states of the normal gear, the tooth 

root crack and the broken tooth are taken as the input to 

build the gear fault diagnosis model for the gear fault 

identification. However, this method cannot accurately 

identify the type of fault. In the literature [7], a dual-tree 

complex wavelet denoising fault diagnosis method based on 

morphological component analysis is proposed. The 

wavelet transform coefficients of different layers are 

* Corresponding author e-mail: 595900302@qq.com. 
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obtained by dual-tree complex wavelet transformation of 

the fault signal with strong background noise. The wavelet 

coefficients with the obvious periodicity are selected for 

MCA denoising. After the single parameter reconstruction 

of the denoised coefficients, the fault feature signal can be 

obtained. The envelope analysis of the denoised signal can 

determine the fault feature frequency of the signal. 

However, this method can effectively remove strong 

background noise in signals. In the literature [8], a gear fault 

diagnosis method based on adaptive stochastic resonance 

and sparse coding shrinkage algorithm is proposed. 

Correlation kurtosis is used as a measure function of 

stochastic resonance to detect periodic impact components. 

The periodic impact features in the signal is adaptively 

extracted by using genetic algorithm. On this basis, the 

sparse coding contraction algorithm is used to further 

denoise the random resonance detection results, thus 

highlighting the impact feature and completing the fault 

identification of the gear. However, this method has a long 

fault diagnosis time.  

For these above problems, a gear fault diagnosis method 

for automobile transmission based on improved particle 

swarm optimization algorithm is proposed in this paper. The 

main research is described as follows. 

(1) The rotational speed information of gear fault vibration 

signal is extracted. 

(2) The extracted speed information is used for uniform 

angular resampling of gear fault vibration signal and 

converted to angular domain signal. The cyclostationary 

demodulation analysis is carried out to the angular domain 

signal, and the slice demodulation is performed at each 

order of the fault feature of the cyclic autocorrelation 

function. Compound fault diagnosis of gearbox is achieved 

based on slice demodulation spectrum of each slice signal. 

(3) To improve the accuracy of fault diagnosis and reduce 

the time of fault diagnosis, the CGA algorithm is 

introduced. The CGA acceleration operator is introduced in 

the iterations of particle swarm optimization. Then the local 

search ability of particle swarm optimization can be 

improved and the local convergence speed and accuracy of 

PSO can be greatly improved. 

2. Fault Diagnosis Method 

2.1. Gear Feature Parameter Extraction Method Based on 
VMD Algorithm 

In the fault diagnosis of gearbox, because the original 

vibration signal of the gear is not easy to distinguish the gear 

fault mode, it is particularly necessary to extract the feature 

parameters of the gear vibration signal. Therefore, a gear 

feature parameter extraction method based on VMD is 

proposed. 

In order to reduce the influence of other idle gears on the 

vibration response of gearbox, the single-stage fixed shaft 

gearbox is selected as the simulation object. The schematic 

diagram of single-stage fixed shaft gearbox is shown in 

Figure 1, where the red path represents the transmission 

path of meshing vibration of fixed shaft gearbox: meshing 

point gear bearing box sensor.  

Bearing 

Input shaft

Driving wheel

output shaft

Driven wheel

Box body

 
Figure1. Schematic diagram of gear box  

The gear can be regarded as a vibration system with the 

gear tooth as the spring and the gear body as the mass. The 

exciting force of the self-excited vibration of the system is 

caused by the periodic change of gear stiffness, gear 

assembly error and torque change. Once generated, the gear 

will generate the torsional vibration in the circumferential 

direction and the bending vibration of the gear shaft, 

resulting in the gear noise corresponding to the meshing 

frequency.  

In the VMD algorithm, the concept of intrinsic mode 

function (IMF) in EMD algorithm is applied and redefined. 

The IMF in the VMD algorithm is made as amplitude 

modulated and frequency modulated signal, which is 

expressed as 

     cosi i iu t A t t                                                  (1) 

where 
 iA t

 is a non-negative envelope function, that 

is, 
  0iA t 

, 
 i t

 is a non-decreasing function, that is, 

  0i t 
.  

The instantaneous frequency 
   'i iw t t

 and 

 iA t
 is far less than the phase 

 'i t
, that is , 

 iu t
 can 

be considered as a harmonic signal with the amplitude 

 iA t
 and the frequency 

 iw t
 in the 

    , 2 / 'it t t      
region.  

In order to construct the variational model, the following 

steps are needed. 

(1) The Hilbert transform is used to transform all the modal 

functions 
 iu t

 into the corresponding analytic signals, so 

as to obtain the unilateral spectrum of the signal. 

(2) All modal functions are demodulated to the 

corresponding baseband according to the estimated center 

frequency and the exponential correction method. 

(3) In order to obtain the constrained variational model 

given by Eq. (2) and Eq. (3), the bandwidth of each band 

must be used. The bandwidth can be obtained based on 

Gaussian smoothing demodulation signal, that is, the square 

root operation of the 2L
 norm gradient.  

  
    2

2min ||
i i

jwt
t iu w i

jt u t e
t

   
      

   
              (2) 

i
i

u f                                                                    (3) 

In order to solve the optimal solution of the constrained 

variational model given by Eq. (2) and Eq. (3), the 
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augmented Lagrange function is constructed by penalty 

factor a , which is given by 
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i
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where   is the Lagrange multiplier, a  is the penalty 

factor.  

In order to obtain the extremal solution of Lagrange 

function, it is necessary to transform it from time domain to 

frequency domain. The modal component and frequency 

domain is calculated by using as follow: 
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                                                 (6) 

(4) The alternating direction multiplier algorithm is used to 

obtain the optimal solution of the constrained variational 

model. The original analytical signal is decomposed into k  

modal components. The steps of solving the optimal 

solution are as follows; 

1) Initialize 
 1

iu
, 
 1

iw
, 

1 , n , and 
1 0n   . 

2) Iteratively update iu
 and iw

 by using Eq. (5) and Eq. 

(6). 

3) Iteratively update 
1n 

 by using Eq. (7). 

       1 1n n n
i

i
w w f w u w    

   
 

              (7) 

4) When 

1 2 2

2 2|| || / || ||n n n
i i i

i
u u u   

 is satisfied, the 

iteration stops, otherwise it returns to step 2) to continue the 

iteration, and finally to output k  modal components. 

VMD is compared with EMD and LMD. The 

decomposition of EMD and LMD signals is recursive 

filtering mode, while VMD is a non-recursive and 

variational mode decomposition method, which can make 

the decomposed modal component no longer cause modal 

aliasing [9]. Therefore, VMD has excellent robustness in 

noise signal processing. Through properly controlling the 

convergence condition of VMD, the sampling effect is 

much lower than that of EMD and LMD. In addition, VMD 

can effectively separate the signals with similar frequencies. 

The vibration signal of gear is decomposed by VDM, 

and several modal components of different components are 

successfully separated. The singular features are extracted 

by using modal component. But there is a problem in the 

VMD algorithm. The parameters k  and a  in the algorithm 

need to be set in advance depending on personal experience 

[10]. If the number of modal decomposition k  is not set 

reasonably, the modal separation after decomposition will 

be different from the actual situation. According to a priori 

knowledge, the decomposition of EMD algorithm can 

adaptively adjust the number of the decomposed modal 

components. By using the EMD decomposed signal, the 

decomposition parameter k  of VMD can be obtained 

according to the EMD decomposition result.  

The feature extraction of gear includes two steps: 

1) With Optimal parameter combination, the collected 

vibration signal of the gear is decomposed by VDM, and the 

k  modal components are obtained. 

2) The gear speed information is extracted by using the 

VMD-based gear feature parameter extraction method, 

which is given by 

0T T

X

T
K n

A USV U V

U U I V V I

  
   

 


   


                               (8) 

where 

 1 2, , , k
X

diag    
 and the feature vector 

of gear fault 
 1 2, , , kD    

. 

 

2.2. Gear Fault Diagnosis Method Based on CPP 
Algorithm 

The CPP algorithm, order tracking and cyclostationary 

demodulation method are combined to diagnose the gear 

fault. The gearbox fault is composed of partial fault of gear 

and partial fault of bearing in wheel box [11]. The process 

of the fault diagnosis is described as follows. 

If the statistical characteristics of non-stationary random 

signal 
 x t

 change periodically or periodically with time, 

 x t
 is called cyclostationary signal. Autocorrelation 

function of asymmetrical form of the signal 
 x t

 is given 

by 

      , *R t E x t x t  
                               (9) 

where   is the time delay, 
 *E

 is the mean operation, 

and *  denotes conjugate.  

Assume the signal satisfies time ergodicity, the signal is 

sampled with the sampling period, and then it can be 

expressed as an average of time:  

      
 

 0

1
, * , lim *

2 1N
R t E x t x t x t nT

N
 


  

 (10) 

where 0T
 is the sampling period, N  is the sampling 

length. 

In the case of the fixed  , the correlation function 

 ,R t 
 is a function of time, with a period of 0T

. 

Therefore, the Fourier series expansion of 
 ,R t 

 is given 

by 

     , exp 2R t R i t


                                (11) 

where   is the cycle frequency, which includes zero 

cycle frequency and non-zero cycle frequency. The zero 

cycle frequency represents the stationary part of the signal, 

and the non-zero cyclic frequency represents 

cyclostationarity of the signal. 

Fourier coefficient in Eq. (11) is given by 
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12
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1
lim * exp 2

T

T
T

R x t x t i t dt
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 (12) 

where T  is the sampling interval, 
  02 1T N T 

, 

 R 
 is the cyclic autocorrelation function, which is the 

joint function of cycle frequency   and time delay  . The 

AM signal expression is as follows: 

     1 cos 2 cos 2n zAM t Q B f t f t                (13) 

where, nf  is the modulation frequency of AM signal, 

zf
 is the carrier frequency of AM signal, 

Q
 is the 

amplitude of carrier signal, B  is the spectrum of AM 

modulation signal 

Eq. (13) is substituted into Eq. (12), cyclostationary 

demodulation analysis of angular domain signal is 

expressed as 
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1 2 1 2

12

1
lim exp exp 0

T

T
T

iw t iw t dt w w
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 (14) 

Compound fault diagnosis of gearbox is obtained 

according to slice demodulation spectrum of each slice 

signal, which is expressed as 
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From Eq. (15), the non-zero value of the cyclic 

autocorrelation function 
 R 

 is only located at the cycle 

frequency =0 , 
= nf 

, 
= 2 nf 

, etc. At other cycle 

frequencies, the value of cyclic autocorrelation function 

 R 
 is zero. 

When the gear in gearbox has partial fault, the rotational 

frequency modulation phenomenon will occur in its 

vibration signal. When local fault occurs in rolling bearing, 

the feature frequency modulation of bearing fault will occur 

in its vibration signal [12]. Therefore, when the gear box 

and bearing local fault occur simultaneously in the gearbox, 

the diagnosis of the composite fault of the gear box 

containing the local fault of the gear and the local fault of 

the bearing can be diagnosed according to the difference of 

the modulation frequency of the two defaults. 

The cyclostationary demodulation analysis method can 

extract modulation information of amplitude modulated 

signal according to the modulating frequency of each 

amplitude modulated signal. However, for the non-

stationary signals with varying speed, the second-order 

statistics change with time and do not satisfy the second-

order cyclostationary assumption. Then the cyclostationary 

demodulation method is no longer applicable, and the signal 

needs to be stabilized in advance. The computed order 

tracking method can effectively realize signal stabilization 

by resampling the signal. But the computed order tracking 

method needs to predict the speed information of the signal. 

Therefore, combining the CPP algorithm, order tracking 

and cyclostationary demodulation method, a gear fault 

diagnosis method based on CPP and cyclostationary 

demodulation is proposed for analysis of local fault of gear 

and local fault of rolling bearing. Assume the measured 

fault vibration signal of gear is 
 x t

, the number of gear 

teeth is T , then the steps of gear fault diagnosis based on 

CPP and cyclostationary demodulation are described as 

follows. 

(1) The meshing frequency 
 zf t

 of gear box is extracted 

from the vibration signal 
 x t

 of gear fault by CPP 

method. The rotational frequency curve 
 rf t

 of the shaft 

can be obtained by dividing the meshing frequency 
 zf t

 

with the number of the gear teeth T . 

(2) According to the estimated frequency curve 
 rf t

, the 

order analysis of the vibration signal 
 x t

 is carried out to 

obtain the angular domain signal 
 x 

.  

(3) The cyclostationary demodulation of the angular domain 

signal 
 x 

 is carried out to obtain the cyclic 

autocorrelation function 
 R 

.  

(4) The cyclic autocorrelation function 
 R 

 is sliced 

separately at the order of gear fault cycle and the order of 

bearing failure cycle. The slice signal is demodulated and 

analyzed, and its slice demodulation spectrum is obtained. 

(5) If there is a significant peak in the rotational frequency 

order or its frequency doubling order in the slice 

demodulation spectrum of the gear fault cycle order, it is 

determined that a local fault occurs in the gear. If in the slice 

demodulation spectrum of the rolling bearing fault cycle 

order, the fault order of the rolling bearing appears obvious 

peak, it is determined that there is a local fault in the gear 

bearing. 

2.3. Introducing CGA Algorithm to Improve the Local 
Convergence Speed and Convergence Accuracy of Particle 
Swarm Optimization Algorithm 

Particle swarm optimization algorithm is based on the 

simulation of migration and gregarious foraging process. 

The mathematical expression is described as follows. 

Assume target search space is d -dimensional and the 

population consists of m  particle groups. The velocity of 

the i th particle is 
 1 2, ,i i idV v v v 

 and the position 

vector is 
 1 2, ,i i idX x x x 

, the searched optimal 

location of the population is 
 1 2, , ,g g g gdP p p p 

, the 

current searched optimal position of the i th particle is 

 1 2, , ,i i i idP p p p 
. The particle expression is as 

follows:  

         1 1 2 21id id id id id idv t v t c r p x t c r p x t     
(16) 

     1 1id id idx t x t v t                                 (17) 
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where the range of the value of i  is 
[1, ]m

, the range of 

the value of d  is 
[1, ]D

, 1r  and 2r  are random numbers 

with uniform distribution in 
[0,1]

, 1c
 and 2c

 are 

acceleration factors, which is non-negative number, idp
 is 

the current searched optimal position of the i th particle, 

idv
 is the current velocity of the i th particle, 

 idx t
 is the 

current position of the i th particle.  

Although particle swarm optimization is an excellent 

global optimization algorithm, it is not good to process the 

discrete optimization problem, and easy to fall into local 

optimum [13]. It will lead to long time and low recognition 

rate of fault diagnosis. The CGA acceleration operator is 

introduced in iterations of particle swarm optimization, so 

that the local search ability of particle swarm optimization 

can be improved. The specific implementation process is as 

follows. 

(18) 

           1 21 1i i i ix k x k k v k k d k          (19) 

where 


 is influence scale factor of CGA, which is a 

fixed value in 
 0,1

, 


 is the constraint factor, which is a 

constant in 
 0,1

, 
 id k

 is the direction of the conjugate 

gradient or the steepest descent direction, 1  and 2  are the 

scale factors of the relative influence of CPP algorithm. The 

selection of 1  and 2  influences the overall performance 

of the algorithm. The selection of 1  and 2  are given by  

  max

1

max

k k
k

k





     

                                               (20) 

 2

max

kk
k

                                                                   (21) 

where k  is the number of current evolutionary 

generation, maxk
 is the maximum number of current 

evolutionary generation. 
   1 2 1k k  

. 
 1 k

 and 

 2 k
 are variables and change with k . The purpose is to 

dynamically adjust the update of each particle and 

determine the influence of the basic CPP algorithm and 

CGA. 

The specific steps of the improved particle swarm 

algorithm are as follows. 

(1) Initialize all particles. Randomly determine the initial 

position and velocity of each particle. Particle swarm 

optimization is designed to optimize the target value of the 

desired error for a given optimization problem [14, 15]. 

(2) Design the fitness function of population. 

(3) Calculate the initial fitness value of each particle and 

determine the optimal position of the initial individual of 

each particle. Initialize global optimal position and calculate 

 1 k
,  

 2 k
, and initial gradient and initial search 

direction of each particle. 

(4) The current generation is the k th generation, 

1 max, ,k k k 
. If 1k  , the initial fitness value of the 

current generation of each particle is the initial fitness value. 

The individual optimal position of each particle is the initial 

individual optimal position, and the global optimal position 

is the initial global optimal position. If 1k  , the fitness 

value of the current generation of each particle is calculated 

by fitness function. Then the optimal location 
 idp k

 and 

global location 
 gdp k

 of each particle are updated with 

the next steps. 

(5) Update the individual optimal position 
 idp k

. 

(6) Update the global optimal position 
 gdp k

. 

(7) Calculate the conjugate gradient 
 id k

 of the current 

generation of each particle. Then calculate 
 1 k

 and 

 2 k
 by using Eq. (20) and Eq. (21). 

(8) Update the velocity and position of each particle by 

using Eq. (18) and Eq. (19). 

(9) Calculate new gradient 
 ig k

 and search direction 

 id k
.  

(10) The number of evolutionary iterations plus 1. 

(11) Check whether the condition is satisfied. If it is 

satisfied, the optimization ends. Otherwise, go to step (4) 

for loop executing, until the optimal number of evolution 

maxk
 is reached or the optimization error corresponding to 

the global optimal particle is less than the given error. 

3. Experimental Results and Analysis 

In order to prove the validity of the proposed algorithm, 

a simulation experiment is carried out. The test platform of 

gear box fault detection system is built by using PCI1712 

data acquisition module.   

In the gearbox, about 60% of the faults are caused by 

gear faults. The three faults of the gear are identified, which 

are no fault, tooth root crack, and broken tooth. The 2, 4, 

and 6 gear position were selected in the frequency domain 

feature signal extraction. The amplitudes at the side band 

s zf nf
 of the 1, 2, and 3 bearing are 1ijA

, 2ijA
, and 3ijA

, where 
 zf t

 is the meshing frequency of the gear, zf
 is 

the rotational frequency of the bearing, 1,2,3n  , 

2,4,6i   is the gear position, 
1,2,3j 

 is the number of 

the bearing. Because there are two pairs of gears on the 2 

bearing and 3 bearing, 1 and 2 represent two meshing 

frequencies respectively. So, the input of the network is a 

15-dimensional vector. The schematic of the transmission is 

shown in Figure2. the sensor accelerometer is shown in 

figure 3. The transmission vibration data is shown in Table 

1. 
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Figure 2. Schematic of the transmission  Figure 3 Sensor 

Accelerator  

In CATIA, a 3D model of gearbox components is 

established, which is endowed with specific material 

attributes, and local coordinate system is added to the 3D 

model according to the relative position relationship; the 3D 

model of the components is imported into LMS virtual lab 

software, and the geodetic coordinate system is added to the 

motion module to simulate the gearbox workbench; the 

coordinates on the components are one-to-one 

corresponding, which is based on the actual situation For 

the inter contact relationship, four fixed pairs are added 

between the earth and the gearbox box, and rotating pairs 

are added between the driving wheel and the driven wheel 

and the earth respectively; bushing force is added at the 

bearing to simulate the rolling bearing, and joint position 

driver is added on the rotating pair between the driving 

wheel and the earth to simulate the gear drive.  

 
Figure 4. Dynamic model of gear box multi-rigid body  

Set the gear breaking or eccentric fault on the driving 

wheel and driven wheel respectively, and record the gear 

breaking of driving wheel as condition 1, the gear breaking 

of driven wheel as condition 2, and the common fault as 

condition 3. 

Table 1. transmission vibration data 

Vibration 

parameters 

Working 

condition 1 

Working 

condition 2 

Working 

condition 3 

Swing around 
X-axis at 

front box 

bearing 

334.02 351.65 - 

Box swinging 

around X-

axis 

413.45 410.34 211.93 

Tilt vibration 

of xoy 

surface of 
front box 

diaphragm 

446.25 447.53 - 

Inclined 
vibration of 

box on xoy 

surface 

528.93 526.12 273.65 

Reciprocating 

vibration of 

front box rib 
in Y-axis 

direction 

647.78 643.38 384.65 

Because these data have different units and orders, the 

input variables are normalized. Experimental data are 

collected with MATLAB R2007, and 12 sets of data are 

collected, of which 9 sets used as training samples and 3 sets 

as test samples. During the training process, the CPP 

package of MATLAB is called. The CPP network design 

function selects newbre, and the feature samples in the 

training samples are used as input variables of the CPP 

network, and the gear state is used as the output of the 

network. The following form is used: No fault (1, 0, 0), gear 

crack (0, 1, 0), and broken tooth (0, 0, 1). The training set 

finally determines that when the expansion constant is 

0.0838, the training effect is the best, and the network output 

is consistent with the actual output. 

In order to verify the effectiveness of the experiment, the 

data shown in Table 2 is used as the test sample set, and the 

gear state is used as the output of the network to verify the 

built CPP network model. The results are shown in Table 3. 

In Table 1, S represents the number of the data, S1, S2, and 

S3 are the number 1, 2, and 3 of the data, T represents 

feature sample, C represents gear fault, Nf represents no 

fault, Gc represents gear crack, Bt represents broken tooth. 

In Table 3, Ao represents actual output, No represents 

network output, result represents diagnosis results. 
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Table 2. Test sample 
S T C 

 

 

S1 

 

0.2102 0.096 

0.1358 0.2602 

0.1002 0.7534 

0.090 0.0388 

0.1452 0.0129 

0.160 0.2453 

0.511 0.1320 

Nf 

 

 

S2 

 

 

0.2594 0.19 0.712 

0.2802 0.1500 

0.1297 0.1002 

0.1892 0.2531 

0.0876 0.0059 

0.1802 

0.0993 0.0803 

0.1003 

Gc 

 

S3 

 

 

0.2600 0.2236 

0.1202 0.1172 

0.1103 0.0684 

0.0623 0.2598 

0.2603 0.1169 

0.0050 0.1003 

0.1521 0.2283 

0.3206 

Bt 

Table 3. Diagnosis results 

S Ao No result 

S1 1  0  0 0.9815  0  0 Nf 

S2 0  1  0 0  0.9736  0 Gc 

S3 0  0  1 0.0286  

0.0268  1 

Bt 

From Table 3, it can be seen that, the first set of data 

errors are 0.0185, 0, and 0, respectively, the second sets of 

data errors are 0, 0.0264, and 0, respectively, and the second 

sets of data errors are -0.0286, -0.0268, and 1, respectively. 

It shows that the error between the actual output and the 

network output is relatively small, and the diagnosis result 

is consistent with the gear fault, indicating that the diagnosis 

result is correct. 

The fault diagnosis time of the proposed method is 

compared with that of the literature [5] method and the 

literature [6] method. The comparison results are shown in 

Fig. 5, Fig. 6, and Fig. 7. 

From Fig. 5, Fig. 6, and Fig. 7, it can be seen that, when 

the number of samples is 9, the fault diagnosis time of the 

proposed method is 3s, the literature [5] method is 10s, and 

the literature [6] method is 8s. The fault diagnosis time of 

the proposed method is the least, which shows that the 

proposed method can effectively shorten the fault diagnosis 

time. 

In order to further verify the fault diagnosis performance 

of the proposed method, the fault recognition rate of the 

proposed method, the literature [5] method, the literature [6] 

method, and the literature [7] method is compared. In the 

case of different faults, the comparison results of fault 

recognition rate of different methods are shown in Table 4. 
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Figure 5. The fault diagnosis time of the proposed method 
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Figure 6. The fault diagnosis time of the literature [5] method 
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Figure 7. The fault diagnosis time of the literature [6] method 

 
 

Table 4. Fault diagnosis accuracy rate of different methods 

Method Accuracy rate of fault diagnosis (%) 

Normal state Tooth root crack of 

intermediate shaft  

Ulnar wear of 

intermediate shaft 

Root wear 

of output 

shaft 

Ulnar wear 

of output 

shaft 

Accuracy rate of 

diagnosis (%) 

The proposed 

method 
100 98.0 95.0 90.0 95 95.6 

The literature 
[5] method 

98.0 90.0 90.0 80.0 75.0 86.6 

The literature 

[6] method 
99.0 85.0 81.0 79.0 65.0 81.8 

The literature 

[7] method 
99.0 80.0 75.0 70.0 68.0 78.4 
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From Table 4, it can be seen that, when the different 

faults of transmission gear of occur, the fault recognition 

rates of different methods are different. When the tooth root 

crack of intermediate shaft of the transmission is cracked, 

the fault diagnosis accuracy of the proposed method is 98%, 

the literature [5] method is 90%, the literature [6] method is 

85%, and the fault literature [7] method is 80%. The fault 

recognition rate of literature [7] method is the lowest. The 

diagnostic accuracy of the proposed method is 95.6%, the 

literature [5] method is 86.6%, the literature [6] method is 

81.8%, and the literature [7] method is 78.4%. The 

diagnosis accuracy of the proposed method is obviously 

better than other methods. The improved particle swarm 

algorithm significantly improves the fault diagnosis 

performance of the proposed method. 

4. Conclusions 

In the process of driving, the gears, shafts and bearings 

in the gearbox often fail because of the frequent shifting. 

According to the relevant statistics, among all the 

automobile faults, about 60% of the automobile 

transmission faults are caused by gear failure. At present, 

the fault diagnosis method of automobile transmission gear 

has the problems of long diagnosis time and low recognition 

rate. In order to solve these problems, a fault diagnosis 

method based on improved particle swarm optimization 

algorithm is proposed. The speed information of gear fault 

vibration signal is extracted, which is used for uniform 

angle resampling of gear fault vibration signal and 

converted into angle domain signal. The cyclic stationary 

demodulation of the diagonal domain signal is analyzed, 

and the fault characteristics of the cyclic autocorrelation 

function are demodulated by slice. Based on the slice 

demodulation spectrum of each slice signal, the composite 

fault diagnosis of gearbox is realized. In every iteration of 

particle swarm optimization algorithm, CGA acceleration 

operator is introduced to optimize the fault diagnosis results 

and realize the fault diagnosis of automobile transmission 

gears. The simulation results show that compared with the 

traditional method, this method has higher fault diagnosis 

efficiency and shorter fault diagnosis time. This method 

provides a new idea for the further development of fault 

diagnosis technology of automobile transmission gears, 

improves the accuracy of fault identification, reduces the 

time of fault diagnosis, and ensures the driving safety.  

The fault detection and diagnosis technology of 

automobile transmission gear usually completes the 

diagnosis under a single condition, which has good effect. 

However, in practice, due to the relatively cumbersome 

mechanical mechanism and the interference of other 

elements, many diagnosis technologies are difficult to fully 

use. In the future work, for the fault diagnosis of different 

specifications of gears, we should continue to try to improve 

the accuracy of fault diagnosis of automobile transmission 

gears. 
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